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Intense Surface Winds from Gravity Wave Breaking in Simulations of a
Destructive Macroburst?
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ABSTRACT: Shortly after 0600 UTC (midnight local time) 9 June 2020, a convective line produced severe winds across
parts of northeast Colorado that caused extensive damage, especially in the town of Akron. High-resolution observations
showed gusts exceeding 50 m s~ 1, accompanied by extremely large pressure fluctuations, including a 5-hPa pressure surge
in 19 s immediately following the strongest winds and a 15-hPa pressure drop in the following 3 min. Numerical simulations
of this event (using the WRF Model) and with horizontally homogeneous initial conditions (using Cloud Model 1) reveal
that the severe winds in this event were associated with gravity wave dynamics. In a very stable postfrontal environment,
elevated convection initiated and led to a long-lived gravity wave. Strong low-level vertical wind shear supported the ampli-
fication and eventual breaking of this wave, resulting in at least two sequential strong downbursts. This wave-breaking
mechanism is different from the usual downburst mechanism associated with negative buoyancy resulting from latent cool-
ing. The model output reproduces key features of the high-resolution observations, including similar convective structures,
large temperature and pressure fluctuations, and intense near-surface wind speeds. The findings of this study reveal a series
of previously unexplored mesoscale and storm-scale processes that can result in destructive winds.

SIGNIFICANCE STATEMENT: Downbursts of intense wind can produce significant damage, as was the case on
9 June 2020 in Akron, Colorado. Past research on downbursts has shown that they occur when raindrops, graupel, and
hail in thunderstorms evaporate and melt, cooling the air and causing it to sink rapidly. In this research, we used numer-
ical models of the atmosphere, along with high-resolution observations, to show that the Akron downburst was differ-
ent. Unlike typical lines of thunderstorms, those responsible for the Akron macroburst produced a wave in the
atmosphere, which broke, resulting in rapidly sinking air and severe surface winds.

KEYWORDS: Gravity waves; Wave breaking; Downbursts; Severe storms; Mesoscale models

1. Introduction five other surface stations throughout northeastern Colorado
measured wind gusts in excess of 35 m s~ ! associated with the
storm of interest, affirming its macroburst designation. Childs
et al. (2021) investigated the unique observed patterns of sur-
face pressure, temperature, wind speed, and wind direction at
extremely high temporal resolution. Their major findings that
serve as motivation for the work presented here can be sum-

marized as follows:

A destructive macroburst impacted the town of Akron,
Colorado, just after 0600 UTC [midnight mountain daylight
time (MDT)] 9 June 2020, resulting in widespread power out-
ages and substantial damage to buildings, vehicles, and vege-
tation. Near-surface wind gusts were recorded as high as
3704 m s' at the Automated Surface Observing Station
(ASOS) in Akron and 5045 m s~ ' at a 10-m tower at the U.S.

Department of Agriculture (USDA) research site east of the 1) The Akron macroburst storm was one of several short

town, the latter of which became the highest convective wind gust
in Colorado state history per the Storm Prediction Center (SPC)
data archives dating to 1955. Moreover, an Eddy-Covariance
(EC) tower at the USDA site recorded a 51.12 m s~ ' instanta-
neous wind speed at 2.3 m AGL and 10-Hz resolution. At least
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lines of convection on this night extending from north-
eastern Colorado through central Nebraska. While most
of these convective lines were oriented north-south in a
wavelike pattern, the Akron storm suddenly elongated in
the east-west direction prior to producing extreme down-
burst winds (Fig. 1).

2) A National Weather Service (NWS) storm survey revealed
damage patterns consistent with both radial outflow—
characteristic of a downburst—and straight-line winds indi-
cative of an outflow boundary. The damage was consistent
with an EF1 rating (National Weather Service 2020).

3) High-resolution surface observations revealed rapid oscil-
lations in both pressure and temperature not seen in pre-
vious downburst literature. Noteworthy was a pressure
surge of about 6 hPa in around 10 min [not shown; see
Fig. 13 of Childs et al. (2021)], followed by a further

© 2023 American Meteorological Society. For information regarding reuse of this content and general copyright information, consult the AMS Copyright
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FIG. 1. (a),(c),(e) Radar reflectivity factor (dBZ) and (b),(d),(f) radial velocity from the Denver, Colorado, WSR-
88D (KFTGQG) at (a),(b) 0602; (c),(d) 0612; and (e),(f) 0617 UTC 9 Jun 2020. The two open black circles represent the
locations of KAKO (A) and USDA towers (U). The elevation angle shown is 0.5°, and range rings are shown at 100,
120, and 140 km. The velocities in (b), (d), and (f) were dealiased using the region-based method from the Py-ART
package (Helmus and Collis 2016). From Childs et al. (2021).

5-hPa pressure surge immediately prior to the maximum 6 h in advance, albeit with slight timing and location errors
wind gusts and concurrent with a 1°-2°C temperature and underestimates of the observed wind maxima.

spike that is not typical of past downburst observations

(Fig. 2). This study will expand upon the observational findings of

4) Analysis soundings showed moist low levels and a steep  Childs et al. (2021) by conducting and analyzing numerical
temperature inversion. The vertical profile of Scorer pa- simulations, with a goal of better understanding the physical
rameter showed potential for trapped gravity waves. processes at work in the 9 June 2020 event.

5) A 4-km Weather Research and Forecasting (WRF) fore- Previous modeling studies of damaging wind events that
cast, as well as the High-Resolution Rapid Refresh (HRRR) are spatially and/or temporally smaller than derechos or bow
model, were able to capture wavelike convective structures  echoes (Johns and Hirt 1987) have almost entirely focused on
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FIG. 2. (a) Time series of surface temperature at 10 and 2 m (°C), and wind speed at 10 and
2.5 m (m s~ ') from a 10-m tower on 9 Jun 2020. Data frequency is every minute, and wind
speed represents the maximum gust from a sampling frequency of 5 s. (b) Time series of surface
temperature at 2.3 m AGL (°C), station pressure (hPa), and instantaneous wind speed (m s~ ')
from an eddy covariance tower, focused on the time of the macroburst. Temperature is plotted
every millisecond (10-Hz frequency), pressure is plotted every 10 s, and wind speed is plotted
every second. In both panels, wind pennants represent 50 m s, full barbs 10 m s~ ', and half
barbs 5 ms™'. Adapted from Childs et al. (2021).

microbursts. Given the extensive computational resources
needed to simulate the complex processes at such small scales,

advanced, idealized simulations expanded to two and three
dimensions allowing the downburst structure and its environ-

initial work used one-dimensional simulations. Downdrafts
were simulated by imposing a precipitation size distribution
entering the top of a column (e.g., Srivastava 1985, 1987), re-
vealing downdraft sensitivity to precipitation phase and size
distribution as well as the environmental temperature and hu-
midity profiles. The cooling due to melting of hail or graupel
was key to initiating the downdraft; evaporative cooling of
rain helped intensify its motion once generated; precipitation
loading had varying levels of impact depending on the study
(Hjelmfelt 1988; Atlas et al. 2004). As computational resources
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mental interaction to be simulated (Proctor 1988, 1989) even
in simulations with partially resolved turbulent processes
(Anabor et al. 2011). The expanding outflow from the down-
draft was found to take the form of a ring vortex with depths
generally smaller than circulations associated with a gust front
(Proctor 1988, 1993; Wakimoto 2001). Surges in intensity of
the downdrafts, resulting in additional surges in surface winds,
were found to occur depending on variations in the specified
cooling source (Hjelmfelt 1988; Proctor 1993; Anabor et al.
2011; Oreskovic et al. 2018), but unfortunately the causes of
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FIG. 3. Map of the WRF-ARW Model domains. The locations of
domains 1, 2, and 3 are shown, and terrain is shaded.

1000

these surges could not be explored without inclusions of mi-
crophysics in the simulations, at additional computational ex-
pense. Orf et al. (2012) found simulations with externally
specified cooling sources were unable to fully capture micro-
burst evolution compared to both observations and their
idealized simulations using Cloud Model 1 (CM1) with full
microphysics. Peak surface winds were found some distance
behind the leading edge of the outflow and ring vortex, and
the strongest winds (>30 m s~ ') were short in duration and
highly variable. Only recently have mesoscale numerical mod-
els been used in an attempt to reproduce observed downburst
events. van Dijke et al. (2011) was able to successfully simu-
late what they termed “microbursts,” or swaths of peak winds
with widths O(5) km from a bow echo event over the Netherlands
using the WRF Model, and Bolgiani et al. (2020) similarly
reproduced a microburst event in northern Alabama with a
10-km footprint.

A common thread in all these simulations is their small spa-
tial and temporal scale. While microbursts by definition have
a diameter of less than 4 km and produce peak winds for no
more than 5 min (Wakimoto 1985; Fujita 1990; Wakimoto
2001), it is surprising that none of the numerical simulations
of severe winds induced by downdrafts described above pro-
duced damaging winds occurring on a larger scale. The severe
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winds associated with the 9 June 2020 macroburst were able
to persist for at least 45 min and over 50 km, although still
very localized in nature [cf. Figs. 10d and 11 of Childs et al.
(2021)]. Such persistence suggests contribution by physical
processes unlike those attributed to microburst generation.
Numerical simulations of convectively generated severe winds
not associated with either bow echoes or microbursts are rare,
but previous studies do provide some hints of potential physi-
cal processes. For example, Proctor (1989) simulated a down-
burst occurring in an environment with a stable layer and
found it excited gravity wave oscillations that spread ahead of
the downburst head itself, widening the spatial impact of the
system. The authors do not elaborate on wind speed pertur-
bations associated with these waves, but do caution later in
the text that such perturbations could easily be severe. Such
long-lasting yet spatially localized severe winds also suggests
comparison to downslope windstorms generated by a hy-
draulic jump forming on the lee side of a mountain partially
blocking the flow (Clark and Peltier 1977, 1984; Sachsperger
et al. 2017).

The unique nature of this event motivates a closer look to
better identify and understand the small-scale features occur-
ring within. Specifically, we turn to modeling to investigate
the apparent wavelike features in the convection as well as
understand the downburst signature in the context of poten-
tial elements such as gravity wave propagation, bores, and
wave breaking. Two separate high-resolution model simula-
tions are performed, one to simulate the observed event using
the WRF Model, and one using simplified initial conditions
in CM1. The proceeding section 2 presents an overview of
the modeling frameworks. Results from the model simula-
tions are shown in section 3, and a discussion of the meso-
scale and misoscale processes is given in section 4, along
with comparison to the observations. Section 5 concludes
with a summary, application, and recommendations for future
work.

2. Methods

Two numerical atmospheric models are used to simulate
aspects of the 9 June 2020 downburst. Version 4.0.3 of the
WRF-ARW Model (Powers et al. 2017) was used to conduct
simulations of the observed event, both in a retrospective
convection-permitting forecast mode and with a high-resolution
nested configuration. The forecast configuration was equi-
valent to routine real-time forecasts performed at Colorado

TABLE 1. Summary of numerical model configurations for the simulations.

WREF forecast

Nested WRF simulation

CM1 simulation

Horizontal grid spacing 4 km 267 m on innermost grid 125 m

Vertical grid 51 levels, stretched 80 levels, stretched 110 levels, stretched

Time step 25s 1.33s 05s

Microphysics Morrison Thompson Thompson

Planetary boundary layer MYJ MYJ None; TKE scheme for turbulence
Radiation RRTM RRTM None

Initial/lateral boundary conditions 0.5° GFS 0.5° GFS 0600 UTC WREF forecast sounding from

Akron; warm bubble
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FIG. 4. Simulated radar reflectivity (dBZ, shaded) at 1 km AGL,
and maximum 10-m wind speed since 0330 UTC (contour at
20 m s~ ') from the real-time forecast (Ax = 4 km) at 0800 UTC
9 Jun 2021.

State University, except rerun to generate more frequent his-
tory files. This configuration uses 4-km horizontal grid spacing
over the outermost domain shown in Fig. 3, with initial and
lateral boundary conditions from 0.5° latitude-longitude reso-
lution GFS forecasts updated every 3 h. The simulation shown
in this study was initialized at 0000 UTC 9 June 2020, approxi-
mately 6 h prior to the observed downburst. Although this
provides a relatively short model “spinup” time from coarse
initial conditions, forecasts initialized at earlier times did
not produce reasonable representations of the observed con-
vection, whereas this initialization time did so without any
obvious spurious artifacts. The physical parameterizations
(summarized in Table 1) included the Mellor-Yamada—Janji¢
(MYJ; Mellor and Yamada 1982; Janji¢ 2002) planetary
boundary layer (PBL) parameterization, the Morrison et al.
(2009) two-moment cloud microphysics parameterization, the
Noah (Chen and Dudhia 2001) land surface model, and the
Rapid Radiative Transfer Model for GCMs (Tacono et al.
2008).

As shown in Childs et al. (2021) and in section 3a, this fore-
cast produced a line of storms in northeast Colorado that re-
sembled the structure of the observed convective line, but it
was displaced in space and time and did not produce wind
speeds nearly as strong as those observed. To determine
whether insufficient model resolution was one of the reasons
for this underprediction, we conducted additional simulations
with higher-resolution nested grids. We experimented with dif-
ferent model configurations, and found that higher-resolution
simulations using the Thompson et al. (2008) microphysics
parameterization produced convective systems that corre-
sponded better with observations. (In contrast, at 4-km grid
spacing, the Morrison et al. and Thompson et al. schemes pro-
duced very similar results to each other.) Simulations using a
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FIG. 5. Simulated radar reflectivity (dBZ, shaded) at 1 km AGL,
and maximum 10-m wind speed since 0330 UTC (contours at
30 and 40 m s~ ') from WREF simulation domain 3 (Ax = 267 m) at
(a) 0545, (b) 0615, and (c) 0645 UTC 9 Jun 2020. The location of
Akron is indicated in each panel.
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FIG. 6. Output from domain 3 of the WRF simulation at 0611 UTC 9 Jun 2020. (a) Simulated radar reflectivity
(dBZ, shaded) at 1 km AGL and vertical velocity at 3 km AGL (contours every 10 m s, zero contour omitted, nega-
tive contours dashed). (b) Mean sea level pressure (hPa, shaded) and vertical velocity at 500 m AGL (contours every
10 m s, zero contour omitted, negative contours dashed). (c) Potential temperature at 2 m AGL (K, shaded), maxi-
mum 10-m wind speed in the previous minute (contours at 30 and 40 m s~ 1), and 10-m wind vectors. (d) Potential
temperature at 2.5 km AGL (K, shaded), mean sea level pressure (contoured at 1007 and 1012 hPa), and 2.5-km wind
vectors. Locations of time series points are indicated with brown dots; numbers of these points are shown in (b). The
gray dashed line shows the location of vertical sections shown in subsequent figures.

single nest at 800-m grid spacing (not shown) produced a
broad swath of severe winds in northeastern Colorado, so we
proceeded to include a third nest at 267-m horizontal grid
spacing (Fig. 3). The third grid was added at 3 h 30 min into
the simulation to conserve computational expense. Output
from this grid will be the primary focus of section 3b.

Then, to focus on specific convective processes, we also
conducted simulations using Cloud Model 1 (Bryan and
Fritsch 2002). These simulations used a horizontally homoge-
neous base state that was obtained from a profile at 0600 UTC
near Akron, Colorado, in the 4-km WRF simulation (to be
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shown and discussed in more detail in section 3). The horizon-
tal grid was 1200 X 1200 grid points with 125-m horizontal
spacing. The vertical grid used 110 vertical levels on a stretched
grid with spacing of approximately 35 m near the surface in-
creasing to 250 m aloft. Convection was initiated with a single
warm bubble centered at 1.4 km AGL with a radius of 10 km
and a maximum potential temperature perturbation of 2 K.
Sensitivity tests that varied the initial height of the bubble pro-
duced qualitatively similar results. The model domain was trans-
latedat u = 5ms ' and v = 10 m s~ ! to keep the convection
near the center of the domain. The simulation was integrated
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FIG. 7. Vertical section through the line shown in Fig. 6 from domain 3 of the WRF simulation at 0611 UTC
9 Jun 2020. (a) Meridional wind (shaded, m s~ 1), potential temperature (black contours every 4 K), and vertical
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temperature (K, shaded), vertical velocity (brown contours every 10 m s~
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for 2.25 h. As with the WREF simulation, the Thompson et al.
(2008) microphysical parameterization was used. No radiation
or Coriolis accelerations were applied. The upper and lower
boundaries were free slip, and open-radiative boundary condi-
tions (Durran and Klemp 1983) were used to ensure that out-
ward mass flux does not exceed inward. The properties of
288000 air parcels initialized at ¢+ = 55 min in the lowest 4 km
were calculated at each model time step. Other details of the
model configuration, and comparisons with the WRF simula-
tions, are given in Table 1.

3. WRF simulations
a. Real-time forecast, Ax = 4 km

In the real-time WREF forecast at 4-km horizontal grid spac-
ing, convection initiated in eastern Colorado and across Ne-
braska to the north of the cold front, with storm motions
toward the northeast, similar to observations [Fig. 4; see also
Childs et al. (2021)]. As with the observed system, most of the
convection organized into short northwest-southeast-oriented
lines, but a couple convective bands became oriented approxi-
mately west—east, and produced strong winds as they moved
toward the north-northeast in eastern Colorado. One of these
convective lines is highlighted in Fig. 4. Unlike the observa-
tions of extremely strong wind speeds, however, the real-time
forecast only produced maximum 10-m winds of 20-25 m s~
in northeast Colorado. The underprediction of wind speeds
was consistent with other convection-allowing forecast models
(Childs et al. 2021).

Nonetheless, this forecast model output suggests wavelike
convective structures that resembled the observed system
(not shown), and motivated further experiments to simulate
this event at higher resolution, to determine whether a more
realistic simulation of the 9 June 2020 downburst could be
obtained.

Brought to you by Colorado State University

b. Nested simulation, Ax = 267 m

With a nested grid at 267-m horizontal grid spacing and us-
ing the Thompson microphysics parameterization (section 2),
the evolution of the convection in northeast Colorado was
similar to the coarser-resolution run, but produced a swath of
very intense surface winds (Fig. 5). The structure of the down-
burst-producing convective line closely resembled the ob-
served system, with a small bowing segment on its eastern
end, although the simulated line was displaced approximately
60 km to the northeast of the observed system (cf. Figs. 5 and 1).
A swath of winds exceeding 30 m s~ was simulated with the
simulated convective line, and within that swath were numerous
areas exceeding 45 m s~ ! that were associated with localized
downbursts (Fig. 5). This compares closely with observed wind
gusts, which exceeded 30 m s~ at multiple stations and topped
50 m s~ ! in Akron (Fig. 2).

The structure of the severe-wind-producing convective line
was characterized by an arc-shaped region of high pressure at
the surface, with mean sea level pressure over 10 hPa higher
than the surroundings in the area between the midlevel up-
draft and downdraft (Figs. 6a,b). Ahead and behind this band
of high pressure were areas of relatively low pressure. There
was relatively cool air at the surface well behind the convec-
tive line, but nearer to the line were surface warm anomalies
in the vicinity of low-level descent and very strong surface
winds (Figs. 6b,c). Above the surface, however, was a band of
very low potential temperature with respect to the ambient
environment; potential temperature deficits in this band
at 2.5 km AGL were 10-15 K (Fig. 6d). Together, these
features—no surface cold pool, a low-high-low pressure pat-
tern, and an elevated region of cold air—point to this convec-
tive line being characterized as a gravity wave, as opposed to
a cold-pool-driven system.

The wave structure of this system is further illustrated in
vertical sections through the convective line (Fig. 7). Between
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the convective updraft and downdraft, isentropes have been
raised in the layer from approximately 2-6 km MSL (Fig. 7a).
This is a reflection of the negative potential temperature
perturbation seen at 2.5 km AGL in Fig. 6d. Furthermore, the
potential temperature perturbation being out of phase with
the vertical motion is expected of a gravity wave (e.g.,
Markowski and Richardson 2010). The low-level flow is from
the north, and thus as air approaches from the right (in the
plane of this vertical section), it rises along these raised isen-
tropes and eventually ascends into the convective line. Just to
the south of the upward motion is the descending branch of
the wave, with downdrafts of similar magnitude to the up-
drafts (Figs. 7a,b). Isentropes (and pseudoisentropes) in this
descending branch have become tightly packed and oriented
nearly vertically. Some of the strong downdrafts reach the sur-
face, resulting in a downburst with winds exceeding 40 m s~
(Fig. 7b). These near-surface wind speeds are stronger than
those found in the lowest several kilometers of the environ-
ment, suggesting that they are not being produced by simply
the downward transport of momentum. Animations (included
in the online supplemental material) reveal this behavior re-
peating several times as the convective line moved to the
northeast; the upward motion that occurred along the edge of
an earlier downburst is also apparent in Fig. 7b.

Surface time series from the simulation (output every
model time step) show many similarities to the observations
discussed in Childs et al. (2021) and shown in Fig. 2, but also
some noteworthy differences. At each of the four points
shown in Fig. 8, which were selected to highlight severe winds
in different parts of the simulated line’s progression, the maxi-
mum 10-m wind speeds exceeded 35 m s™'. They also showed
a sharp decrease in wind speed shortly after the initial peak,
followed by a secondary maximum in wind speed, consistent
with downbursts and with observations. All of these time se-
ries showed large pressure increases of 10-15 hPa as the line
and associated gravity wave passed, followed by rapid pres-
sure drops. With the exception of point 1, where the convec-
tive line passed very early in its life (Fig. 8a), the temperature
rose sharply, coincident with or shortly after the peak winds,
followed by a decrease to temperatures lower than the pre-
storm environment. These features are all very consistent
with the high-resolution surface observations of the line’s pas-
sage [cf. Figs. 2 and 8, and also Fig. 13 of Childs et al. (2021)
which shows a longer time series of pressure].

In contrast, some features of the simulated surface observa-
tions do not align with the observed features. For example, in
the simulation, the pressure dropped before rising sharply,
and then fell back to near the values from the pre-storm envi-
ronment. On the other hand, the observations did not show a
substantial pressure drop prior to the sharp increase but was
rather nearly constant, and then following the uptick de-
creased to several hPa below the values from the pre-storm
environment. Furthermore, the time series at points 1-3
showed stronger cooling in the minutes immediately prior to
the peak winds than observed. The time series at point 4—the
northeasternmost of the points analyzed here—appears to
compare most closely to the observed time series (cf. Figs. 2
and 8d) Considering that the highest-resolution observations
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FIG. 8. As in Fig. 2, but for model output from domain 3 of the
WREF simulation at the four points shown in Fig. 6b. Model output
is shown at each time step (every 1.33 s).

were only available at a single location, it is not clear whether
the differences represent variations within the system that
were not sampled, inconsistencies between the simulated and
observed system, or both. Nonetheless, the overall agreement
between the model output and observations provides some
confidence that the simulation is adequately representing
many of the important processes in the observed event.
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FIG. 9. (a) Meridional wind (shaded) and wind vectors (m s~ ') at 10 m AGL, maximum 10-m wind speed in the pre-
vious minute (contours at 30 and 40 m s~ '), and selected backward parcel trajectories (shaded by wind speed in
m s~ ') ending at 0611 UTC 9 Jun 2020 from domain 3 of the WRF simulation. (b) As in (a), but meridional wind and

vectors are at 3 km AGL.

To further diagnose the processes associated with the
downbursts in the model simulation, a series of backward par-
cel trajectories were calculated using the Read-Interpolate-
Plot (RIP; Stoelinga et al. 2018) program. Namely, a grid of
locations was defined surrounding the locations of the surface
time series shown in Fig. 8 below 500 m AGL. Parcel trajecto-
ries were integrated backward from these points from the
approximate time of the peak observed near-surface wind
speed, with the purpose of identifying the properties of the
air that ended up in the downbursts. Trajectories were inte-
grated backward for 40 min. The focus here is on the back-
ward trajectories initialized from point 3 at 0611 UTC;
trajectories initialized from the other points showed generally
similar characteristics.

This analysis reveals that the downburst air parcels (defined
here as those with wind speed = 34 m s~ ! between 0609 and
0611 UTC) largely originated in the lowest 1 km AGL to the
north-northwest of the convective line, within the postfrontal
flow (Figs. 9a and 10). Two clusters of parcels are apparent,
with one set at approximately 500 m AGL, and another closer
to the surface (Fig. 10a); the wind speeds of the respective
parcels illustrate the strong low-level vertical shear. As this
air approaches the convective line, it ascends along the lead-
ing edge of the low-level gravity wave. These parcels then
reach a layer of weak southerly winds (Fig. 9b). They rapidly
decelerate and reverse direction. Concurrently, the gravity
wave is amplifying and steepening (Figs. 10a,b). Then, the
parcels enter the downward branch of the gravity wave, and
descend rapidly to the surface, where they accelerate again
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and become part of the downburst with intense near-surface
winds (Figs. 9 and 10b,c).

This sequence of processes represents a different mecha-
nism for an intense downburst than the conventional mecha-
nisms associated with hydrometeor loading or strong subcloud
evaporative cooling. Instead, the processes are more akin to
the wave ducting and breaking beneath a critical level that
occurs in mesoscale gravity waves and severe downslope
windstorms (e.g., Clark and Peltier 1977, 1984; Peltier and
Clark 1979; Durran 1990; Ruppert et al. 2022). As discussed
above and by Childs et al. (2021), the environment ahead of
the convective line was characterized by a strong tempera-
ture inversion above the cool postfrontal air mass, with very
strong low-level vertical wind shear (Figs. 11a,b). This ther-
modynamic profile resembles those previously associated
with mesoscale gravity waves (Ruppert et al. 2022, their
Fig. 1b). The inversion strength was maximized at approxi-
mately 1.3 km AGL (Fig. 12a). For a gravity wave moving
to the north-northeast, the component of the wind perpen-
dicular to the wave motion was very strong with respect to
the wave motion at low levels (exceeding 40 m s~ '; Fig. 12b),
and then decreased to zero just above 4 km AGL. This repre-
sents a critical level, beneath which vertically propagating
waves would be trapped and may break. These parameters
are combined in the Scorer parameter, which is often used
in analyzing mountain wave behavior (e.g., Markowski and
Richardson 2010) but increasingly also used to understand
convectively generated gravity waves (e.g., Haghi et al. 2017,
2019). The Scorer parameter is defined as
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where N is the Brunt-Viisild frequency, U(z) the horizontal
wind speed with respect to height in the direction of the wave,
and c is the wave phase speed (calculated to be 19 m s~ ! at
32.5° to the northeast). The Scorer parameter spiked to very
large values at just above 4 km AGL (Fig. 12¢), the critical
layer for north-northeastward-moving waves. (With U — ¢
approaching zero, the first term of the Scorer parameter be-
comes very large. The second term, associated with the curva-
ture of the wind profile, was about an order of magnitude
smaller at this level.) The Scorer parameter was also relatively
large where N? peaked at around 1.3 km, though much
smaller than the values in the spike near 4 km (shown in
Fig. 12c, though difficult to see).

Wave trapping can be facilitated by layers where the Scorer
parameter decreases sharply with height, and wave breaking
may occur beneath critical levels, both of which are present in
this environment. Thus, we hypothesize that a gravity wave
produced by the convective line amplified and broke between
the low-level inversion and the critical level, leading to intense
downdrafts at the surface that were stronger than any winds
in the layers above the surface. These processes will be ex-
plored further in the following discussion of the CM1 simula-
tion as well as section 4.

4. CM1 simulation

The WREF simulation faithfully represented many aspects
of the observed event, but further questions remain, such as
the respective roles of storm-generated processes and larger-
scale forcing mechanisms. The WRF simulation was also run
at a grid spacing where the need for a planetary boundary
layer parameterization is unclear, and parcel trajectories must
be run using postprocessed output rather than in line with the
model integration. For these reasons, a simulation using hori-
zontally homogeneous initial conditions in CM1 was also con-
ducted to complement the WREF results. The configuration for
this simulation was discussed in section 2, and the initial con-
dition was the sounding shown in Fig. 11, which came from
the real-time WRF forecast at Akron.

After the initiation of convection with a single warm bub-
ble, a convective line developed that in many ways resembled
the observed and WRF-simulated systems. The line moved
toward the north-northeast, and produced a broad swath of
severe winds at the surface (Fig. 13). The strongest gusts in
the CM1 simulation exceeded 70 m s~ !, with widespread
winds exceeding 50 m s~ . These wind speeds are much greater
than those observed, which is likely a result of the free-slip lower
boundary condition used in the simulation (i.e., there was no fric-
tion to slow the near-surface winds). Nonetheless, it is notable
that convection initiated with a single warm bubble in the
9 June 2020 environment organized into a severe-wind-
producing convective line with no other external forcing,
echoing the findings of Hitchcock and Schumacher (2020)
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FIG. 11. Vertical profiles from the real-time WRF forecast at 0600 UTC 9 Jun 2020 at Akron, shown in Fig. 1.
(a) Skew T-logp diagram. The black dashed line shows the temperature of the most unstable parcel. Half barbs indi-
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and Parker (2021) in nocturnal environments with strong
stable layers.

The reflectivity, pressure, wind, and potential temperature
patterns associated with the simulated convective line all
largely resembled those of the WRF simulation (Figs. 14 and
15). Specifically, a gravity wave structure with low-level ascent
ahead of the highest reflectivity, a large increase in surface
pressure, and an elevated band of strong cooling were all sim-
ulated. Unlike the WRF simulation, however, there was little
near-surface cooling behind the convective line, suggesting
that cold-pool processes were not crucial to the overall evolu-
tion of the system (cf. Figs. 15¢ and 6c¢).

Figures 14 and 15 also illustrate the transition from the
strongest surface winds having a linear orientation, to the de-
velopment of strong downbursts, which occurred several
times during the simulation. At ¢ = 68 min, the convective
line was approaching the point shown in Fig. 14, with a line of
surface winds exceeding 50 m s~' (Fig. 14c). Ten minutes
later, that location had winds greater than 70 m s !, as a mac-
roburst occurred between the ascending and descending
branches of the gravity wave (Fig. 15¢).

Vertical sections through the system show the evolution
of the gravity wave over this 10-min period, as the wave
(shown by the elevated cool perturbation in Fig. 16, repre-
senting upward displacement of isentropes) amplified, and the
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descending branch steepened. The wave evolved between the
heights of the initial low-level inversion at about 1.2 km AGL
and the critical level at about 4.2 km AGL, with the wave
likely trapped between these two layers. Downdrafts intensi-
fied markedly over this 10-min period, bringing potentially
warm air downward, and some reached the surface, resulting
in very strong winds beneath the wave. Notably, nowhere in
the layer between just above the surface and approximately
5 km AGL had wind speeds of 40 m s™! or greater; these
intense winds only occurred in a shallow layer very near
the surface. Figure 17 gives a different view of these fea-
tures at ¢+ =78 min, showing tightly packed, overturned
isentropes at the descending branch of the wave, and a
swath of intense winds, with southerly winds beneath the
wave and multiple smaller downbursts behind it, as well as
some strong low-level updrafts on the north edge of the
downbursts.

Air parcel trajectories, which in CM1 run inline (rather
than being calculated later from the model output), show sim-
ilar characteristics to those calculated from the WRF output.
For the purpose of illustration, two parcels were selected,
both of which obtain near-surface wind speeds of over 60 m's™*
(Fig. 18; animation included in the online supplement). One of
these parcels approaches the convective line within a layer of
strong winds from the north at approximately 1 km AGL. As
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with the WRF-calculated parcels, it ascends rapidly in the up-  generating the severe surface winds as opposed to being
ward branch of the wave and decelerates. This parcel then de-  cold-pool-driven:

scends, but prior to reaching the surface, ascends again briefly,
before sinking and reaching the surface with >60 m s~ ! winds.
The second parcel takes a somewhat different path, origi-
nating near the surface to the west of the convective line,
and then looping upward and downward behind the line, be-
fore descending, accelerating, and moving to the east. Other
parcels that were part of intense downbursts (omitted for 20
clarity) behaved similarly to the two shown here. In total,
the vast majority of the parcels that attain intense wind
speeds near the surface originated below 1.5 km AGL,
rather than farther aloft (Fig. 19). The results of this trajec-
tory analysis—calculated in an entirely different manner  _,q |
than the WRF-based trajectories—provide further evidence
that the strongest winds were associated with air that origi-
nated at low levels, moved through the convectively gener-  —40 1
ated gravity wave, and rapidly descended, with stronger
wind speeds at the surface than anywhere in the layer imme-
diately above.

e Simulations both with (WRF) and without (CM1) surface
cooling exhibited the severe winds,

CM1 translated surface wind speed swath (m/s) through t=90 min

_60 4

-40 =20 0 20 40

5. Discussion .
FI1G. 13. Maximum wind speed at the lowest model level (ms™ "),

To summarize the previous sections, three specific fea-  translated to account for the moving model domain, through
tures of the macroburst simulations suggest wave activity ¢ = 90 min of the CM1 simulation.
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FI1G. 14. Output from the CM1 simulation at ¢ = 68 min. (a) Simulated radar reflectivity (dBZ, shaded) at 1 km AGL
and vertical velocity at 3 km AGL (contours every 10 m s~ ', zero contour omitted, negative contours dashed). (b) Surface
pressure perturbation (hPa, shaded) and vertical velocity at 500 m AGL (contours every 10 m s, zero contour omitted,
negative contours dashed). (c) Potential temperature perturbation (K, shaded), wind speed (gray contours at 50, 60, and
70 m s~ 1), and wind vectors, all on the lowest model level. (d) Potential temperature perturbation at 2.5 km AGL
(K, shaded), surface pressure perturbation (contoured at 3 and 6 hPa), and 2.5-km wind vectors. The gray dashed lines
show the location of vertical sections shown in subsequent figures.

¢ Severe winds occurred over a small spatial but long tempo-
ral period, and

e The vertical motion field was out of phase with the poten-
tial temperature perturbations.

Previous microburst modeling studies have emphasized the
importance of low-level cooling on generating the subsequent
severe winds (Proctor 1988, 1989; Hjelmfelt 1988). Microphys-
ical causes, both through latent cooling and precipitation
loading, were the sole progenitors of the downbursts, with the
resulting pressure gradient converting the motion from verti-
cal to horizontal upon parcels reaching the surface (Orf et al.
2012). However, such a translation is not perfect, resulting in
a reduction in wind speeds the farther the gust front travels
from the initial downdraft. In contrast, in these simulations se-
vere surface winds were produced for over an hour. This pro-
duction occurred independent of a surface cold pool in the
CM1 simulation, and without strong winds aloft to translate
momentum to the surface. Further, the pressure gradient at
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the location of the strong winds pointed opposite the wind di-
rection. For example, Fig. 6¢ shows the strongest 10-m wind
speeds occurring at point 3, with the winds themselves blowing
to the northeast (Fig. 8c). The pressure gradient at point 3,
however, is oriented to the southwest as the peak portion of
the meso-high had already passed the station. Similarly, in
each time series (Figs. 2 and 8) the pressure rose significantly
before the wind speeds peaked. Conversely, peak winds are
expected to occur ahead of the pressure peak for more tradi-
tional gust front or cold-pool-driven features [e.g., Fig. 29 of
Wakimoto (1982)].

After accepting the existence of wave activity, it is next rea-
sonable to seek a framework from the literature in which to
place the feature. Wavelike features produced by convection
can be considered using a number of frameworks, including
hydraulic theory (e.g., Rottman and Simpson 1989; Haghi
et al. 2017) and linear wave theory (e.g., Knupp 2006; Haghi
et al. 2017; Haghi and Durran 2021). A few complications sug-
gest neither option is acceptable in this case. Hydraulic
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FIG. 15. Asin Fig. 14, but at ¢ = 78 min.

theory, while ideal for understanding flow over an obstacle
such as a mountain or cold pool, is not designed to incorpo-
rate vertical restoring forces resulting from variations in
shear and/or stability over the flow depth in question (Haghi
et al. 2017; Haghi and Durran 2021). The highly varying ver-
tical wind and stability profiles over the surface to 5 km
layer (e.g., Figs. 11 and 12) will both allow and impede verti-
cal propagation of any generated wave energy, limiting the
usefulness of the hydraulic/shallow water theory framework
in this case.

Linear wave theory suggests wave trapping could occur if
the square of the Scorer parameter [Eq. (1)] decreases suffi-
ciently with height. Recent work by Haghi and Durran (2021)
has noted that this equation should be solved as an eigenvalue—
eigenfunction problem to truly identify occurrence of wave
trapping. In one particular instance, however, such an ap-
proach is not necessary: if the horizontal wind speed at a given
layer exactly opposed the wave phase speed, the second term’s
denominator is 0. This critical layer does not allow wave en-
ergy to propagate vertically through it. In fact, nonlinear
waves encountering the layer were found by Clark and Peltier
(1977) to be reflected almost entirely, losing little amplitude.
Such a critical layer is evident in this case just above
4 km (Fig. 12). If the Richardson number is less than 0.25 at
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that critical level, amplification of the wave can occur (Clark
and Peltier 1977; Peltier and Clark 1979). At the critical level
in this case, the Richardson number was indeed less than 0.25
from the critical level up to 4774 m AGL (Fig. 12d).

If amplification of wave energy continues, nonlinear effects
further increase, and local overturning of the potential tem-
perature contours and wave breaking can occur (Lilly 1978;
Christie 1989). Such conditions have been found in associa-
tion with multiple severe downslope windstorm events (Lilly
1978; Clark and Peltier 1977; Peltier and Clark 1979). Com-
parison of the potential temperature field at the time of the
severe winds in Fig. 10b from the WREF run, or Fig. 17 from
the CM1 run, with the potential temperature and wind fields
analyzed by Lilly [1978, his Figs. 7 and 9; see also adapted
Figs. 12.9 and 12.10 of Markowski and Richardson (2010)]
during the 11 January 1972 severe downslope windstorm in
Boulder, Colorado shows strong similarities, including the
overturning potential temperature contours the air parcels
travel through before swift acceleration to the surface, and
the near-zero wind at midlevels above the downslope winds.
The analogy between the two processes does fail in one re-
spect. In the macroburst, upon nearing the surface the winds
are redirected back toward the prestorm region of inflow, or
toward the north. In a downslope windstorm, winds continue
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in the same direction during and after acceleration toward the
surface. It is clear, however, given the overturning isentropes,
that large nonlinear wave effects and wave breaking below a
critical layer were what produced the extreme, long-lived
winds in the 9 June 2020 macroburst event.

While the existence of the critical level explains how the
wave amplification and eventual breaking could occur, it does
not explain how a gravity wave could be generated initially.
Review of the CM1 perturbation potential temperature field
showed that wave processes developed very early in the simu-
lation at 16 min (see animation in supplementary informa-
tion). At this time a cold pool had not yet developed, nor
have significant latent cooling processes, making generation
of wave processes by a cold pool impacting the low-level sta-
ble layer unlikely. However, latent heating processes were oc-
curring at that time in association with a developing updraft,
and were concentrated in the 1-4 km layer. A gravity wave

a) potential temperature (black), v-wind (shading), w (brown)  x=3.5 km, t=78 min
[

height (km)

v-wind (m/s)

generated by the onset of this latent heating would have been
at the appropriate height to be trapped between the critical
layer and the stable inversion below.

6. Conclusions

In this study, numerical simulations of the destructive
9 June 2020 macroburst were conducted in both case-study
mode with the WRF Model and with simplified initial condi-
tions in CM1. Both simulations revealed convective structures
that compared favorably with the high-resolution observations
presented by Childs et al. (2021), including a swath of intense
surface winds and rapid fluctuations in temperature and pres-
sure. Furthermore, the simulations clearly showed that the con-
vection was associated with development and amplification of a
gravity wave that eventually broke, resulting in repeated down-
bursts at the surface. Downburst wind speeds at the surface

b) potential temperature (black), w (shading),
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FIG. 17. (a) Vertical section through the line shown in Fig. 15 of meridional wind (shaded, m s '), potential temper-
ature (black contours every 4 K), and vertical velocity (brown contours every 10 m s~ !, zero contour omitted, negative
contours dashed) from the CM1 simulation at # = 78 min. (b) As in (a), but for vertical velocity (shaded, m s~ ").
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lowest level wind speed (shaded), 3-km w (black contours), and parcels (shaded by wind speed)
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FIG. 18. Wind speed at the lowest model level (color shading, m s~ 1), vertical velocity at 3 km
(black contours every 10 m s, zero contour omitted, negative contours dashed), and selected
air parcel trajectories (shaded by wind speed) along (top) x—z, (middle) x-y, and (right) y—z
planes, from the CM1 simulation at ¢ = 78 min. Wind speeds in this figure are domain relative. The
x and y locations used for the vertical sections are shown in the upper right of the respective panels.

in both observations and simulations were stronger than
wind speeds in the layers above, highlighting the role of
dynamical processes other than the downward transport
of momentum. Furthermore, in the CM1 simulation, the

Initial height of parcels that reach
wind speeds > 55 m/s below 250 m AGL

301

count

0 500

1000 1500

height (m)

2000 2500 3000

Fi1G. 19. Histogram of the initial height, at # = 55 min when par-
cels were initialized, of the parcels in CM1 that reached wind
speeds of 55 m s~ ! or greater in the lowest 250 m AGL. Parcels
were initially evenly distributed at height levels between the sur-
face and 4 km.
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convective line produced intense surface winds without the
development of a near-surface cold pool. All of these find-
ings point to very different mechanisms from those conven-
tionally associated with downbursts, namely, latent cooling
and hydrometeor loading.

Key processes involved in the 9 June 2020 macroburst, as
gleaned from the numerical simulations in this study, are sum-
marized in Fig. 20. Air behind the surface cold front and be-
neath a strong inversion approaches the convective line and
associated gravity wave from the north-northeast. This air as-
cends and decelerates in the upward branch of the wave, and
the wave concurrently amplifies and eventually breaks. The
wave breaking process rapidly accelerates air in the descend-
ing branch of the wave to the surface, where it produces in-
tense winds.

It is unclear how commonly the processes described in this
study occur. Whereas cold-frontal passages and strong vertical
shear are commonplace in the spring and early summer in
eastern Colorado, convective lines that produce destructive
downbursts in the middle of the night are not. Preliminary re-
search by Sherburn and Borchardt (2022) suggests that there
have been similar events in other regions of the United States.
As such, questions remain about how predictable such events
are, and perhaps future research can identify additional clues
to the frequency, dynamics, and predictability of downbursts con-
nected to gravity wave breaking. Additionally, further research
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FIG. 20. Conceptual diagram of processes associated with the 9 Jun 2020 macroburst, synthesized
from the WRF and CM1 simulations: (a) 10 min prior to the downbursts and (b) the approximate
time of the downbursts. The blue isosurface is the —10 K potential temperature perturbation from
the CM1 simulation, illustrating the gravity wave associated with the convective line. A representative
parcel path, based on the parcel trajectories from both simulations, is shown with the black curve.
The inversion layer and approximate vertical wind profile are shown at the right.
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on how such severe winds impact aviation and structures could
yield new insights into how to best mitigate those impacts.
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