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Abstract

Artificial intelligence (AI) has rapidly pervaded and reshaped
almost all walks of life, but efforts to promote AI literacy
in K-12 schools remain limited. There is a knowledge gap
in how to prepare teachers to teach AI literacy in inclusive
classrooms and how teacher-led classroom implementations
can impact students. This paper reports a comparison study
to investigate the effectiveness of an AI literacy curriculum
when taught by classroom teachers. The experimental group
included 89 middle school students who learned an AI liter-
acy curriculum during regular school hours. The comparison
group consisted of 69 students who did not learn the curricu-
lum. Both groups completed the same pre and post-test. The
results show that students in the experimental group devel-
oped a deeper understanding of AI concepts and more posi-
tive attitudes toward AI and its impact on future careers af-
ter the curriculum than those in the comparison group. This
shows that the teacher-led classroom implementation suc-
cessfully equipped students with a conceptual understanding
of AI. Students achieved significant gains in recognizing how
AI is relevant to their lives and felt empowered to thrive in the
age of AI. Overall this study confirms the potential of prepar-
ing K-12 classroom teachers to offer AI education in class-
rooms in order to reach learners of diverse backgrounds and
broaden participation in AI literacy education among young
learners.

Introduction
In the past decade, artificial intelligence (AI) is reshaping
the industrial landscape and bringing tremendous economic
benefits: 50% of companies that embrace AI over the next
five to seven years have the potential to double their cash
flow (Bughin et al. 2018). At the same time, various AI-
enabled technologies have been widely adopted in daily
lives, raising a variety of ethical concerns over bias, privacy,
and security. This has produced an urgent need for cultivat-
ing AI literacy among all learners to better prepare everyone
for a future embedded with AI. Preparation includes gain-
ing an awareness of bias, privacy concerns, as well as po-
tential for regional prosperity, and workforce development.
The need has attracted educators’ attention and led to the es-
tablishment of various educational initiatives and develop-
ment of curricular materials such as AI4K12’s K-12 Guide-
lines for Artificial Intelligence (Touretzky et al. 2019b),
code.org’s AI for Oceans curriculum, and MIT’s Respon-

sible AI for Social Empowerment and Education (RAISE)
initiative.

Many of the current AI curricular activities, however,
were taught by curriculum developers or AI content experts
in out-of-school settings (Casal-Otero et al. 2023). There is
very limited understanding of how teachers teach AI liter-
acy lessons in classrooms and as important, if not more,
whether/how teachers’ teaching can impact student learn-
ing of AI literacy. Research is urgently needed to fill in
this knowledge gap because teaching AI literacy in school
has the most potential for reaching diverse populations and
meeting the need of preparing the next generation of AI lit-
erate citizens to thrive in life and work with AI.

In this paper we report an effectiveness study that
investigates the impact of an AI literacy curriculum
called [anonymized] curriculum when taught by classroom
teachers in classrooms. The research employed a quasi-
experiment design and included students from two consecu-
tive academic years: students in Year 1 were in the compari-
son group who did not learn the AI literacy curriculum; stu-
dents in Year 2 were in the experimental group who learned
the AI literacy curriculum taught by their teachers after they
participated in an AI literacy professional development (PD)
program. The [anonymized] curriculum was found to help
students develop their AI literacy when taught by curriculum
developers in prior summer’s AI workshop settings (Authors
2023). This study aims to further investigate the impact of
the curriculum through the comparison of student learning
outcomes of the experimental and comparison groups. The
research questions are:

• To what extent can first year AI literacy teachers help
students develop AI literacy by teaching an AI literacy
curriculum in classroom settings? Do students of differ-
ent characteristics perform differently?

• What implementation strategies were employed by the
teachers? Do different curriculum implementation strate-
gies impact students differently?

Rationale
The need of fostering AI literacy among K-12 students has
drawn more and more educators’ attention. However, many
of the current definitions of AI literacy focus on college stu-
dents and the workforce. For instance, (Aoun 2017) defined



AI literacy in higher education as the ability to realize and
utilize AI by understanding its concepts and usage. (Kong,
Cheung, and Zhang 2021) provided an operational defini-
tion of AI literacy that comprises understanding AI con-
cepts, competencies in using AI concepts for evaluation and
using AI concepts to understand the real world. (Long and
Magerko 2020), based on a synthesis of the literature on in-
terdisciplinary learning, defined AI literacy as a set of com-
petencies that enables individuals to critically evaluate AI
technologies; communicate and collaborate effectively with
AI; and use AI as a tool online, at home, and in the work-
place. While these definitions aim to be comprehensive, they
may not sufficiently reflect the cognitive capabilities and
limitations of young learners due to the dearth of research
on youth’s capabilities of AI.

In recent years educators started shifting their attention to
AI literacy education at the K-12 level. The AI4K12 (Touret-
zky et al. 2019a) published the five “big ideas” of AI as a
framework for guiding curriculum development to foster AI
literacy: perceptions, representation and reasoning, learning,
natural interaction, and societal impact. (Wong et al. 2020)
perceived AI concepts, applications, ethics, and safety as
sub-elements of AI literacy. (Ng et al. 2021) explicated four
aspects of AI literacy (i.e., know and understand, use and
apply, evaluate and create, and ethical issues). They further
proposed AI literacy as a part of digital literacy, a fundamen-
tal skill for everyone, not just for computer scientists. These
definitions of AI literacy are typically designed to set goals
for AI education. To better promote AI literacy education in
K-12 schools, we need a definition that has been tested and
validated in real classroom settings.

Fostering AI Literacy at the K-12 Level:
Developing Conceptual Understanding and
Empowerment
In this paper we define AI literacy as the necessary knowl-
edge and skills for K-12 students to become informed cit-
izens, critical consumers of AI, and potentially, future de-
velopers of AI. We posit that fostering AI literacy at the
K-12 level needs to not only develop students’ understand-
ing of AI concepts and related ethics issues, but also sup-
port them with new abilities and ways to feel empowered to
thrive in the era of AI. Our definition of AI literacy encom-
passes three dimensions: technical concepts, related ethics,
and attitudes toward AI’s impact on future careers.

The first two dimensions fall into the domain of concep-
tual learning, meaning that students need to understand fun-
damental concepts of AI and AI’s potential for bias. For in-
stance, the conceptual understanding of Supervised Learn-
ing (SL) at the middle school level involves understanding
what the training and testing phases are, what happens dur-
ing each phase and why each phase proceeds in this way,
why it needs labeled data, what may cause bias, and how to
mitigate potential bias. Given that teenage students typically
do not possess sufficient technical background to understand
the mathematics underlying AI, it is unreasonable to expect
them to develop their own AI algorithms. Yet, it is reason-
able and age appropriate for them to get an intuitive sense

of how AI model work and what processes are used in train-
ing and testing AI models. Understanding how AI works is
also essential for helping learners develop an understanding
of how the systems may be biased and subsequent ethical
issues with their use. Teenagers nowadays interact with AI
enabled tools and are exposed to various AI generated media
on a daily basis. They may be targeted by fake information,
believe it is real, and act accordingly. By gaining an under-
standing of how AI works, students will be able to judge the
ethical considerations involved and the value and impact of
AI tools while engaged with the technology. This compe-
tency is also essential for every future worker because they
must be able to evaluate whether an AI solution is ethical
and decide whether to use it in work and life (Eaton et al.
2018).

The third dimension falls into the domain of empower-
ment, i.e., giving people the tools they need to better control
their lives and expand their coping skills (Mäkinen 2006). In
the context of AI literacy, (Kong, Cheung, and Zhang 2021)
proposed that AI empowerment at the higher education level
or the public level should include AI self-efficacy (how well
learners believe they are doing when they engage with AI),
meaningfulness (the perceived value and significance that AI
has for learners in their everyday lives), impact (the degree
to which interacting with AI is perceived as making a differ-
ence or having societal impacts), and creative self-efficacy
(learners’ conviction that he or she can come up with new
ideas and solutions). Informed by their work and considering
the characteristics of K-12 students (e.g., many do not recog-
nize that they are interacting with AI), we argue that foster-
ing AI empowerment among younger learners should focus
on motivating and sustaining their interest in AI, enabling
them to recognize that AI is relevant to their daily lives (not
just computer scientists), and helping them develop a criti-
cal stance toward AI applications. Further, research has sug-
gested that adolescence is an important time for youth to de-
velop future career ideas (Porfeli and Lee 2012). AI is and
will inevitably be changing the landscape of the job market.
It will replace many jobs and will likely transform almost
all occupations at least to some degree (Frank et al. 2019).
This has raised public fears of mass unemployment and un-
certainty of how to adapt to the technological change. De-
veloping AI empowerment among youth should also foster
their career awareness (teaching them AI’s effect on jobs and
how future jobs may change) and adaptability (helping them
develop the ability and coping skills to adapt to changes in
future jobs) (Johnston 2018) so that they can feel confident
that they are flexible and adaptable in future careers.

Promoting AI Literacy Education in K-12 Schools
One of the most documented factors that hinder the adoption
of curriculum innovations in the classroom is teachers, in-
cluding teachers’ understandings of the innovation, teacher
training, lack of guidance for teachers, as well as other chal-
lenges teachers face such as insufficient resources and lack
of administrative support (Carless 2003). Amid these diffi-
culties, teachers’ training is particularly important for bring-
ing AI literacy education into schools. Almost all classroom
teachers have not dealt with AI during their prior educa-



tion or training and are, therefore, facing a stiff challenge
when it comes to teaching it in classrooms. Surveys of teach-
ers’ perceptions of AI show that their knowledge has been
broadly influenced by media coverage and includes many
misconceptions and misunderstandings that would easily re-
flect in their teaching (Lindner et al. 2019). Teachers seem
to have almost no knowledge and even no concrete pre-
concepts concerning technical aspects of AI (Lindner and
Berges 2020). This lack of background content knowledge
leads to a need for teacher PD program that emphasizes ba-
sic concepts and technical details of AI as well as AI’s po-
tential for social and ethical consequences.

Yet, simply offering a teacher PD is not enough. Re-
search has found that teachers’ adoption and implementa-
tion of any novel approach in classrooms is a gradual pro-
cess and allowing teachers to conduct local implementations
and critique the innovation can accelerate the process (Se-
dova 2017). Luehmann (Luehmann 2002) found across five
teacher case studies that teachers went through a non-linear
appraisal-customization process before they finalized a new
curriculum. The teachers need to first gain evidence of im-
provements in student performances before they can decide
whether or not to incorporate the change in their curricu-
lum. Similarly, Guskey’s Model of Teacher Change (Guskey
2002) posits that the experience of a successful implementa-
tion is much more effective in changing teachers’ beliefs in
adopting a curriculum innovation than any PD. These find-
ings coincide with Roger’s a five-stage diffusion of innova-
tion process (Rogers 2003), where the teacher needs to first
become aware of the innovation (Stage One: Knowledge),
develop an opinion or attitude towards it with respect to its
value and possible use (Stage Two: Persuasion), and decide
whether to try the new change (Stage Three: Decision). Af-
terwards, the teacher can implement the innovation to a vary-
ing degree depending on the situation to determine its use-
fulness (Stage Four: Implementation), and finalizes his/her
decision to continue using and customizing it (Stage Five:
Confirmation).

To promote AI literacy education into K-12 schools,
teachers should be allowed to carry out classroom imple-
mentations of AI literacy curriculum, see their students’ re-
actions to the curriculum, evaluate the effect, and make plans
for further modifications. This paper reports the findings of
two middle school teachers who taught an AI literacy cur-
riculum in their classrooms the first time to evaluate its ef-
fectiveness. The two teachers completed a PD program that
prepared them with content and pedagogical knowledge to
teach AI literacy. See below for details of the curriculum
and the PD program.

Background
[Anonymized] curriculum
The [anonymized] curriculum aims to foster middle and
early high school students’ AI literacy and encourage them
to think about AI as a system with personal, career, and so-
cietal implications. The design of the curriculum was based
on our definition of AI literacy wherein students must learn
three core domains to become AI literate citizens: technical

concepts, ethical and societal implications, and AI’s impact
on careers.

The [anonymized] curriculum features activities that
teach five key AI concepts: (1) a general introduction to
AI, (2) logic systems, (3) Supervised learning, (4) Neural
Networks (NN), and (5) Generative Adversarial Networks
(GANs). Within each topic, students learn the key concepts
(e.g., processes, steps), investigate potential for bias in the
datasets and algorithms (and potential mitigation strategies),
discuss the societal and ethical impacts of biased AI sys-
tems, connect to their daily lives and future selves, and en-
gage in “AI and my future” career exploration activities that
support students to become aware of AI’s impact on jobs,
recognize their own strengths and interests, and realize the
importance of technical skills development and the ongoing
nature of change and adaptation in today’s job world. For
instance, in the topic of Supervise Learning, students first
learned how to use Google’s Teachable Machine to train
AI models to detect faces, then reflected on their experi-
ences to understand why labeled data are needed, and what
takes place during the training and testing phases. They then
explored bias in their trained AI models and experimented
whether an increasing amount of data can mitigate bias. Af-
terwards students explored algorithmic bias from tools that
may be used in everyday life (e.g., the Quick Draw), and ex-
plained why certain items in a dataset, the size of the dataset,
and the diversity of items in the dataset might introduce al-
gorithmic bias. Then they brainstormed, justified, and tested
a method of re-curating a dataset to solve an algorithmic bias
problem in their own trained AI models. In the career train-
ing, students learned by watching and discussing a video
about how autonomous driving may impact long haul truck
drivers’ work and what new job opportunities can emerge.

In total the curriculum includes 22 lessons and lasts 30
hours. Our previous implementations of the curriculum in
summer camps have shown that middle schoolers were
highly engaged and achieved significant gains in their AI
literacy knowledge and skills (Authors 2023). See the sup-
plementary materials for detailed information of the curricu-
lum.

[Anonymized] Teacher Professional Development
The teacher participants in this study completed an
[anonymized] PD program to prepare for their classroom
teaching of the [anonymized] AI curriculum. The PD pro-
gram (Authors 2022) features three components:

• a 20-hour AI Book Club (ABC), which included syn-
chronous online meeting for 1.5 hours and asynchronous
“homework” assignment of approximately 0.5 hour ev-
ery week. Each week’s homework engaged teachers in
reading and reviewing curricular materials and readings
about an AI related topic, such as What is AI?, Ethics
in AI, Perceptions and Machine Learning, Neural Net-
works and Deep Learning, and Generative AI. During
the online ABC meetings, teachers first reviewed what
they learned from the assignment and then experienced
the AI curriculum activities as learners where the PD in-
structors and facilitators provided teaching demonstra-



Figure 1: Demographics of control and experimental group participants

tions and pedagogical tips. They also reviewed student
work from previous implementations of the AI curricu-
lum and discussed key points, common misconceptions,
and how to assess student understanding.

• a 30-hour summer practicum, during which teachers co-
taught the AI curriculum in camps with two other peer
teachers who attended the ABC together. Each teacher
needed to lead eight or nine hours of activities. At the
end of each day, the teachers discussed their experiences
of leading the activities.

• monthly webinars during the school year for teachers to
share their experiences of ongoing classroom implemen-
tations, discuss challenges, and brainstorm solutions.

Methods
Participants and Research Design
This study employed a quasi-experimental research design
(Gopalan, Rosinger, and Ahn 2020) and involved two teach-
ers and their students from two consecutive academic years.
Students of Academic Year 2021-2022 participated as the
comparison group and did not teach any AI related curricu-
lum in school. Students of Academic Year 2022-2023 were
included as an experimental group whose teachers taught
the [anonymized] AI curriculum in classrooms. To establish
a baseline for the comparison, both groups completed the
same pre and post-test.

Student participants were middle school students enrolled
in technology classes (comparison group: 6th graders: n=41,
59%, 7th graders: n=20, 29%, 8th graders: n=8, 12%; exper-
imental group: 6th graders: n=51, 57%, 8th graders: n=38,
43%). Sixty-one percent of students in the comparison group
were male (n=42) and the remaining 39% students were
female. Fifty-eight percent of students in the experimental
group were male (n=56) and the remaining 42% students
were female. The percentages of students from racial and
ethnic minority groups were high, with 77% in the com-
parison group and 84% in the experimental group. Figure
1 shows detailed students’ race and ethnicity information in
each group.

The two teachers (Ms. JT and Ms. BK) were experi-
enced teachers who had multiple years of experience teach-
ing technology classes at the middle school level. Neither of
them had any prior experience of teaching AI literacy in the
classroom. Both teachers participated in the [anonymized]
PD program in the spring of 2022 and completed the ABC
and the summer practicum. During the academic year of
2022-2023, they decided to try the [anonymized] curriculum
in the classrooms. Due to their schedule constraints, the two
teachers chose different strategies of implementation: Ms.
JT chose to implement the curriculum once per week and
the implementation lasted five months; Mr. BK implemented
the curriculum everyday in class and completed the class-
room implementation in two and half months. Both teachers
managed to implement the whole curriculum.

Instruments
To compare student learning outcomes, we administered the
same pre and post-test in the two groups. The instruments
included two sets of questions. Both sets of questions have
been validated in our prior work with satisfactory internal
consistency (AI-CI: Cronbach’s alpha=.73, Attitudes toward
AI: Cronbach’s alpha ranged from .71 to .94 across the sub-
scales). See supplementary materials for the instrument.
• AI Literacy Concept Inventory (AI-CI), which measures

student understanding of AI literacy concepts including
AI general concepts, logic systems, machine learning
general concepts, supervised learning, neural networks,
and GANs through multiple-choice questions. The devel-
opment of the AI-CI was based on the literature of con-
cept inventory for Computer Science (Taylor et al. 2014)
and prior work that shows a set of AI concepts that mid-
dle school students are capable of learning (Payne 2020).

• AI attitudes and career futures survey, which includes 5-
Likert scale questions examining participants’ interest in
AI, anxiety about AI, perceived relevance of AI to their
life, career awareness, and career adaptability (a subscale
that includes multidimensional adaptive behavior for fu-
ture careers such as identifying educational choices to
join future jobs). We utilized student performance on the



Figure 2: Control and experimental groups’ performance on AI-CI

AI attitudes and career futures survey as an indicator of
whether and to what extent they feel they are empowered
for the AI era.

This paper mainly reports findings from student data to
determine the effectiveness of the curriculum. We conducted
an analysis of covariance (ANCOVA) to compare pre and
post-test performance of the two groups. We also com-
pared student learning outcomes of the teachers to examine
whether or how teachers’ different implementation strate-
gies may impact student learning of AI literacy differently.
Teachers’ post-lesson reflection interviews were used to tri-
angulate the findings and reveal more information about
teachers’ classroom implementations.

Findings
Effectiveness of the Curriculum on Conceptual
Understanding
Overall, the ANCOVA results (see Figure 2) shows a signif-
icant effect of the curriculum on student AI literacy as mea-
sured by the AI CI after controlling for their pretest scores on
AI CI, [F(1, 155)=19.08, p < .0001]. Students of the two
groups started with the same level of prior knowledge on the
post-test. On the post-test the experimental group achieved
much higher scores (Mean=.64, SD=.12) with an effect size
(Cohen’s d) of .88. The comparison group did not achieve as
much (Mean=.56, SD=.16, Cohen’s d =.28).

We also conducted ANCOVA using students’ characteris-
tics (grades, gender, and race and ethnicity information) as
independent variables. None of these variables were found
to have a statistically significant impact on students’ learning
outcomes. This suggests that there was no significant differ-
ence in student conceptual learning of AI literacy across stu-
dents of different characteristics. Students of different char-
acteristics benefited similarly from the curriculum.

A further examination of student performance on the sub-
scales shows that students in the experimental group demon-
strated a much better understanding on all subscales than
the comparison group, except for the Machine Learning
(ML) general concepts (i.e., distinguishing between super-
vised and unsupervised learning, distinguishing between AI
that are used for classification or for generation). Students
in both groups started with high prior knowledge on this
subscale: their average scores on the pretest were over .50,
meaning that they answered over half of the questions cor-
rectly. On the posttest, the comparison group even had a
higher average score (.64) than the experimental group (.58),
but the difference was not statistically significant. This indi-
cates that middle school students through their daily inter-
actions with AI may have established some vague ideas of
different types and uses of AI. The significant gains achieved
by the experimental group on all the other subscales (AI
general concepts, logic systems, supervised learning and
GANs) showed that the [anonymized] curriculum can fos-
ter students’ understanding of AI literacy concepts in formal
educational settings. These findings also demonstrate that
teachers without an AI background were able to successfully
teach AI literacy lessons in classrooms after being trained by
the PD program, suggesting the success of the [anonymized]
PD program.

Effectiveness of the Curriculum on AI
Empowerment
ANCOVA on students’ pre/post-test performances on the AI
attitudes and career futures survey shows that students in the
experimental group achieved greater gains in their perceived
relevance of AI to their own life, anxiety about AI, career
awareness, and adaptability of adjusting to future careers
than the comparison group (see Figure 3). This suggests that
students in the experimental group felt that they were more



Figure 3: Control and experimental groups’ performance on Likert scale questions

prepared for the AI’s impact on future jobs and that they can
deal with changes in future careers than those in the com-
parison group.

Students in the experimental group did not achieve as
much gains on the interest scale. Students started with high
interest scores on the pretest (average mean score on the
pretest was 3.45 out of 5), indicating that they were curi-
ous about AI before learning the curriculum. Their average
interest score, however, dropped after learning the curricu-
lum (Pretest Mean= 3.45, Posttest Mean=3.31), although not
statistically significant (p=.09). One reason for the decreased
interest might be the introduction of the related negative im-
pact (e.g., bias, discrimination) and ethical issues of AI. Stu-
dents were astonished and even disappointed to find that a lot
of AI enabled tools are biased, “I think [Investigating Bias
activity] opened their eyes to more, like the implications of
bias, and how we have to be careful with it. A lot of them
[students] didn’t like it, they felt they were offended. . . ” (Ms.
JT’s reflective interview after classroom implementation).
While it is critical to prepare students to become knowledge-
able of potential biases of AI, introducing such topics could
challenge students’ misconceptions that technologies are al-
ways correct and fair. The realization that machines can be
biased or incorrect may lower students’ interest in and en-
thusiasm for AI. To counteract this, teachers suggested in-
corporating more examples of how AI can benefit people in
the curriculum.

Further ANCOVA using students’ characteristics as in-
dependent variables shows that students in different grades
achieved different gains on the subscale of career adaptabil-
ity [F(2, 131)=3.85, p < .05] and that there was an inter-
action between grade and student groups [F(1, 131)=4.90,
p < .05]. Grade 8 students in the experimental group
achieved the most gains. Their posttest score of the career
adaptability scale increased to 3.97, much higher than Grade
6 or 7 students in the comparison group whose average score

was 3.49 on the post-test. Given that early adolescence is
an important time for students to ideate their future career
ideas, it is crucial to prepare 8th graders and early high
schoolers to become confident and comfortable with adjust-
ing to future jobs.

Impact of Different Implementation Strategies
As noted earlier, Ms. JT and Mr. KB chose different im-
plementation strategies to teach AI literacy lessons the first
time in their classrooms. Ms. JT taught the AI curriculum
once every week and Mr. KB taught the curriculum every-
day. First, paired t-tests showed that students of both teach-
ers significantly improved their AI-CI and the AI empower-
ment scores on the posttest. The effect size of Ms. JT’s stu-
dents was .78 and the effect size of Mr. KB’s students was
1.00 for the AI-CI. This suggests that either implementation
strategy successfully helped students improve their under-
standing of AI literacy concepts.

To further compare the impact of implementation strate-
gies on student AI-CI and survey performances, we con-
ducted ANCOVA using teacher as an independent variable.
The results showed no significant differences in all survey
subscales. With regard to the conceptual learning outcomes,
the ANCOVA showed a statistically significant difference
between the performances of students of the two teachers
[F(1, 86)=5.14, p < .05]. Mr. KB’s students outper-
formed Ms. JT’s students on the post-test after controlling
for their pre-test scores [Mr. KB’s students posttest aver-
age=.68 (.12), Ms. JT’s students posttest average=.61 (.11)].

Further examinations (see Figure 4) revealed that Mr.
KB’s students achieved significant gains on items assessing
their conceptual understanding of the processes involved in
supervised learning and GANs [SL: F(1, 86)=5.11, p <
.05; GANs: F(1, 86)=6.97, p < .01]. On the posttest, Mr.
KB’s students on average scored .66 on SL questions and .79
on GANs questions, compared to Ms. JT’s students’ mean



Figure 4: Pre and posttest AI-CI performances of Mr. BK
and Ms. JT’s students

scores of .53 on SL questions and .65 on GANs questions.
This suggests that Mr. KB’s students on average developed
a deeper understanding of the processes of SL and GANs
than Ms. JT’s students (see Figure 4). This finding indicates
that higher frequency of classroom implementations of AI
lessons may be more effective in terms of supporting stu-
dents to develop a deeper understanding of AI literacy. This
also coincides with teachers’ views and impressions of stu-
dent learning. For instance, Mr. KB, in his reflective inter-
view, talked about his impression of student learning,

“the fact that I was able to do it every day for basi-
cally two months, and we could feed off the previous
lesson, the curriculum seemed to flow well. I didn’t
really have any distractions from teaching the cur-
riculum. The engagement was great from the students.
And I think part of that engagement is because they
see how one lesson flows to the next lesson flows to
the next lesson. Whereas I feel like if I was just doing
it one or two days a week or when the curriculum fit
in, that flow wouldn’t be there and it would feel very
choppy. . . ”

Conclusions
Promoting AI literacy education in K-12 schools is not an
easy task. Besides the complexity of formal education that
hinder its widespread implementation, the field of AI lit-
eracy education has few curricula that have been tested in
classrooms. Having validated curricula is crucial because
teachers must see evidence of student learning before adopt-
ing any new curriculum (Guskey 2002). To motivate teach-
ers to offer AI literacy education in the classroom, research
is needed to demonstrate to teachers the effectiveness of AI
literacy education. This paper reports an effort to investigate
the effectiveness of an [anonymized] curriculum taught by
two classroom teachers through the comparison of the learn-
ing of the experimental group with the comparison group
(i.e., students who did not engage with the curriculum).
Overall, the results showed that students in the experimen-
tal group developed a deeper understanding of AI literacy
concepts and felt more empowered to deal with the changes

AI will bring to future jobs. Students, regardless of their
backgrounds (race, ethnicity, gender), all benefited from the
curriculum. This confirms that the [anonymized] curricu-
lum can successfully foster students’ AI literacy skills and
knowledge when taught by in-service teachers in inclusive
classrooms. The large gains students in the experimental
group achieved also reflect the success of the [anonymized]
PD program. Although both teachers had no prior experi-
ence of teaching AI literacy, they learned sufficient content
and pedagogical knowledge and skills through the PD to
teach the curriculum in their own classrooms. Both teachers
felt they learned a lot from the PD and from the classroom
implementation.

Further, the comparison between the two teachers’ imple-
mentations showed that teaching the curriculum with higher
frequency could lead to more student learning gains. Mr.
BK’s students, who learned the curriculum everyday, devel-
oped a more solid understanding of AI concepts of super-
vised learning processes and GANs than Ms. JT’s students,
who learned the curriculum once a week. Teachers’ inter-
views provide more evidence of this. Mr. BK reflected that

“doing this [teaching the curriculum] every day,
where you can see the connections from lesson to les-
son, made the teaching and learning smoother. It went
very well, the kids were very engaged. They were in-
teractive, they loved it.”

In contrast, Ms. JT reflected that
“I have to try to slow myself down and check what
they’re feeling. . . I have to keep telling myself, okay,
they’re kids, they haven’t really been learning this for
a week, they have forgotten, so it takes time. . . And
I’m doing it again, and it’s just like that. . . So, I’m
learning to have a lot more patience, more repeating
myself, and more understanding.”

This evidence indicates that when teaching AI literacy in the
classroom, it may be more effective if the lessons are taught
with shorter time intervals to support students to develop a
more coherent understanding of AI.

Finally, we are cognizant that there are a few limitations
of this study. For instance, it is quasi-experimental study that
measured immediate effects of the intervention using a pre-
post test comparison design whereas some complex affective
constructs such as interest may require more time for stu-
dents to reflect and internalize. Conducting a delayed post-
test and interviews could clarify the long-term effects of the
curriculum experience on student attitudes toward AI. An-
other limitation is that although the teachers were trained
together in our PD program, they are likely to use different
teaching practices in their classrooms, which could signifi-
cantly impact student learning. As our next step, we plan to
analyze and compare teachers’ self-reported teaching prac-
tices and investigate if and how these teaching practices cor-
relate with student learning outcomes.
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