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Abstract

We study the Bayesian multi-task variable selection problem, where the goal is to
select activated variables for multiple related data sets simultaneously. We propose a
new variational Bayes algorithm which generalizes and improves the recently developed
“sum of single effects” model of Wang et al. (2020a). Motivated by differential gene
network analysis in biology, we further extend our method to joint structure learning
of multiple directed acyclic graphical models, a problem known to be computationally
highly challenging. We propose a novel order MCMC sampler where our multi-task
variable selection algorithm is used to quickly evaluate the posterior probability of each
ordering. Both simulation studies and real gene expression data analysis are conducted
to show the efficiency of our method. Finally, we also prove a posterior consistency
result for multi-task variable selection, which provides a theoretical guarantee for the
proposed algorithms. Supplementary materials for this article are available online.

1 Introduction

In machine learning, multi-task learning refers to the paradigm where we simultaneously
learn multiple related tasks instead of learning each task independently (Zhang and Yang,
2021). In the context of model selection, we can formulate the problem as follows: given
K observed data sets where the k-th data set is generated from some statistical model
M(k), simultaneously estimate M(1), . . . ,M(K) so that the estimation of M(k) (for any
k = 1, . . . ,K) utilizes information from all K data sets. In real problems where the K
models tend to share many common features, this joint estimation approach is expected to
have better performance than separate estimation (i.e, estimating M(k) using only the k-th
data set). In this work, we consider multi-task model selection problems where each task
may be variable selection or structure learning.

We first study the multi-task variable selection problem, where each data set is gen-
erated from a sparse linear regression model. The majority of the existing research has
been conducted under the strict assumption that the “activated” covariates (i.e., covariates
with nonzero regression coefficients) are shared across all data sets (Lounici et al., 2009,
2011). Recent works have relaxed this assumption by taking a more adaptable strategy
that splits each regression coefficient into a shared and an individual component (Jalali
et al., 2010; Hernández-Lobato et al., 2015). We propose a more flexible Bayesian method
which generalizes the well-known spike-and-slab prior (George and McCulloch, 1993; Ish-
waran and Rao, 2005) and allows a covariate to be activated in an arbitrary number of
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data sets with varying effect sizes. We prove the posterior consistency for our model in
high-dimensional scenarios. While there is a large literature on frequentists’ approaches
to multi-task learning, the corresponding Bayesian methodology has received less atten-
tion and in particular theoretical results are lacking (Bonilla et al., 2007; Guo et al., 2011;
Hernández-Lobato et al., 2015). To our knowledge, this is the first work that establishes
the theoretical guarantee for the high-dimensional Bayesian multi-task variable selection
problem.

The traditional method for obtaining the posterior distribution for a Bayesian model
is to use Markov Chain Monte Carlo (MCMC) sampling, which is often computationally
intensive, especially for multi-task learning problems where the space of candidate models
can be enormous. A more scalable alternative is variational Bayes (VB), which recasts
posterior approximation as an optimization problem (Ray and Szabó, 2021). To carry out
efficient VB inference, we approximate our spike-and-slab prior model using a novel multi-
task sum of single effects (muSuSiE) model, which extends the sum of single effects (SuSiE)
model of Wang et al. (2020a) to multiple data sets. Then, we propose to fit muSuSiE using
an iterative Bayesian stepwise selection (IBSS) method, which may be thought of as a
coordinate ascent algorithm for maximizing the evidence lower bound over a particular
variational family.

To illustrate the application of the proposed methodology to more complex multi-task
learning problems, we consider differential network analysis based on directed acyclic graphs
(DAGs), which is essentially a multi-task structure learning problem. Differential network
analysis has emerged as a significant topic in biology and received increasing attention over
recent years. Its application can be found in the analysis of various diseases and biological
mechanisms such as lung cancer (Li et al., 2020), breast cancer (Liu et al., 2019), Parkinson’s
disease (Lee and Cao, 2022), brain connectivity network (Zhang et al., 2020) and the study
of phosphorylated proteins and phospholipid components (Castelletti et al., 2020). Because
learning a DAG model can be equivalently viewed as a set of variable selection problems
when the order of nodes is known (Agrawal et al., 2018), learning multiple DAG models
with a known order is likewise equivalent to a set of multi-task variable selection problems.
However, when the order is not known (which is usually the case in practice), learning the
order of nodes from the data can be very challenging. To overcome this issue, we employ
MCMC sampling over the permutation space to average over the uncertainty in learning
the order of nodes and then compute the DAG model for each given order via the proposed
Bayesian multi-task variable selection approach. Simulation studies and a real data example
are used to demonstrate the effectiveness of the proposed method.

The rest of this paper is organized as follows. In Section 2, we introduce our model
for Bayesian multi-task variable selection, prove the high-dimensional posterior consistency
and describe the VB algorithm for model-fitting. Section 3 presents simulation results for
the multi-task variable selection problem. In Section 4, we generalize our method to joint
estimation of multiple DAG models and propose an order MCMC sampler. Simulation
studies and real data analysis for differential DAG analysis are presented in Sections 5
and 6, respectively. Section 7 concludes the paper with a brief discussion. Proofs, additional
simulation results and more details about the algorithm implementation are deferred to the
appendices in supplementary materials.
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2 Bayesian Multi-task Variable Selection

2.1 Model, prior and posterior distributions

We introduce some notation to be used throughout the paper. Denote the cardinality of
a set S by |S|. For any k ∈ N, let [k] = {1, 2, · · · , k}, and let 2[k] = {S : S ⊆ [k]} denote
the power set on it; note that |2[k]| = 2k. For any vector b and matrix A, let bS be the
subvector of b with index set S and AS be the submatrix of A containing columns indexed
by S. Let 1 denote the indicator function.

For the multi-task variable selection problem, let K denote the number of data sets we
have, which is treated as fixed in this paper. We assume the same p covariates are observed
in all K data sets. For the k-th data set, let nk denote the sample size, y(k) ∈ Rnk the
response vector, and X(k) ∈ Rnk×p the design matrix containing nk observations of the p
covariates. Consider the linear regression model

y(k) = X(k)β(k) + e(k), where e(k) ∼ Nnk
(0, σ2Ink

), ∀ k ∈ [K], (1)

where Nn denotes the n-dimensional normal distribution, In denotes the n-dimensional
identity matrix, and the vector of regression coefficients, β(k), is assumed to be sparse.
For ease of presentation, we assume the error variance σ2 is the same across all data sets,
but this assumption can be relaxed straightforwardly in the theory and algorithms to be
developed in this paper. For now, we also assume that σ2 is known, and we will explain in
Appendix B, supplementary materials how to estimate it in practice.

The main parameter of interest is the set-valued vector γ ∈ (2[K])p, where γj = I means
that the j-th covariate has a nonzero regression coefficient (i.e., it is activated) in the k-
th data set for each k ∈ I. For instance, γ1 = {1, 2} indicates that the first covariate is
activated in both the first and second datasets; whereas γ2 = ∅ indicates that the second
covariate is deactivated across all datasets. Let |γ| =

∑p
j=1 1{γj ̸=∅} denote the number of

covariates that are activated in at least one data set, and let

ak(γ) = |{j ∈ [p] : |γj | = k}|

be the number of covariates that are activated in k distinct data sets. Note that |γ| =
a1 + · · · + aK . The main idea behind our construction of the prior on (γ, {β(k)}Kk=1),
denoted by Π(γ, (β(k))Kk=1), is similar to the spike-and-slab prior for single-task variable

selection. First, given γ, we assume that β
(k)
j = 0 if k /∈ γj , and put a normal prior on

β
(k)
j otherwise. Next, to achieve sparsity, we put a prior on γ that favors sparser models.

Explicitly, our prior is given by

β
(k)
j |γ

ind∼ 1{k/∈γj}δ0 + 1{k∈γj}N1(0, τ
(k)
j ), ∀ j ∈ [p], k ∈ [K], (2)

Π(γ) ∝ 1{|γ|≤L}f(|γ|, L)
K∏
k=1

p−ωkak(γ), (3)

where L ∈ N, τ (k)j > 0 for j ∈ [p], k ∈ [K] and ωk > 0 for k ∈ [K] are hyperparameters, and
δ0 denotes the Dirac measure at 0. The function f(|γ|, L) is introduced for generality, and
in our theoretical analysis it will be assumed to be “asymptotically negligible” compared to
the product term in (3). Hence, the sparsity is mainly promoted by the hard threshold L,
which is the maximum number of activated covariates (in at least one data set) we allow,
and the hyperparameters (ωk)

K
k=1. We can view ωk as the “cost” we pay for activating one

covariate simultaneously in k data sets.
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For most multi-task variable selection problems in reality, it is reasonable to assume
that activated covariates tend to be shared across data sets, and to reflect this prior belief,
we propose to choose (ωk)

K
k=1 such that

ωK

K
<

ωK−1

K − 1
<

ωK−2

K − 2
< · · · < ω2

2
< ω1. (4)

To see the reasoning behind (4), consider the case K = 2 where the above condition is
reduced to ω2 < 2ω1. Suppose that the first two covariates are identical in both data
sets, and consider two models γ,γ ′ such that γ1 = {1}, γ2 = {2}, γ′1 = {1, 2}, γ′2 = ∅
and γj = γ′j = ∅ for any j > 2. Then, γ,γ ′ have the same marginal likelihood, but
a1(γ) = 2, a2(γ) = 0 and a1(γ

′) = 0, a2(γ
′) = 1. It can be seen that ω2 < 2ω1 ensures we

favor γ ′. An analogous argument for the general case with K ≥ 2 leads to (4). Note that the
choice of ω1, . . . , ωK only reflects the experimenter’s prior belief on γ, and one can even use
ωk ≪ ω1 for all k ≥ 2 if prior information reveals that the majority of activated covariates
must be shared in multiple data sets. However, in all of our numerical studies, we only use
(ωk)

K
k=1 such that (4) is satisfied and ω1 ≤ ω2 ≤ · · · ≤ ωK , the latter of which appears to

be a natural condition in situations where not much prior information is available. We will
refer to the model specified by Equations (1) to (3) as muSSVS (multi-task Spike-and-Slab
Variable Selection).

2.2 Posterior Consistency for Multi-task Spike-and-slab Variable Selec-
tion

In this section, we prove the posterior consistency for the muSSVS model, which generalizes
the existing results for single-task variable selection (Johnson and Rossell, 2012; Narisetty
and He, 2014; Yang et al., 2016; Jeong and Ghosal, 2021). We only consider in our proof

the special case nk = n and τ
(k)
j = τ for k ∈ [K] and j ∈ [p]. Analogous arguments can be

used to prove the posterior consistency in the more general case where (τ
(k)
j )k∈[K],j∈[p] are

bounded and n1, . . . , nK are different with mink∈[K] nk being sufficiently large.

Suppose the data is generated by (1) with β(k)∗ being the vector of true regression
coefficients for the k-th data set. Our goal is to show that covariates with a relatively high
signal strength (aggregated over multiple data sets) can be recovered with high probability.
To this end, define the “true” model γ∗ as follows. Let Cβ,1, . . . , Cβ,K be constants that
depend on n, p, σ2 and τ . For each j ∈ [p], define

m∗
j = max

{
m ∈ [K] : |{k ∈ [K] : (β

(k)∗
j )2 ≥ Cβ,m}| = m

}
,

and set γ∗j = {k ∈ [K] : (β
(k)∗
j )2 ≥ Cβ,m∗

j
}. If k ∈ γ∗j , we say the j-th covariate is “influ-

ential” in the k-th data set (a “non-influential” covariate may have a small but nonzero
regression coefficient). In words, Cβ,k can be seen as the detection threshold for covariates
that have relatively large nonzero regression coefficients in k distinct data sets. For our
posterior consistency result, we will assume that Cβ,1 > · · · > Cβ,K , which reflects the
advantage of multi-task learning: if a covariate is activated in more data sets, the signal
size in each data set required for detection can be smaller.

We assume the following five conditions hold for k = 1, · · · ,K, which were also used in
the consistency analysis for single-task variable selection conducted in Yang et al. (2016).
However, since we use an independent normal prior on the nonzero entries of β(k) while Yang
et al. (2016) considered the g-prior (which significantly simplifies the calculation), some of
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our conditions are slightly more stringent. We use

Sk(γ) = {j ∈ [p] : k ∈ γj} (5)

to denote the set of covariates that are activated in the k-th data set, and we simply denote
the set of truly influential covariates by S∗

k = Sk(γ
∗).

(1) The first condition is on the true regression coefficients β(k)∗.

(1a) For some B1 ≥ 1, 1
n∥X

(k)β(k)∗∥22 ≤ B1σ
2 log p.

(1b) For some B2 ≥ 0, 1
n∥X

(k)
(S∗

k)
cβ

(k)∗
(S∗

k)
c∥22 ≤ B2σ

2 log p
n .

Condition (1a) requires that the order of the total signal size in each data set, ∥X(k)β(k)∗∥22,
is at most n log p, and Condition (1b) requires that non-influential covariates cannot con-
tribute significantly to the variation in y(k). Both are reasonable assumptions for most
high-dimensional problems. If one assumes all nonzero entries of β(k)∗ are sufficiently large
in absolute value, then β∗

(S∗
k)

c = 0 and Condition (1b) holds trivially. If one further assumes

the influential covariates have bounded regression coefficients (i.e., coefficients do not grow
with n), Condition (1a) allows each data set to have O(log p) independent influential co-
variates, which is not restrictive when p ≫ n. More discussion on Condition (1a) will be
given after Condition (5).

(2) The second condition is on the design matrix. For any symmetric matrix A, denote
its smallest eigenvalue by λmin(A).

(2a) ∥X(k)
j ∥22 = n for all j = 1, · · · , p.

(2b) For some ν ∈ (0, 1], min|S|≤L λmin

(
1
n(X

(k)
S )TX

(k)
S

)
≥ ν.

(2c) Let Z ∼ Nn(0, I). For some B3 ≥ 8/ν, we have

1√
n
EZ

[
max

S : |S|≤L
max
j∈Sc

∣∣ZT(I −Ψ
(k)
S )X

(k)
j

∣∣] ≤ 1

2

√
B3ν log p,

where Ψ
(k)
S = X

(k)
S

(
(X

(k)
S )TX

(k)
S

)−1
(X

(k)
S )T is the projection matrix.

Condition (2a) assumes all columns of X(k) are normalized and is used to simplify the
calculation. Condition (2b) is known as the lower restricted eigenvalue condition and
is a modest constraint necessary for theoretical analysis of Bayesian variable selection
problems (Narisetty and He, 2014). Condition (2c) is called the sparse projection con-

dition (Yang et al., 2016). Since Condition (2a) ensures that ∥(I −Ψ
(k)
S )X

(k)
j ∥2 ≤

√
n for

all k ∈ [K], |S| ≤ L and j ∈ [p], one can use a standard inequality for maximum of Gaus-
sian random variables to show that Condition (2c) always holds for some B3 = O(Lν−1).
But when the design matrix consists of independent covariates, B3 can be much smaller;
see Yang et al. (2016) for more details.

(3) The third condition is on the choice of prior hyperparameters. Let τ̃ = τ/σ2, and C
denote some universal constant (i.e., a constant that does not depend on n).

(3a) 1 + nτ̃ ≤ Cp2η for some η > 0.

(3b) L ≤ Cpη̃ for some η̃ ∈ (0, 1).
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(3c) (ωk)
K
k=1 satisfies (4) and ωk

k > 3
2

(
B1
ντ̃ +B2 +B3

)
+ η̃ + 2.

(3d) The function f in (3) satisfies 1 ≤ f(s+1,L)
f(s,L) ≤ L for every s ∈ N.

Condition (3a) is only used to bound a determinant term in the posterior distribution of γ.
In high-dimensional settings with n ≪ p, both Conditions (3a) and (3b) are very natural
and easy to satisfy. Condition (3c) requires the parameter ωk to be sufficiently large, which
is needed to ensure that the posterior mass concentrates on sparse models. Condition (3d)
implies that f(|γ|, L) ≤ L|γ|. By Condition (3c), we have ωk > 2k ≥ 2, and thus the
product term in (3) is at most p−2|γ|. Since L = o(p) by Condition (3b), we see that the
magnitude of Π(γ) depends little on the function f(|γ|, L).

(4) The true sparsity level |S∗
k | satisfies max {1, |S∗

k |} ≤
n

25 log p .

(5) The constant Cβ,k is given by Cβ,k =
{
8
(
ωk
k + 2 + η

)
+ 12B1

ντ̃

} σ2 log p
nν .

Condition (5) is known as the beta-min condition (Yang et al., 2016). By inequality (4),
it further implies that Cβ,K < Cβ,K−1 < · · · < Cβ,1; that is, the more data sets in which
the covariate is influential, the lower the signal strength level required to detect it. To gain
further insights into this condition, consider the case where η,B1, ν, τ̃ , σ

2 are all universal
constants. Then, the order of Cβ,k is given by ωk log p

kn , which typically goes to zero in
the high-dimensional asymptotic regimes considered in the literature, implying that we
can identify activated covariates with diminishing signal sizes. Note that Conditions (1a)
and (5) are compatible with each other. For example, assuming ωk/k is a constant, to
satisfy Condition (5), all entries of (β(k)∗)2 corresponding to influential covariates only
need to have order n−1 log p; in this case, we have ∥X(k)β(k)∗∥22 = O(|S∗

k | log p), which is
much smaller than the order n log p required by Condition (1a).

Theorem 1. Suppose for each k, y(k) is generated by (1) with β(k) = β(k)∗. If Condi-
tions (1) to (5) hold, we have

P
({

Π(γ∗ | (y(k))k∈[K]) ≥ 1− c1p
−1
})
≥ 1− c2p

−c3 ,

where Π(· | (y(k))k∈[K]) denotes the posterior measure for the model specified by Equa-
tions (1) to (3), P denotes the probability measure for the true data-generating process,
and c1, c2 and c3 are positive universal constants.

Proof. We defer the proof to Appendix A, supplementary materials.

Remark. The main difference between Theorem 1 and existing consistency results for single-
task spike-and-slab variable selection (Narisetty and He, 2014; Yang et al., 2016) is that
the detection threshold Cβ,k in our Condition (5) depends on k. When (4) holds, Cβ,k is
smaller for larger k, which means that by combining information from multiple data sets
and properly choosing (ωk)

K
k=1 (see Condition (3c)), we can detect activated covariates with

smaller signal sizes. This rigorously justifies the advantage of multi-task variable selection
over separate analysis.
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2.3 Multi-task Sum of Single Effects Model

For Bayesian problems, posterior distributions are typically calculated through Markov
Chain Monte Carlo (MCMC) sampling. But in our case, the huge discrete model space can
make the sampling converge very slowly. In this section, we approximate our muSSVS model
by a multi-task sum of single effects (muSuSiE) model, generalizing the recently developed
sum of single effects (SuSiE) model of Wang et al. (2020a) for single-task variable selection.
The muSuSiE model assumes that for each k ∈ [K],

y(k) ∼ Nnk
(X(k)β(k), σ2Ink

), where β(k) =

L∑
l=1

β(k,l), (6)

and each β(k,l) ∈ Rp has at most one nonzero entry; that is, we decompose each β(k) into a
“sum of single effects.” We will call each β(k,l) a single-effect regression coefficient vector.
Similarly, we introduce L set-valued single-effect selection vectors γ(1), . . . ,γ(L) such that

γ
(l)
j = I means that β

(k,l)
j is nonzero for each k ∈ I (i.e., covariate j is the l-th single effect

and is activated in the data sets indexed by I). Let χ denote a probability distribution on
2[K] \ ∅ and Unif([p]) denote the uniform distribution on [p]. The prior distribution we put
on {γ(l) : l ∈ [L]} encodes the following procedure for selecting and activating covariates:
for each l ∈ [L], we draw ζl ∼ Bernoulli(πζ), ul ∼ Unif([p]) and Il ∼ χ; if ζl = 1, we
activate the ul-th covariate in the data sets indexed by Il, and we do nothing if ζl = 0. So
ζl indicates whether the l-th single effect is indeed activated. For each activated covariate in
each data set, we still use a normal prior distribution on its effect size as in (2). Note that
we assume u1, . . . , uL are generated independently and thus a covariate can be activated
multiple times, which is the key difference between muSuSiE and muSSVS.

Formally, the prior distribution of muSuSiE can be expressed as follows:

ul
ind∼ Uniform([p]), ∀ l ∈ [L],

ζl
ind∼ Bernoulli(πζ), ∀ l ∈ [L],

γ
(l)
j | (ul, ζl)l∈[L]

ind∼ (1− ζl1{ul=j})δ∅ + ζl1{ul=j}χ, ∀ j ∈ [p], l ∈ [L],

β
(k,l)
j | (γ(l))l∈[L]

ind∼ 1{k/∈γ(l)
j }δ0 + 1{k∈γ(l)

j }N1(0, τ
(k,l)
j ), ∀ j ∈ [p], k ∈ [K], l ∈ [L],

(7)

where (τ
(k,l)
j )j,k,l are hyperparameters and δ∅ denotes the Dirac measure that assigns unit

probability mass to the empty set. Though in (6) we write β(k) as the sum of L terms, the
actual sparsity is controlled by the hyperparameter πζ . Each γ(l) has zero (if ζl = 0) or one
(if ζl = 1) covariate activated.

We now discuss how to choose the probability distribution χ. We introduce hyperpa-
rameters π1 > π2 > · · · > πK > 0 and set

χ(I) = p π|I|, ∀ I ∈ 2[K] \ ∅.

Assume π1, . . . , πK are normalized so that χ(2[K] \ ∅) = 1. Let sζ = |{l : ζl = 1}| denote
the number of activated single effects, {γ(l) : ζl = 1} denote the unordered set of activated

single-effect selection vectors, and Il denote the value of γ
(l)
ul . Note that {γ(l) : ζl = 1} is

completely determined by
(
(ul, Il)

)
l∈[L], since we always have γ

(l)
j = ∅ for any j ̸= ul. Let

Π̃ denote the probability measure under the muSuSiE model given by (7). If no covariate
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is activated more than once (i.e., for any l ̸= l′ such that ζl = ζl′ = 1, we have ul ̸= ul′),

Π̃({γ(l) : ζl = 1}) = f(sζ , L)
L∏
l=1

πζl
ζ (1− πζ)

1−ζlπζl
|Il|, (8)

where f(s, L) = L× (L− 1)× · · · × (L− s+ 1) satisfies Condition (3d). A straightforward
calculation shows that (8) and (3) are equivalent if

πζπk
1− πζ

= p−ωk , (9)

for each k ∈ [K]. This shows why muSuSiE is an approximation to the muSSVS model.
Again, the two models are not equivalent because we may have ul = ul′ for some l ̸= l′

in (7), though this happens with very small probability when p is large. While the repeated
activation of a covariate may seem artificial and slightly unnatural, this feature enables
us to propose an efficient VB method (to be introduced in the next subsection) which can
quickly yield an approximate Bayesian solution to the multi-task variable selection problem.

Remark. While muSuSiE is based on the SuSiE model proposed by Wang et al. (2020a)
for single-task variable selection, our model (7) with K = 1 still differs from SuSiE in that
we use Bernoulli random variables ζ1, · · · , ζL to control the actual sparsity of (β(k))k∈[K].
The prior distribution used in model (7) assumes that the number of activated covariates
(including duplicates) follows Binomial(L, πζ), and given a sufficiently large sample size,
the model (7) is able to learn the actual number of activated covariates, which can range
from 0 to L. This also implies that an increase in the value of L is not likely to have
a significant impact on the posterior distribution. In contrast, SuSiE assumes there are
exactly L activated single effects and relies on an ad-hoc procedure to determine which
covariates are truly activated from the output of a VB algorithm.

2.4 Iterative Bayesian Stepwise Selection for Fitting muSuSiE

We propose an iterative Bayesian stepwise selection (IBSS) method for fitting the model
given in (7) by generalizing the IBSS algorithm of Wang et al. (2020a). The main idea is
to iteratively find γ(l) for l = 1, . . . , L in the muSuSiE model by conditioning on the other
L−1 single effects. The starting point for our algorithm is the muSuSiE model with L = 1,
which we will refer to as the “multi-task single-effect regression” (muSER) model and we
recall below with superscript l dropped:

y(k) ∼ Nnk
(X(k)β(k), σ2Ink

), ∀ k ∈ [K],

u
ind∼ Uniform([p]),

ζ
ind∼ Bernoulli(πζ),

γj | (u, ζ)
ind∼ (1− ζ1{u=j})δ∅ + ζ1{u=j}χ, ∀ j ∈ [p],

β
(k)
j |γ

ind∼ 1{k/∈γj}δ0 + 1{k∈γj}N1(0, τ), ∀ j ∈ [p], k ∈ [K].

(10)

Since we only allow at most one covariate to be activated in (10), the joint posterior
distribution of (γ, 1 − ζ) given σ2 and τ can be quickly calculated, which is given by a
multinoimal distribution with

ΠmuSER(ζ = 0 | (y(k))k∈[K]) = α0, ΠmuSER(γj = I | (y(k))k∈[K]) = αj,I ,
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where expressions for αj,I and α0 are given in Appendix B, supplementary materials. By

definition, α0 +
∑

j∈[p]
∑

I ̸=∅ αj,I = 1. Further, the posterior distribution of β
(k)
j given

ζ = 1, u = j, k ∈ γj (i.e., the j-th covariate is activated in the k-th data set) is

β
(k)
j |(y

(k))k∈[K], σ
2, τ, ζ = 1, u = j, k ∈ γj ∼ N (µ

(k)
j , ϕ

(k)
j ),

where we defer the explicit expressions for µ
(k)
j and ϕ

(k)
j to Appendix B, supplementary

materials. (Note that whenever ζ = 0, u ̸= j or k /∈ I, the posterior distribution of

β
(k)
j is δ0.) For ease of notation, we introduce a function, fmuSER, which returns the

posterior distribution for β under the muSER model. Since this posterior distribution

is determined by the values of α0, α = (αj,I)j∈[p],I∈2[K]\∅, µ(k) = (µ
(k)
1 , · · · , µ(k)

p ) and

ϕ(k) = (ϕ
(k)
1 , · · · , ϕ(k)

p ) for k = 1, · · · ,K, we define fmuSER by

fmuSER((y
(k))k∈[K];σ

2, τ) :=
(
α, α0, (µ

(k))k∈[K], (ϕ
(k))k∈[K]

)
. (11)

Observe that for the muSuSiE model, if {β(k,l′) : l′ ∈ [L] and l′ ̸= l} is given, calculating
the posterior distribution of β(k,l) is very straightforward: one just needs to fit the muSER
model by substituting the residual y(k) −X(k)

∑
l′ ̸=l β

(k,l′) for the response y(k) for each k
in the muSER model (10). This suggests an iterative strategy for fitting muSuSiE, which
we detail in Algorithm 1. The implementation of our algorithm is analogous to the IBSS
algorithm for the original SuSiE model.

Algorithm 1 Iterative Bayesian stepwise selection (IBSS) for fitting muSuSiE

Require: data (X(k))Kk=1, (y
(k))Kk=1, number of single effects L

Require: a function fmuSER which is defined in (11)
initialize posterior means β̂(k,l) = 0 for l = 1, · · · , L and k = 1, · · · ,K
initialize σ̂2 and (τ (l))Ll=1

if the stopping criterion is not satisfied then
for l = 1, · · · , L do

for k = 1, · · · ,K do
ỹ(k,l) ← y(k) −X(k)

∑
l′ ̸=l β̂

(k,l′)

end for
estimate τ (l) by maximizing Equation (B.2) in Appendix B.1(
α(l), α

(l)
0 , (µ(k,l))Kk=1, (ϕ

(k,l))Kk=1

)
← fmuSER((ỹ

(k,l))k∈[K]; σ̂
2, τ (l)).

for k = 1, · · · ,K do
for j = 1, · · · , p do

β̂
(k,l)
j ← µ

(k,l)
j

∑
{I : k∈I} α

(l)
j,I

end for
end for

end for
update σ̂2 by Equation (B.8) in Appendix B.2

end if
return σ̂2, (α(l))Ll=1, (β̂

(k,l))l∈[L],k∈[K]

Let β̂(k,l) be as given in the output of Algorithm 1, which denotes the estimated l-th
single-effect regression coefficient vector for the k-th data set. We can express the posterior
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mean regression coefficient vector for the k-th data set by

β̂(k) =

L∑
l=1

β̂(k,l). (12)

Further, taking all L single-effect selection vectors into account, we can approximate the
probability that the j-th covariate is activated in the k-th data set by

r
(k)
j = 1−

L∏
l=1

(
1− r

(k,l)
j

)
, where r

(k,l)
j =

∑
{I : k∈I}

α
(l)
j,I (13)

is the probability that the j-th coordinate is activated in the k-th data set in the l-th
single-effect model, conditioning on the other L− 1 single effects.

By an argument similar to that in Wang et al. (2020a), we can show that this IBSS
algorithm coincides with the coordinate ascent variational inference (CAVI) algorithm (Blei
et al., 2017) for maximizing the evidence lower bound over a particular variational family
for the muSuSiE model; see Appendix B, supplementary materials, where we also explain
how to choose the stopping criterion and estimate σ2 and τ (l) empirically in Algorithm 1.

Remark. We can also implement the VB algorithm for the model proposed in Section 2 by
generalizing VB methods for single-task variable selection (Carbonetto and Stephens, 2012;
Huang et al., 2016; Ormerod et al., 2017; Ray and Szabó, 2022). However, a key advantage
of the IBSS algorithm for SuSiE/muSuSiE is that, in addition to being fast, it does not use
a variational family that assumes independence among γ1, . . . , γp (in single-task variable
selection, γj indicates whether the j-th covariate is activated), which is particularly impor-
tant for high-dimensional applications where high collinearity is expected. We refer readers
to Wang et al. (2020a) for more discussion on why this “sum of single effects” representation
can effectively overcome collinearity and the advantage of IBSS over deterministic search
algorithms that return a single best model.

3 Simulation Studies for Bayesian Multi-task Variable Selec-
tion

We conduct simulation studies to illustrate the benefits of performing variable selection
for multiple data sets jointly rather than independently. We generate data sets according
to (1) using the same σ2 for all K data sets. For the true model, we consider two types
of activated covariates. For the first type, each covariate is activated in all K data sets.
We denote the set of these covariates by S∗

com and let s∗1 = |S∗
com| (subscript ‘com’ means

‘common’). For the second type, each covariate is activated in only one data set. We choose
some s∗2 > 0 and draw s∗2 covariates of the second type for each data set; denote the set
of covariates that are only activated in the k-th data set by S∗

pri,k (subscript ‘pri’ means
‘private’). The true model size is given by s∗ = s∗1+Ks∗2, and S∗

k = S∗
com ∪S∗

pri,k is the true
set of activated covariates for the k-th data set. For each activated covariate, we sample its

regression coefficient β
(k)
i independently from the normal distribution N (0, 0.62). For the

design matrix, we sample each entry of X(k) ∈ Rn×p from the standard normal distribution.
Finally, we generate the response data by drawing y(k) ∼ N (X(k)β(k), σ2I).

After generating the data set
(
(X(k),y(k))

)K
k=1

, we run the IBSS algorithm to fit the
muSuSiE model, which does variable selection simultaneously for K data sets. For com-
parison, we also fit the SuSiE model using the algorithm of Wang et al. (2020a) for each
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p n s∗1 s∗2 sens mu sens si prec mu prec si
600 100 10 2 0.4526 0.2632 0.9884 0.9365
600 100 10 5 0.3456 0.2045 0.9747 0.9258
1000 500 10 2 0.8121 0.7063 0.9962 1
1000 500 10 5 0.7905 0.7011 0.9928 0.9996
1000 500 25 2 0.8191 0.696 0.9985 1
1000 500 25 5 0.804 0.6949 0.9964 0.9999

Table 1: Simulation results for two data sets with σ = 1. For each setting, the result is averaged over 500 replicates.

data set separately. We will refer to the former as the multi-task method and the latter
as the separate single-task analysis. When running simulations, we set L = s∗ +K for the
multi-task method and L = s∗1+s∗2+1 for the separate analysis method. We have also tried
other values of L and observed that as long as L is larger than the true number of activated
covariates, its choice has negligible effect on the estimates; the reason was explained in
Remark 2.3. For the hyperparameter π in the muSuSiE model, we set it by (9), and thus
it suffices to specify ω1, . . . , ωK . When K = 2, we use p−ω1 = p−1.1/2 and p−ω2 = p−1.25;
when K = 5, we use ωk = 1.25 + 0.15k for each k. Additionally, we tried joint Markov
Chain Monte Carlo (MCMC), separate MCMC, and LASSO methods, for which the results
and implementation details are deferred to Appendix C, supplementary materials.

For the multi-task method, recall that the probability of the j-th covariate being acti-

vated in the k-th dataset, r
(k)
j , is defined in Equation (13). Setting the threshold to 0.5,

we define the selected activated covariates from our multi-task method by Smu,k = {j :

r
(k)
j ≥ 0.5} (subscript ‘mu’ means ‘multi-task’). For the standard SuSiE method, we use
the susie function from the susieR package (Wang et al., 2020a) to find the set of activated
covariates, which we denote by Ssi,k (subscript ‘si’ means ‘single-task’). To compare the
performance of two approaches, we calculate the sensitivity (sens) and precision (prec) by

sens(Sk) =
|Sk∩S∗

k|
|S∗

k|
, prec(Sk) =

|Sk∩S∗
k|

|Sk| , where we let Sk = Smu,k for the multi-task method

and Sk = Ssi,k for the single-task approach.
Table 1 shows the simulation results for σ2 = 1 and K = 2. We consider two scenarios:

one with p = 600 and n = 100, and the other with p = 1000 and n = 500. From Table 1,
we observe that when the sample size is small (n = 100), the multi-task method identifies
more activated covariates than the single-task approach, resulting in higher sensitivity and
precision. When the sample size is increased to 500, the multi-task method still improves
the sensitivity but has a slightly smaller precision, because the multi-task method tends
to treat the covariates with a very strong signal strength in only one data set as simulta-
neously activated in two data sets. Nevertheless, considering the significant improvement
in sensitivity, the overall performance of the multi-task method seems much better. To
further examine this phenomenon, we plot the sensitivity and specificity for |s∗1| = 10 and
|s∗2| = 2 in Appendix C.1, supplementary materials; all other settings yield similar plots.

The simulation results for σ2 = 1 and K = 5 are shown in Table C.1 in Appendix C.1,
supplementary materials. It is worth noting that when the sample size is small, compared
with the case K = 2, the advantage of the multi-task method with K = 5 becomes much
more significant and it outperforms the single-task method significantly in terms of both
sensitivity and precision. When the sample size is large, the multi-task method is still
better than the single-task method, but the performance is similar to that for K = 2.
The simulation results for σ2 = 4 (which represents a higher noise level) are shown in
Appendix C.1, supplementary materials, where we have made very similar observations for
the behavior of the two methods.

In Appendix C.2, supplementary materials, we show the average computation time of
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the multi-task and separate single-task methods for each setting across 500 replicates. The
two methods take a similar amount of time when K = 2. However, as K increases to 5,
the multi-task method takes more time than the separate analysis. For the latter, the time
increases linearly with respect to K, while the computational time of muSuSiE increases
exponentially. Additionally, when the number of individually activated covariates is small
(|s∗2| = 2), the multi-task method is significantly faster than in the case with |s∗2| = 5. The
stability of our algorithm with respect to the choice of ω is discussed in Appendix C.3,
supplementary materials.

4 Differential DAGs Analysis via Multi-task Variable Selec-
tion

4.1 From Multi-task Variable Selection to Joint Estimation of Multiple
DAG models

A highly useful application of the proposed Bayesian multi-task variable selection method
is that it can be naturally extended to the multi-task structure learning problem, i.e., joint
estimation of multiple DAG models. The existing Bayesian literature on the statistical
learning of multiple graphs mostly focuses on undirected graphical models; see, for exam-
ple, Danaher et al. (2014); Peterson et al. (2015); Gonçalves et al. (2016); Niu et al. (2018);
Peterson et al. (2020); Shaddox et al. (2020); Peterson and Stingo (2021). For the learning
of multiple DAG models, Oyen and Lane (2012) proposed a greedy search algorithm, Ya-
jima et al. (2015) devised an MCMC sampler generalizing the method of Fronk and Giudici
(2004), and Lee and Cao (2022) proposed a method based on the joint empirical sparse
Cholesky (JESC) prior. Castelletti et al. (2020) developed the Bayesian methodology and
MCMC algorithm for learning multiple essential graphs. For frequentists’ approaches, Liu
et al. (2019) proposed the MPenPC method, a two-stage approach based on the PC-stable
algorithm, Chen et al. (2021) proposed an iterative constrained optimization algorithm for
calculating an ℓ1/ℓ2-regularized maximum likelihood estimator, Wang et al. (2020b) ex-
tended the well-known greedy equivalence search (GES) algorithm of Chickering (2002) to
the case of multiple DAGs, and Ghoshal et al. (2019) offered an algorithm that learns the
difference between DAGs efficiently but seems only applicable to the case K = 2. The
method we will propose in this section is motivated by the observation that once the order
of variables is given, the IBSS algorithm for multi-task variable selection can be applied to
quickly learn multiple DAG models simultaneously. Hence, all we need is just to combine
IBSS with an MCMC sampler that traverses the order space. Compared with frequen-
tists’ methods, our algorithm can quantify the learning uncertainty since the estimators are
averaged over the posterior distribution.

Consider learning the DAG model for a single data set first. Let G = (V,E) be a
DAG with vertices V = {1, · · · , p} and set of directed edges E ⊂ V × V . Let |G| denote
the cardinality of the edge set E. Let B ∈ Rp×p be the weighted adjacency matrix of
the DAG G such that Bij ̸= 0 if and only if (i, j) ∈ E. Suppose that the observed data
matrix, denoted by X ∈ Rn×p, is generated by the following linear structural equation
model (SEM),

Xj =

p∑
i=1

BijXi + ej , for j = 1, . . . , p. (14)

where Xj denotes the j-th column of X, and for each j, the error vector ej independently
follows Nn(0, σ

2
j I). That is, each row of X is an i.i.d. copy of a random vector X =
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(X1, . . . ,Xp), whose distribution is given by X = BTX+e with e ∼ Np

(
0, diag(σ2

1, · · · , σ2
p)
)
.

Since G is acyclic, there exists at least one permutation (i.e., order) ≺∈ Sp such that
Bij = 0 for any j ≺ i (i.e., j precedes i in the permutation ≺), where Sp is the symmetric
group of order p. Hence, if the rows and columns of B are permuted according to ≺, the
resulting matrix is strictly upper triangular. To determine which entries in B are not zero,
we can convert this problem to p variable selection problems. If we know that the DAG is
consistent with the order ≺, for each j, we only need to identify the parent nodes for j from
the set {i ∈ [p] : i ≺ j}, which can be seen as a variable selection problem with response
variable Xj and candidate explanatory variables {Xi : i ≺ j}. Combining the results for
all p variable selection problems, we get an estimate for the DAG model underlying the
distribution of X. Unfortunately, the true order of nodes is usually unknown in practice and
needs to be learned from the data. Since the order space Sp has cardinality p!, searching
over Sp can be very time consuming, which is one major challenge in structure learning.
To overcome this, various order MCMC methods have been proposed in the literature
for efficiently generating samples from posterior distributions defined on Sp (Koller and
Friedman, 2009; Kuipers and Moffa, 2017; Agrawal et al., 2018; Kuipers et al., 2022).

Next, consider the joint learning of multiple DAG models from K data sets, one for
each data set. This problem, which henceforth is referred to as differential DAG analysis,
is motivated by differential gene regulatory network (GRN) analysis in biology, where we
may have gene data for samples from different tissues, developmental phases or case-control
studies, and the goal is to see how the GRN changes across different samples (Li et al.,
2020). Since the advent of the single-cell technology, differential GRN analysis has become
increasingly important (Fiers et al., 2018; Van de Sande et al., 2020). As in the multi-task
variable selection problem, we assume the same p covariates are observed in K data sets,
and use X(k) ∈ Rnk×p to denote the data matrix for the k-th data set with sample size
nk. Denote the K DAGs we want to learn by (G(k) = (V,E(k)))Kk=1, which share the same
node set V = [p] and, a priori, are believed to share a large proportion of common edges.
We further assume that G(1), . . . ,G(K) are “permutation compatible,” which means that for
any i ̸= j, if (i, j) ∈ E(k) for some k ∈ [K], then (j, i) /∈ E(k′) for any k′ ∈ [K]. In other
words, we assume there exists a order shared by all the K DAGs. This assumption has
been widely used in the literature (Liu et al., 2019; Chen et al., 2021; Lee and Cao, 2022),
and is very reasonable for problems such as GRN analysis, where an edge may occur only
in some data sets but generally does not change direction across data sets. Observe that if
the order ≺ is known, learning K DAGs can be converted to p multi-task variable selection
problems. One just needs to repeatedly apply the IBSS algorithm we have proposed to

select the parent nodes for each j ∈ [p]. Denote the resulting K DAGs by (G(k)≺ )Kk=1. We
are interested in the case where the ordering is unknown. To average over the order space,
we follow the existing order MCMC works to devise a Metropolis-Hastings algorithm on
Sp, which we describe in detail in the next subsection.

4.2 An Order MCMC Sampler for Differential DAG Analysis

We propose to consider the following Gibbs posterior distribution (Jiang and Tanner, 2008),

P (≺ |(X(k))Kk=1) ∝ P ((G(k)≺ )Kk=1| ≺)
K∏
k=1

P̂ (X(k)|G(k)≺ ), ∀ ≺∈ Sp, (15)

where (G(k)≺ )Kk=1 denotes the DAGs we obtain by applying the IBSS algorithm with ordering
≺. The product term in (15) denotes the “estimated” likelihood function, which gives the
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estimated probability of observing the data given that G(k)≺ is the underlying DAG model
for the k-th data set. Denote by A≺

j = {i ∈ [p] : i ≺ j} the index set of variables preceding
Xj in the order ≺. Let(

σ̂2
j,≺, (α

(l)
j,≺)

L
l=1, (β̂

(k,l)
j,≺ )l∈[L],k∈[K]

)
← IBSS

(
({X(k)

i : i ∈ A≺
j })

K
k=1, (X

(k)
j )Kk=1, L

)
(16)

denote the output of Algorithm 1 for the multi-task variable selection problem with response

vector Xj and covariates {Xi : i ∈ A≺
j }. As in (12), let β̂

(k)
j,≺ =

∑L
l=1 β̂

(k,l)
j,≺ denote the

posterior mean aggregated over L single effects. Then, we can estimate the likelihood of

the DAGs (G(k)≺ )Kk=1 by plugging in the estimates (β̂
(k)
j,≺)k∈[K],j∈[p] and (σ̂2

j,≺)j∈[p], which
yields

K∏
k=1

P̂ (X(k)|G(k)≺ ) =

K∏
k=1

p∏
j=1

nk∏
i=1

Φ

X
(k)
ij −X

(k)

i,A≺
j
β̂
(k)
j,≺

σ̂j,≺

 , (17)

where Φ(x) is the density function for the standard normal distribution and X
(k)

i,A≺
j
denotes

the row vector with entries {X(k)
il : l ∈ A≺

j }. The first term P ((G(k)≺ )Kk=1| ≺) in (15) is

the prior probability of the DAGs (G(k)≺ )Kk=1 given order ≺, or more generally can be any
positive function that penalizes DAGs with more edges.

Analogously to Equation (13), given (α(l))Ll=1, we define α̃i,I = 1−
∏L

l=1(1− α
(l)
i,I), and

we let α̃j,≺
i,I denote the corresponding quantity when (α(l))Ll=1 = (α

(l)
j,≺)

L
l=1, where (α

(l)
j,≺)

L
l=1

is defined in (16). Write αj,≺ = (α
(l)
j,≺)

L
l=1, and define ak(αj,≺) =

∑
i∈[p]

∑
{I : |I|=k} α̃

j,≺
i,I ,

which gives the estimated number of covariates that are activated in exactly k distinct data
sets. We define the prior term in (15) by

P ((G(k)≺ )Kk=1| ≺) =
K∏
k=1

p∏
j=1

p−ωkak(αj,≺). (18)

Recall that ω1, . . . , ωK are the hyperparameters introduced in (3) for muSSVS and can be
seen as a reparameterization of π by (9). The reasoning behind (18) is the same as that
behind (3). Combining (17) and (18), we get a closed-form expression for the posterior

defined in (15). For later use, let R
(k)
≺ ∈ [0, 1]p×p be the matrix such that

(R
(k)
≺ )ij = 1{i∈A≺

j }
∑

I : k∈I
α̃j,≺
i,I . (19)

That is, (R
(k)
≺ )ij is the estimated probability of the edge (i, j) being in the k-th data set

given the order ≺.
Given the target posterior distribution defined in (15), we are now ready to introduce

our Metropolis-Hastings algorithm for differential DAG analysis. Given the current state
≺∈ Sp, we propose another state ≺′ from some proposal distribution q(·| ≺) and accept it
with probability

min

{
1,

P (≺′ |(X(k))Kk=1)q(≺ | ≺′)

P (≺ |(X(k))Kk=1)q(≺′ | ≺)

}
. (20)

We choose q(·| ≺) to be the uniform distribution on the set of permutations that can be
obtained from ≺ by an adjacent transposition. That is, we randomly pick j ∈ [p − 1]
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with equal probability and then propose to move from ≺= (i1, · · · , ij , ij+1, · · · , ip) to ≺′=
(i1, · · · , ij+1, ij , · · · , ip). Clearly, q(≺ | ≺′) = q(≺′ | ≺), and thus the proposal ratio in (20)
is always equal to 1. Note that to calculate P (≺′ |(X(k))Kk=1), we need to run IBSS to find

the DAGs (G(k)≺ )Kk=1. Running this Metropolis-Hastings sampler for T iterations (excluding
burn-in), we obtain a sequence of permutations denoted by (≺t)

T
t=1. For each ≺t, let

R
(k)
≺t
∈ [0, 1]p×p be the matrix defined in (19), and then (R

(k)
≺t

)Tt=1 can be used for making
posterior inference. For example, to estimate the probability of the edge i→ j being in the
k-th DAG model, we can simply calculate the time average

R̂
(k)
ij :=

1

T

T∑
t=1

(R
(k)
≺t

)ij . (21)

Remark. We do not consider learning Markov equivalent DAGs (i.e., DAGs that encode the
same set of conditional independence relations) via order MCMC in this paper, which can
be highly challenging due to the order bias (Ellis and Wong, 2008). However, we note that
in multi-task settings, the permutation compatible assumption allows us to learn the true
ordering more efficiently by pooling information from multiple data sets, which can help
overcome the issue of Markov equivalence. We refer readers to Castelletti et al. (2020) for
an algorithm that directly learns multiple Markov equivalence classes.

5 Simulation Studies for Bayesian Differential DAG Analysis

We use simulation studies to investigate the performance of the order MCMC sampler
described in Section 4.2, which we denote by muSuSiE-DAG, in two scenarios: K = 2, n1 =
n2 = 300, and K = 5, n1 = · · · = n5 = 240. We fix the number of nodes p to 100
for all experiments. For each experiment, we generate the data according to the linear
SEM (14) with true order given by ≺= (1, 2, . . . , p). Hence, the true weighted adjacency
matrices of the K DAGs are strictly upper triangular. The true DAGs (G(k))Kk=1 are then
generated as follows. First, we generate a random edge set Ecom consistent with ≺ such
that each edge in Ecom is activated in all the K data sets. Second, for each k ∈ [K],

we generate an edge set E(k)pri which consists of edges that are only activated in the k-th
data set. Let Ncom = |Ecom| denote the number of edges shared by all the K DAGs and

Npri = |E (k)pri | denote the number of private edges unique to each data set. We consider
Ncom ∈ {50, 100}, and Npri ∈ {20, 50} in the simulation studies. To generate the matrix
B(k) corresponding to DAG G(k) and the error variances of the p variables, we follow Wang
et al. (2020b) to sample the nonzero entries of B(k) (determined by G(k)) independently
from the uniform distribution on [−1,−0.1] ∪ [0.1, 1] and sample the error variance of each
variable independently from the uniform distribution on [1, 2.25]. Note that for each edge
in Ecom, its weights in the K data sets are drawn independently.

For each simulation setting, we generate 50 replicates; the true DAGmodels and the data
(X(k))Kk=1 are re-sampled for each replicate. We compare the performance of six methods:
PC algorithm or GES applied independently to each data set (Spirtes et al., 2000; Harris
and Drton, 2013; Chickering, 2002), the joint GES algorithm proposed by Wang et al.
(2020b) which is a state-of-the-art method for joint learning multiple DAG models with
theoretical guarantees, MPenPC method of (Liu et al., 2019), JESC method (Lee and Cao,
2022), and muSuSiE-DAG. We implement PC and GES algorithms using the R package
pcalg (Kalisch et al., 2012), and MPenPC and JESC using publicly available code with
default parameters. In the ensuing results, we select parameter values that yield the most
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robust empirical performance across our experiments. For the PC algorithm, we let the
significance level used in the conditional independent tests be 0.005, and for GES and joint
GES methods, we let λ = 2, where λ is the l0-penalization parameter (scaled by log p).
For the muSuSiE-DAG method, we need to set the penalty parameters ω1, . . . , ωK . For
K = 2, we use p−ω1 = p−2/2 and p−ω2 = p−2.25, and the choice for K = 5 is given in
Appendix D, supplementary materials. The results for the four methods obtained by using
other parameter values are also provided in Appendix D, supplementary materials.

method K Ncom Npri Nwrong TP FP
PC 2 100 20 28.29 0.7822 4e-04
GES 2 100 20 19.67 0.8482 3e-04

joint GES 2 100 20 15.4 0.9126 0.001
MPenPC 2 100 20 76.27 0.8758 0.0126
JESC 2 100 20 30.85 0.9257 0.0045

muSuSiE-DAG 2 100 20 12.91 0.9138 5e-04
PC 2 100 50 39.37 0.7475 3e-04
GES 2 100 50 24.84 0.8505 6e-4

joint GES 2 100 50 24.7 0.9003 0.002
MPenPC 2 100 50 62.65 0.8513 0.0083
JESC 2 100 50 31.74 0.9316 0.0044

muSuSiE-DAG 2 100 50 18.45 0.9003 7e-04
PC 2 50 50 21.9 0.8121 6e-04
GES 2 50 50 15.74 0.8514 2e-04

joint GES 2 50 50 22.91 0.883 0.0023
MPenPC 2 50 50 85.64 0.9004 0.0154
JESC 2 50 50 28.68 0.9302 0.0044

muSuSiE-DAG 2 50 50 15.03 0.8762 5e-04

Table 2: Simulation results for joint estimation of multiple DAG models with K = 2 (averaged over 50 replicates).

Table 2 shows the results for K = 2, and the results for K = 5 are given in Appendix D,
supplementary materials. For each method, we calculate the average number of incorrect
edges, denoted by Nwrong, the average true positive rate (TP) and the average false positive
(FP) rate by ignoring the edge directions. As expected, joint GES and muSuSiE-DAG
have significantly larger true positive rates than PC and GES methods, since the former
two methods are able to utilize information from all the K data sets to infer common edges,
which is particularly useful when an edge has a relatively small signal size in both data
sets. Meanwhile, the two joint methods tend to have slightly larger false positive rates as
well, since an edge with a very large signal size in one data set is likely to be identified by
the joint method as existing concurrently in both data sets. However, note that the false
positive rate of muSuSiE-DAG is still comparable to that of PC and GES and is much
smaller than that of joint GES. Both MPenPC and JESC have high TP and FP rates, and
JESC seems to perform significantly better than MPenPC. Overall, muSuSiE-DAG has
the best performance among all the six methods in all settings, and its advantage is more
significant when the ratio Ncom/Npri is larger. The convergence of our order MCMC is
discussed in Appendix D.1, supplementary materials.

6 A Real Data Example for Differential DAG Analysis

To evaluate the performance of the proposed muSuSiE-DAG method in real data analy-
sis, we consider a pre-processed gene expression microarray data set used in Wang et al.
(2020b), which consists of two groups of patients with ovarian cancer. The first group has
83 patients who have enhanced expression of stromal genes that are associated with a lower
survival rate. The second group has 168 patients who have ovarian cancer of other subtypes.
For both groups, we observe the expression levels of p = 76 genes, which, according to the
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Method Parameters |G1| |G2| |G1 ∩ G2| Ntotal ratio
PC α = 0.005 33 60 18 75 0.24
GES λ = 2 99 148 43 204 0.2108

joint GES λ = 2 78 78 72 84 0.8571
muSuSiE-DAG p−ω1 = p−1.5/2, p−ω2 = p−2 36 94 35 95 0.3684

Table 3: Results for the real data analysis. |Gk|: number of edges in the estimated DAG for the k-th group; |G1 ∩G2|:
number of edges shared by both DAGs; Ntotal: total number of edges in two DAGs; ratio: the ratio of |G1 ∩ G2| to
Ntotal.

KEGG database (Kanehisa et al., 2012), participate in the apoptotic pathway. For more
details about the original data set, see Tothill et al. (2008). Let G1 denote the underlying
DAG model for the first group and G2 denote that for the second. The objective of this
real data analysis is to detect the differences between the two DAGs G1,G2, which may be
associated with the survival rate. As in Section 5, we compare the performance of four
methods: PC, GES, joint GES and muSuSiE-DAG. Table 3 lists the number of edges de-
tected by each method. The results for all four methods obtained by using other parameter
values are provided in Appendix E, supplementary materials, where one can also find results
obtained by combining PC, GES and joint GES with stability selection (Meinshausen and
Bühlmann, 2010). The results clearly illustrate the differences between the four methods.
First, the percentage of shared edges in the two estimated DAGs (i.e., the “ratio” column in
Table 3) is much larger for the two joint methods, which is consistent with both our theory
and simulation results. For PC and GES, this ratio is always less than 0.3 in all parameter
settings we have tried; see Tables E.1 and E.2 in Appendix E, supplementary materials.
This shows that when the sample size is not large, applying a structure learning method to
two data sets separately is very likely to miss some gene-gene interactions existing in both
gene regulatory networks. Second, joint GES has the largest shared ratio, and it is often
much larger than that of muSuSiE-DAG. This is probably because joint GES is a two-step
procedure where the first step is to learn a large DAG Gunion, and in the second step G1 and
G2 are constructed separately under the constraint that they must be sub-DAGs of Gunion.
If an edge only exists in one DAG or it exists in both but has very different regression
coefficients in the two SEMs, it is not very likely to be included in Gunion and thus cannot
be detected in the second step of joint GES. Indeed, since p = 76 is relatively large and
n1 = 83 and n2 = 168, we expect that more edges (especially those with small signal sizes)
can be detected in G2 than in G1, which is observed for PC, GES and muSuSiE-DAG.

7 Concluding Remarks

In this paper, we study the Bayesian multi-task variable selection problem and prove a high-
dimensional strong selection consistency result for the multi-task spike-and-slab variable
selection (muSSVS) model we propose. By extending the SuSiE model of Wang et al.
(2020a) to multiple data sets, we show that muSSVS can be approximated by a model we
call muSuSiE, which further enables us to propose a variational Bayes algorithm, IBSS,
for efficiently approximating the posterior distribution of muSSVS. Simulation results show
that, compared with performing variable selection separately for multiple data sets, the
proposed method can achieve a significantly larger sensitivity at the cost of a slightly
decreased precision. Next, we consider the problem of learning multiple DAG models.
Observing that we can quickly learn multiple DAGs simultaneously using IBSS given the
order of the variables, we propose an efficient order MCMC sampler targeting a Gibbs
posterior distribution on the order space. Both simulation results and real data analysis

17



show that the proposed algorithm is able to identify substantially more edges shared across
the data sets while still controlling the false positive rate.

This work also opens up some interesting problems for future research. First, we build
the strong selection consistency for the muSSVS model while the variational algorithm we
propose is based on the muSuSiE model. It would be interesting to investigate whether we
can establish high-dimensional consistency results directly for the SuSiE or muSuSiE model
under some mild conditions, which would serve as a more powerful theoretical guarantee for
variational Bayesian variable selection. Second, one can extend the posterior consistency
result for the muSSVS model to multi-task structure learning, but this probably requires
assuming some restrictive conditions such as strong faithfulness (Nandy et al., 2018). Last,
the proposed algorithm for learning multiple DAGs can be seen as a combination of the
IBSS algorithm and a vanilla Metropolis-Hastings algorithm on the order space. Hence,
more advanced MCMC sampling techniques (e.g. parallel tempering) can be used to further
accelerate the mixing of the sampler.
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Daniel Hernández-Lobato, José Miguel Hernández-Lobato, and Zoubin Ghahramani. A
probabilistic model for dirty multi-task feature selection. In International Conference on
Machine Learning, pages 1073–1082. PMLR, 2015.

Xichen Huang, Jin Wang, and Feng Liang. A variational algorithm for Bayesian variable
selection. arXiv preprint arXiv:1602.07640, 2016.

Hemant Ishwaran and J Sunil Rao. Spike and slab variable selection: Frequentist and
Bayesian strategies. The Annals of Statistics, 33(2):730–773, 2005.

Ali Jalali, Sujay Sanghavi, Chao Ruan, and Pradeep Ravikumar. A dirty model for multi-
task learning. Advances in Neural Information Processing Systems, 23, 2010.

Seonghyun Jeong and Subhashis Ghosal. Unified bayesian theory of sparse linear regression
with nuisance parameters. Electronic Journal of Statistics, 15(1):3040–3111, 2021.

Wenxin Jiang and Martin A Tanner. Gibbs posterior for variable selection in high-
dimensional classification and data mining. The Annals of Statistics, 36(5):2207–2231,
2008.

Valen E Johnson and David Rossell. Bayesian model selection in high-dimensional settings.
Journal of the American Statistical Association, 107(498):649–660, 2012.
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Appendices

A Proof of Posterior Consistency for Bayesian Multi-task
Variable Selection

Before going into the proof details, we review our notation for the multi-task variable
selection problem in Table A.1.

Notation Definition

[k] [k] = {1, 2, · · · , k}
2[k] power set on [k], i.e., 2[k] = {S : S ⊆ [k]}
|S| cardinality of set S
K number of data sets
p number of covariates in each data set
nk sample size of the k-th data set

y(k) response vector for the k-th data set with dimension nk

X(k) design matrix for the k-th data set with dimension nk × p

β(k) vector of regression coefficients for the k-th data set

X
(k)
S submatrix of X(k) containing columns indexed by S

Ψ
(k)
S X

(k)
S

(
(X

(k)
S )TX

(k)
S

)−1
(X

(k)
S )T

L maximum number of activated covariates
σ2 error variance
γ the set-valued vector such that γj = I means that the j-th covariate is

activated in the data sets indexed by the set I ⊆ [K]
|γ|

∑p
j=1 1{γj ̸=∅}, i.e., number of covariates activated in at least one data set

ak(γ) number of covariates activated in k distinct data sets according to γ
(ωk)

K
k=1 hyperparameter for the prior distribution on γ

τ
(k)
j prior variance of β

(k)
j if it is activated

β
(k)∗
j true vector of regression coefficients

Cβ,k detection threshold for a covariate activated in k distinct data sets

m∗
j max{m ∈ [K] : |{k ∈ [K] :

(
β
(k)∗
j

)2 ≥ Cβ,m}| = m}
γ∗ true model defined by γ∗j = {k ∈ [K] :

(
β
(k)∗
j

)2 ≥ Cβ,m∗
j
}

Sk(γ) {j ∈ [p] : k ∈ γj}
S∗
k Sk(γ

∗), i.e., set of influential covariates in the k-th data set
B1, B2, B3 constants in high-dimensional assumptions
η, η̃, ν constants in high-dimensional assumptions

Table A.1: Notation for Bayesian multi-task variable selection
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A.1 Posterior Calculation

By (1) and (2), we find that, after integrating out (β(k))k∈[K], the marginal likelihood for
a model γ is

P
(
(y(k))k∈[K] |γ

)
∝

K∏
k=1

∣∣∣Σ−1
0(k)

∣∣∣1/2
∣∣∣∣∣∣
(X

(k)
Sk(γ)

)TX
(k)
Sk(γ)

σ2
+Σ−1

0(k)

∣∣∣∣∣∣
−1/2

× exp

{
− 1

2σ2

[
(y(k))T

(
In −X

(k)
Sk(γ)

(
(X

(k)
Sk(γ)

)TX
(k)
Sk(γ)

+ σ2Σ−1
0(k)

)−1
(X

(k)
Sk(γ)

)T
)
y(k)

]}
,

where Σ0(k) = τI|Sk(γ)|. Denote

R
(k)
Sk(γ)

= (y(k))T
(
In −X

(k)
Sk(γ)

(
(X

(k)
Sk(γ)

)TX
(k)
Sk(γ)

+ σ2Σ−1
0(k)

)−1
(X

(k)
Sk(γ)

)T
)
y(k),

R
(k)∗
Sk(γ)

= (y(k))T
(
I −X

(k)
Sk(γ)

(
X

(k)
Sk(γ)

)TX
(k)
Sk(γ)

)−1
(X

(k)
Sk(γ)

)T
)
y(k)

= (y(k))T(In −Ψ
(k)
Sk(γ)

)y(k).

To simplify the notation, from now on we will omit superscript (k) whenever the statement

applies to all k = 1, . . . ,K. For example, when we write RS(γ), it means R
(k)
Sk(γ)

for any

k ∈ [K]. It is easy to check that we always have R∗
S(γ) ≤ RS(γ). Indeed, letting XS(γ) =

Un×|S(γ)|Λ|S(γ)|×|S(γ)|V
T
|S(γ)|×|S(γ)| be the singular value decomposition of XS(γ), we have

R∗
S(γ) =∥y∥

2
2 − yTUUTy,

RS(γ) =∥y∥22 − yTUΛ(Λ2 + σ2Σ−1
0 )−1ΛUTy.

Observe that Λ(Λ2 + σ2Σ−1
0 )−1Λ is a diagonal matrix with all diagonal entries being in

[0, 1]. Hence, R∗
S(γ) ≤ RS(γ). Let DS(γ) denote the determinant term,

DS(γ) =
∣∣Σ−1

0

∣∣1/2 ∣∣∣∣∣X
T
S(γ)XS(γ)

σ2
+Σ−1

0

∣∣∣∣∣
−1/2

=
∣∣∣I|S(γ)| + τ̃XT

S(γ)XS(γ)

∣∣∣−1/2
,

where the second equation follows from τ̃ = τ/σ2 and our assumption that τ
(k)
j = τ for

k ∈ [K] and j ∈ [p]. Using (3), we find that the posterior probability of γ is

Π(γ | (y(k))k∈[K]) ∝ 1{|γ|≤L|}f(|γ|, L)
K∏
k=1

DSk(γ) exp

−R
(k)
Sk(γ)

2σ2

 p−ωkak(γ)

 .

A.2 Preliminary for Proof of Posterior Consistency

In this section we prove lemmas that will be needed in the posterior consistency proof later.
Recall that the superscript (k) is dropped for ease of notation. Recall τ̃ = τ/σ2.

Lemma 1. Under Conditions (2a) and (2b), for any S, T ⊆ [p] the following hold.

1. If S ⊂ T , we have
DS

DT
≤ (1 + nτ̃)|T\S|/2.
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2. If T ⊆ S, we have
DS

DT
≤ 1.

Proof. For the first case, we have

D2
S

D2
T

=
∣∣∣(I + τ̃XSX

T
S

)−1
(
I + τ̃XSX

T
S + τ̃XT\SX

T
T\S

)∣∣∣
=
∣∣∣I +

(
I + τ̃XSX

T
S

)−1
(
τ̃XT\SX

T
T\S

)∣∣∣
=
∣∣∣I + τ̃XT

T\S
(
I + τ̃XSX

T
S

)−1
XT\S

∣∣∣
≤
∣∣∣I + τ̃XT

T\SXT\S

∣∣∣ ,
where the third equation follows from Sylvester’s determinant theorem and the last inequal-
ity follows from the fact that if A,B,A−B are all positive definite, then |A| > |B|. Let
λi(A) denote the i-th eigenvalue of the matrix A. Recall that

|I + τ̃XT
T\SXT\S | =

|T\S|∏
i=1

λi(I + τ̃XT
T\SXT\S). (A.1)

By Condition (2a),

|T\S|∑
i=1

λi(I + τ̃XT
T\SXT\S) = Trace(I + τ̃XT

T\SXT\S) = |T \ S|(1 + nτ̃).

By the inequality of geometric and arithmetic means, this shows that (A.1) is bounded
from above by (1 + nτ̃)|T\S|. This yields the first bound given in the lemma.

For the second case, we have

D2
S

D2
T

=
∣∣∣(I + τ̃XSX

T
S

)−1
(
I + τ̃XSX

T
S − τ̃XS\TX

T
S\T

)∣∣∣
=
∣∣∣I − (I + τ̃XSX

T
S

)−1
(
τ̃XS\TX

T
S\T

)∣∣∣
≤ 1.

The proof is complete.

The next lemma bounds the difference between RS and R∗
S .

Lemma 2. Under Conditions (1a), (2a) and (4), we have

1. P[12nσ
2 ≤ ∥e∥22 ≤ 3

2nσ
2] ≥ 1− 2p−1.

2. P[∥y∥22 ≤ 3nσ2B1 log p] ≥ 1− 2p−1.

3. P[RS −R∗
S ≤ 3B1σ

2 log p/(ντ̃)] ≥ 1− 2p−1 for any index set S.

Remark. Since we assume K is fixed, by a union bound, it follows that with probability at
least 1− 2Kp−1 = 1−O(p−1), 1

2nσ
2 ≤ ∥e(k)∥22 ≤ 3

2nσ
2 for all k = 1, . . . ,K. The other two

statements can be extended to all K data sets analogously.
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Proof. For part 1, we know that ∥e∥22/σ2 ∼ χ2
n. By the concentration of the chi-square

distribution and Condition (4), we have

P
[∣∣∣∣∥e∥22nσ2

− 1

∣∣∣∣ ≥ 1

2

]
≤ 2e−n/25 ≤ 2p−1,

which implies

P
[
1

2
nσ2 ≤ ∥e∥22 ≤

3

2
nσ2

]
≥ 1− 2p−1.

For part 2, by the Cauchy-Schwartz inequality,

∥y∥22 = ∥Xβ∗ + e∥22 ≤ 2∥Xβ∗∥22 + 2∥e∥22.

Using part 1, we obtain that

P[∥y∥22 ≥ 2∥Xβ∗∥22 + 3nσ2] ≤ 2p−1.

The bound then can be proved by invoking Condition (1a).
For part 3, by the Sherman-Morrison-Woodbury identity, we have

0 ≤ RS −R∗
S = yTXS

(
(XT

SXS)
−1 − (XT

SXS + τ̃I)−1
)
XT

S y
T

= yTXS(X
T
SXS)

−1(τ̃I + (XT
SXS)

−1)−1(XT
SXS)

−1XT
S y

≤ (nτ̃)−1nyTXS(X
T
SXS)

−2XT
S y.

The last inequality is due to the fact that τ̃I ⪯ τ̃I+(XT
SXS)

−1. LetM = nXS(X
T
SXS)

−2XT
S ,

where the notation A ⪯ B means B −A is positive semidefinite. By Condition (2b),

λmax(M) = λmax(n(X
T
SXS)

−1) ≤ 1

ν
.

That is, M has bounded eigenvalues. Thus, by part 2,

P
[
RS −R∗

S ≥
3B1σ

2 log p

τ̃ν

]
≤ P

[
yTMy ≥ 3nB1σ

2 log p

ν

]
≤ P

[
∥y∥22 ≥ 3B1nσ

2 log p
]
≤ 2p−1,

which completes the proof.

The third lemma is to bound the quadratic forms of residuals.

Lemma 3. Under Conditions (2a) and (2c), the following hold.

1. For any distinct pair (S1, S2) satisfying S1 ⊂ S2 and |S2| ≤ L, we have

λmin

(
XT

S2\S1
(In −ΨS1)XS2\S1

)
≥ nν.

2. For any distinct pair (S1, S2) satisfying S1 ⊂ S2 and |S2| ≤ L, we have

P
[
max
S1⊂S2

eT(ΨS2 −ΨS1)e

|S2| − |S1|
≤ B3σ

2 log p

]
≥ 1− p−1.

Here ΨS is defined by

ΨS = XS

(
X⊤

S XS

)−1
X⊤

S .
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Proof. For part 1, if we write XS2 = [XS1 ,XS2\S1
], by the block matrix inversion formula,

the lower right component of (n−1XT
S2
X−1

S2
)−1 is (n−1XT

S2\S1
(In −ΨS1)XS2\S1

)−1, which
implies the asserted bound.

For part 2, by the block matrix inversion formula, we have

ΨS∪{k} −ΨS =
(I −ΨS)XkX

T
k (I −ΨS)

XT
k (I −ΨS)Xk

.

Hence,

eT(ΨS∪{k} −ΨS)e =

(
eT(I −ΨS)Xk

)2
/n

XT
k (I −ΨS)Xk/n

.

Due to part 1, the denominator XT
k (I − ΨS)Xk/n ≥ ν. For the numerator, define the

random variable

V (Z) := max
|S|≤L,k/∈S

1√
n

∣∣ZT(I −ΨS)Xk

∣∣ ,
where Z ∼ N (0, In). For any two vectors Z,Z ′ ∈ Rn, by Condition (2a),

|V (Z)− V (Z ′)| ≤ max
|S|≤L,k/∈S

1√
n

∣∣(Z − Z ′)T(I −ΨS)Xk

∣∣
≤ 1√

n
∥(I −ΨS)Xk∥2∥Z − Z ′∥2 ≤ ∥Z − Z ′∥2.

Thus, by the concentration of measures for Lipschitz functions of Gaussian random vari-
ables, we have

P(V (Z) ≥ E[V (Z)] + t) ≤ exp(−t2/2).

Due to Condition (2c),

E[V (Z)] ≤ 1

2

√
B3ν log p.

Thus,

P
[
V (Z) ≥ 1

2

√
B3ν log p+

1

2

√
B3ν log p

]
≤ exp

(
−1

8
B3ν log p

)
≤ p−1.

Hence,

P
[

max
|S|≤L,k/∈S

eT(ΨS∪{k} −ΨS)e ≥ B3σ
2 log p

]
≤ p−1,

which implies part 2.

A.3 Proof of Posterior Consistency

We prove the posterior consistency in this section. For simplicity, all universal constants
other than c1, c2 and c3 are denoted by C or C ′.

Proof. Throughout our proof, we always consider the event set on which the events in
Lemma 2 (parts 1, 2 and 3) and Lemma 3 (part 2) all happen, which occurs with probability
at least 1− c2p

−c3 for some universal constants c2, c3 > 0.
We divide the proof into two parts depending on whether the model being considered

is overfitted or underfitted. First, consider the overfitted case. Let

M1γ = {γ : |γ| ≤ L, S∗
k ⊆ Sk(γ), ∀k ∈ [K]}
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denote the collection of all models other than the true model γ∗ that include all influential
covariates. Fix an arbitrary γ ∈ M1γ , and note that l =

∑K
k=1 |Sk(γ) \ S∗

k | ≥ 1. Denote
mj = |γj | and recall that m∗

j = |γ∗
j |. Let

lk = ak(γ) =
∑
j∈[p]

1{mj=k}, l∗k = ak(γ
∗). (A.2)

It follows that
K∑
k=1

|Sk(γ)| =
K∑
k=1

k lk.

Since γ is overfitted, we have

K∑
k=1

|Sk(γ) \ S∗
k | =

K∑
k=1

k(lk − l∗k), (A.3)

which implies that

|γ| − |γ∗| =
K∑
k=1

(lk − l∗k) ≤
K∑
k=1

|Sk(γ) \ S∗
k | = l. (A.4)

By (A.4), Lemma 1, and Conditions (3a), (3b) and (3d), we have

Π(γ | (y(k))k∈[K])

Π(γ∗ | (y(k))k∈[K])
=

f(|γ|, L)
f(|γ∗|, L)

K∏
k=1

(
p−(lk−l∗k)ωk

) K∏
k=1

DSk(γ) exp
(
− 1

2σ2R
(k)
Sk(γ)

)
DS∗

k
exp

(
− 1

2σ2R
(k)
S∗
k

)


≤ Cplη̃p−
∑K

k=1(lk−l∗k)ωk

K∏
k=1

exp

(
− 1

2σ2

(
R

(k)
Sk(γ)

−R
(k)
S∗
k

))
.

By Condition (1b) and Lemma 3, if |S \ S∗| ≥ 1, we have

R∗
S∗ −R∗

S = ∥(ΨS −ΨS∗)y∥22 = ∥(ΨS −ΨS∗)X−S∗β∗
−S∗ + (ΨS −ΨS∗)e∥22

≤ 2∥(ΨS −ΨS∗)X−S∗β∗
−S∗∥22 + 2∥(ΨS −ΨS∗)e∥22

≤ 2B2σ
2 log p+ 2|S \ S∗|B3σ

2 log p,

with probability at least 1 − c2p
−c3 . Combining it with Lemma 2, we have

RS∗
k
−RSk(γ) ≤ RS∗

k
−R∗

Sk(γ)
= RS∗

k
−R∗

S∗
k
+R∗

S∗
k
−R∗

Sk(γ)

≤ 3B1 log pσ
2/(ντ̃) + 2B2σ

2 log p+ 2|Sk(γ) \ S∗
k |B3σ

2 log p

≤ 3|Sk(γ) \ S∗
k | (B1/(ντ̃) +B2 +B3)σ

2 log p,

for all K data sets with probability at least 1 − c2p
−c3 .

By Equation (4) and Condition (3c), the posterior ratio becomes

Π(γ | (y(k))k∈[K])

Π(γ∗ | (y(k))k∈[K])
≤ Cplη̃p−

∑K
k=1(lk−l∗k)ωkp

∑K
k=1 3|Sk(γ)\S∗

k |(B1/(ντ̃)+B2+B3)/2

= Cplη̃
∑K

k=1 k(lk−l∗k)p−
∑K

k=1 k(lk−l∗k)(ωk/k)p(3(B1/(ντ̃)+B2+B3)/2)
∑K

k=1 k(lk−l∗k)

≤ Cp−2
∑K

k=1 |Sk(γ)\S∗
k |,
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with probability at least 1 − c2p
−c3 , where we have used (A.3) in the second equality and

the third inequality. Hence,

Π(M1γ | (y(k))k∈[K])

Π(γ∗|(y(k))k∈[K])
=

∑
γ∈M1γ

Π(γ|(y(k))k∈[K])

Π(γ∗|(y(k))k∈[K])

≤
∞∑
l=1

C(Kp)lp−2l ≤ C ′p−1,

(A.5)

with probability at least 1− c2p
−c3 , where the first inequality in (A.5) follows from the fact

that there are at most (Kp)l models that satisfy
∑K

k=1 |Sk(γ) \ S∗
k | = l.

Second, consider the underfitted case. Let

M2γ = {γ : |γ| ≤ L, l =

K∑
k=1

|S∗
k \ Sk(γ)| ≥ 1}

be the collection of models which do not include at least one influential covariate. Fix an
arbitrary γ ∈M2γ , and let l =

∑K
k=1 |S∗

k\Sk(γ)|, S̃k(γ) = Sk(γ)∪S∗
k , and l0 =

∑K
k=1 Sk(γ).

Let γ̃ be defined by γ̃j = {k ∈ [K] : j ∈ S̃k(γ)}. Then,
∑K

k=1 |S̃k(γ) \ Sk(γ)| = l and∑K
k=1 |S̃k(γ) \ S∗

k | = l + l0 −
∑K

k=1 S
∗
k . Let m̃j and l̃k be defined in the same manner as

(A.2) by replacing γj with γ̃j . Then, |γ| ≤ |γ̃| and

K∑
k=1

|S̃k(γ) \ Sk(γ)| =
K∑
k=1

k(l̃k − lk).

By Lemma 1, Conditions (3a), (3b) and (3d),

Π(γ | (y(k))k∈[K])

Π(γ̃ | (y(k))k∈[K])
=

f(|γ|, L)
f(|γ̃|, L)

K∏
k=1

p(l̃k−lk)ωk

DSk(γ) exp
(
− 1

2σ2R
(k)
Sk(γ)

)
D

S̃k(γ)
exp

(
− 1

2σ2R
(k)

S̃k(γ)

)


≤ Cp
∑K

k=1 | S̃k(γ)\Sk(γ) | ηp
∑K

k=1(l̃k−lk)ωk

K∏
k=1

exp

(
− 1

2σ2
(R

(k)
Sk(γ)

−R
(k)

S̃k(γ)
)

)
.

By Condition (1b) and Lemma 3, if |S̃ \S| ≥ 1, we have, with probability at least 1−c2p
−c3

R∗
S −R∗

S̃
= yT(Ψ

S̃
−ΨS)y = ∥(Ψ

S̃
−ΨS)(XS∗β∗

S∗ +X−S∗β∗
−S∗ + e)∥22

≥
(
∥(Ψ

S̃
−ΨS)XS∗β∗

S∗∥2 − ∥(ΨS̃
−ΨS)X−S∗β∗

−S∗∥2 + ∥(ΨS̃
−ΨS)e∥2

)2
≥
(
∥(Ψ

S̃
−ΨS)XS∗β∗

S∗∥2 −
√
B2σ2 log p−

√
|S̃ \ S|B3σ2 log p

)2

.

Due to Condition (5) and Lemma 3, we have

∥(Ψ
S̃
−ΨS)XS∗β∗

S∗∥22 = ∥ (I −ΨS)XS∗β∗
S∗∥22

= ∥ (I −ΨS)XS∗\Sβ
∗
S∗\S∥

2
2

≥ nν∥β∗
S∗\S∥

2
2

≥ 8 |S∗ \ S| (B2 +B3)σ
2 log p.
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Thus,

R∗
S −R∗

S̃
≥ 1

4
∥
(
Ψ

S̃
−ΨS

)
XS∗β∗

S∗∥22,

with probability at least 1 − c2p
−c3 . Combining it with Lemma 2, we have

RSk(γ) −R
S̃k(γ)

≥ R∗
Sk(γ)

−R∗
S̃k(γ)

+R∗
S̃k(γ)

−R
S̃k(γ)

≥
nν∥β∗

S∗
k\Sk(γ)

∥22
4

− 3B1σ
2 log p

ντ̃
,

for all k ∈ [K] with probability at least 1 − c2p
−c3 . Observe that

K∑
k=1

∥β(k)∗
S∗
k\Sk(γ)

∥22 ≥
∑
j∈[p]

|γ∗
j \ γj |Cβ,m∗

j
.

Due to Condition (5) and Equation (4), the posterior ratio becomes

Π(γ | (y(k))k∈[K])

Π(γ̃ | (y(k))k∈[K])

≤p
∑K

k=1 |S̃k(γ)\Sk(γ)|ηp
∑K

k=1 ωk(l̃k−lk)p−
∑K

k=1 |S∗
k\Sk(γ)|(η+2)p

−
∑

j∈[p] |γ∗
j \γj |(ωm∗

j
/m∗

j )

≤Cp−2
∑K

k=1 |S̃k(γ)\Sk(γ)|,

where in the last inequality we have used

K∑
k=1

ωk(l̃k − lk)−
∑
j∈[p]

|γ∗
j \ γj |(ωm∗

j
/m∗

j ) ≤ 0, (A.6)

for which we will give a proof at the end. By the result for the overfitted case, the posterior
ratio becomes

Π(γ | (y(k))k∈[K])

Π(γ∗ | (y(k))k∈[K])
=

Π(γ | (y(k))k∈[K])

Π(γ̃ | (y(k))k∈[K])

Π(γ̃ | (y(k))k∈[K])

Π(γ∗ | (y(k))k∈[K])

≤ Cp−2(
∑K

k=1|Sk(γ)\S∗
k|+

∑K
k=1|S∗

k\Sk(γ)|),

with probability at least 1 − c2p
−c3 . It follows that

Π(M2γ | (y(k))k∈[K])

Π(γ∗ | (y(k))k∈[K])
=

∑
γ∈M2γ

Π(γ | (y(k))k∈[K])

Π(γ∗ | (y(k))k∈[K])

≤
∞∑

l1=0

∞∑
l2=1

C(Kp)l1+l2p−2l1−2l2 ≤ C ′p−1.

(A.7)

with probability at least 1 − c2p
−c3 . In the first inequality, we use the fact that there are

at most (Kp)l1+l2 models such that
∑K

k=1 |Sk(γ) \ S∗
k | = l1 and

∑K
k=1 |S∗

k \ Sk(γ)| = l2.
Combining (A.5) and (A.7), we obtain that

Π(γ∗|(y(k))k∈[K]) ≥ 1− c1p
−1,

with probability at least 1 − c2p
−c3 , where c1 > 0 is some universal constant.
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Finally, we prove (A.6) via induction. When
∑K

k=1 |S∗
k \ Sk(γ)| = l = 1, γ misses

one influential covariate. Assume that γ misses the i-th covariate in one data set and
m̃i = k0 ≥ m∗

i ≥ 1. Then,
K∑
k=1

ωk(l̃k − lk) = ωk0 − ωk0−1,

where we define ω0 = 0. Since∑
j∈[p]

|γ∗
j \ γj |(ωm∗

j
/m∗

j ) = ωm∗
i
/m∗

i ,

it follows from (4) that

ωk0 − ωk0−1 − ωm∗
i
/m∗

i

{
= 0, if k0 = 1,

<
k0ωk0−1

k0−1 − ωk0−1 −
ωk0−1

k0−1 = 0, if k0 > 1,

which completes the proof for l = 1.
Assume that the claim holds for l = l0 and now we prove it also holds for l = l0 + 1.

Clearly, there exists γ̌ such that Sk(γ) ⊆ Sk(γ̌) ⊆ S̃k(γ) for every k ∈ [K] and
∑K

k=1 |S∗
k \

Sk(γ̌)| = 1. Observe that for any j ∈ [p], γ∗
j \γj is the disjoint union of γ∗

j \ γ̌j and γ̌j \γj .

Letting ľk = ak(γ̌), we find that

K∑
k=1

ωk(l̃k − lk)−
∑
j∈[p]

|γ∗
j \ γj |(ωm∗

j
/m∗

j )

=

 K∑
k=1

ωk(l̃k − ľk)−
∑
j∈[p]

|γ∗
j \ γ̌j | (ωm∗

j
/m∗

j )

+

 K∑
k=1

ωk(ľk − lk)−
∑
j∈[p]

|γ̌j \ γj |(ωm∗
j
/m∗

j )


where the first term is non-positive since it corresponds to the case l = 1, and the second
term is non-positive due to the induction assumption. This proves (A.6).
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B Fitting muSuSiE

We first briefly review the notation used in the main text for muSuSiE.

Notation Definition

β(k,l) l-th single-effect regression coefficient vector for the k-th data set

β(k)
∑L

l=1 β
(k,l), i.e., aggregated regression coefficient vector for the k-th data set

γ(l) the set-valued vector such that γ
(l)
j = I ⊆ [K] means that the j-th covariate

is activated in the data sets indexed by I in the l-th single effect

χ some probability distribution on 2[K] \ ∅
ζl indicator variable; ζl = 0 means that the l-th single effect is not activated
ul the covariate selected to be activated in the l-th single effect
Il the index set of data sets in which the ul-th covariate is to be activated
Unif([p]) uniform distribution on [p]
πζ hyperparameter for the prior distribution on ζl
(πk)

K
k=1 hyperparameter for the prior distribution on Il

Table B.1: Notation for muSuSiE.

Recall that the prior distribution we put on {γ(l) : l ∈ [L]} encodes the following
procedure for selecting and activating covariates: for each l ∈ [L], we first draw ζl ∼
Bernoulli(πζ), ul ∼ Unif([p]) and Il ∼ χ; if ζl = 1, we activate the ul-th covariate in the
data sets indexed by Il (and we do nothing if ζl = 0). The distribution χ is defined by

χ(I) = p π|I|, ∀ I ∈ 2[K] \ ∅,

where π1, . . . , πK are normalized so that χ(2[K] \ ∅) = 1.

B.1 Iterative Bayesian Stepwise Selection Algorithm

Consider the muSER model defined in (10). To find its posterior distribution, denote the

j-th column of X(k) by X
(k)
j and define

β̂
(k)
j =

((
X

(k)
j

)T
X

(k)
j

)−1 (
X

(k)
j

)T
y(k), s2j(k) =

σ2

(X
(k)
j )TX

(k)
j

, zj(k) =
β̂
(k)
j

sj(k)
.

Let the Bayes Factor (BF) for activating covariate j in the k-th data set be

BF(j, k) =
P (y(k) |X(k)

j , σ2, τ, ζ = 1, u = j, k ∈ γj)

P0(y(k) |σ2)
=

√√√√ s2j(k)

τ + s2j(k)
exp

(
z2j(k)

2
× τ

τ + s2j(k)

)
,

where we define P0(y
(k) |σ2) as the probability of observing y(k) when the j-th covariate

is not activated for the k-th data set. Then, for any I ∈ 2[K] \ ∅, the BF for activating
covariate j in all data sets indexed by I is given by

BF(j, I) =
∏
k∈I

BF(j, k).

It follows that the posterior distribution of (γ, 1 − ζ) given σ2 and τ is a multinomial
distribution with

ΠmuSER(ζ = 0 | (y(k))k∈[K]) = α0, ΠmuSER(γj = I | (y(k))k∈[K]) = αj,I , (B.1)
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where

αj,I ∝ πζπ|I|BF(j, I),

α0 ∝ 1− πζ .

The posterior distribution of β
(k)
j given ζ = 1, u = j and k ∈ γj is

β
(k)
j |(y

(k))k∈[K], σ
2, τ ∼ N (µ

(k)
j , ϕ

(k)
j ),

where

ϕ
(k)
j =

1

1/s2j(k) + 1/τ
, µ

(k)
j =

ϕ
(k)
j

s2j(k)
× β̂

(k)
j .

The above calculation shows that to obtain the posterior distribution for the muSER model,
we only need to calculate BF(j, k) for each j ∈ [p] and k ∈ [K].

B.1.1 Estimation of τ (l)

Given σ2, we use an empirical bayes approach to estimating the hyperparameter τ (l). Since
at most one covariate is activated in (10), in total there are |2[K] \∅|×p+1 possible models,
where 1 indicates the null model. Hence, the likelihood of the variance components σ2, τ
under the muSER model is

K∏
k=1

P (y(k) |X(k), σ2, τ)

=
∑

I∈2[K]\∅

p∑
j=1

πζπ|I|

{∏
k∈I

P (y(k)|X(k)
j , σ2, τ, ζ = 1, u = j, γj = I)

}
×

{∏
k/∈I

P (y(k) |X(k)
j , σ2, ζ = 1, u = j, γj = I)

}

+(1− πζ)
K∏
k=1

P (y(k)|X(k)
j , σ2, ζ = 0).

Using the Bayes factors we have defined in the last subsection, we can rewrite the likelihood
by

K∏
k=1

P (y(k) |X(k), σ2, τ) =

{
K∏
k=1

P0(y
(k) |σ2)

} ∑
I∈2[K]\∅

p∑
j=1

πζπ|I|BF(j, I;σ
2, τ) + (1− πζ)

 ,

where we write BF(j, I;σ2, τ) to emphasize that the Bayes factors depend on both σ2 and
τ . Thus, by removing the terms that do not involve τ , we can define an empirical Bayes
estimator of τ as the value that maximizes the function∑

I∈2[K]\∅

p∑
j=1

π|I|BF(j, I;σ
2, τ). (B.2)

In our code, we use the optimize function in R to solve this one dimensional optimization
problem. To estimate τ (l) for each l = 1, . . . , L, we only need to replace y(k) by ỹ(k,l) when
we calculate BF(j, I;σ2, τ (l)) in (B.2), where

ỹ(k,l) = y(k) −X(k)
∑
l′ ̸=l

β̂(k,l′). (B.3)
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B.2 IBSS Algorithm is CAVI

In this section, we show that our IBSS algorithm is actually the coordinate ascent variational
inference (CAVI) algorithm for maximizing the evidence lower bound (ELBO) over a certain
variational family for the muSuSiE model. The main idea of the proof is similar to that for
the SuSiE model (see Supplement B of Wang et al. (2020a)).

We begin with a brief review of variational inference. Denote the parameters that we
are interested in as θ and the posterior distribution as Π(θ|D) where D denotes the data.
For any distribution function p and q, let

KL(p∥q) =
∫

p(θ) log
p(θ)

q(θ)
dθ

be the Kullback–Leibler (KL) divergence between p and q. Let Q be a density family of θ.
The main idea behind variational Bayes is to find some q ∈ Q to approximate the posterior
distribution Π(θ|D) by minimizing the KL divergence KL(q∥Π(·|D)). That is, we try to
solve the following optimization problem

q∗ = argmin
q∈Q

KL (q ∥Π(·|D)) .

Although KL(q ∥Π(·|D)) itself is difficult to evaluate, it can be expressed by using another
function which is called evidence lower bound (ELBO) and is much easier to calculate:

KL(q∥p) = log(P (D))− ELBO(q),

where
ELBO(q) = Eq[logP (θ,D)]− Eq[log q(θ)], (B.4)

where P (θ,D) = P (θ)P (D|θ). Since P (D) does not depend on θ, instead of minimizing
the KL divergence, we can aim to find q ∈ Q that maximizes the ELBO.

Notice that our muSuSiE model (7) can be considered as a special case of the following
additive effects model:

y(k) =
L∑
l=1

µ(k,l) + e, where e ∼ N (0, σ2I),

µ(l) =
(
(µ(1,l))T, · · · , (µ(k,l))T

)T
∼ gl, independently for l = 1, · · · , L,

(B.5)

where gl denotes some prior probability distribution. The mean-field variational family we
propose to consider is the collection of probability distributions of the form

q(µ(1), · · · ,µ(L)) =

L∏
l=1

ql(µ
(l)), (B.6)

that is, we let the variational family Q be the class of distributions on µ =
(
µ(1), · · · ,µ(L)

)
that factorize over µ(1), · · · ,µ(L). Then, the ELBO that we want to optimize becomes

ELBO(q;σ2, (y(k))k∈[K])

=Eq[logP ((y(k))k∈[K]|µ)] + Eq[
L∑
l=1

log gl(µ
(l)]− Eq[log q(µ)]

=−
∑K

k=1 nk

2
log(2πσ2)− 1

2σ2

K∑
k=1

Eq[∥y(k) −
L∑
l=1

µ(k,l)∥2] +
L∑
l=1

Eql

[
log

gl(µ
(l))

ql(µ(l))

]
.

(B.7)
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In the CAVI algorithm (Blei et al., 2017), each step we only update one µ(l) and fix
{µ(l′)}l′ ̸=l. For ql, its ELBO can be expressed by

ELBO(ql;σ
2, (y(k))k∈[K]) = C − 1

2σ2

K∑
k=1

Eql [∥ỹ
(k,l) − µ(l)∥2] + Eql

[
log

gl(µ
(l))

ql(µ(l))

]
,

where ỹ(k,l) is defined in (B.3) and C is a constant independent of ql. Because we do not
impose any constraint on ql, by the standard result in variational inference (Blei et al.,
2017), the distribution which maximizes ELBO(ql;σ

2, (y(k))k∈[K]) is

q∗l (µ
(l)) = Π

(
µ(l)|(ỹ(k,l))k∈[K]

)
,

where Π(µ(l)|(ỹ(k,l))k∈[K]) is the posterior distribution for the model

ỹ(k,l) = µ(k,l) + e, where e ∼ N (0, σ2I),

µ(l) ∼ gl.
(B.8)

Now consider the muSuSiE model given in (7). By comparing (7) with (B.5), we see
that we can let µ(k,l) = X(k)β(k,l) and gl be as described by model (7). Let

β(l) =
[
β(1,l), · · · ,β(K,l)

]T
.

Then the variational family we propose becomes

q(β(1), · · · ,β(L)) =

L∏
l=1

ql(β
(l)).

Because we do not impose any constraint on ql, by the CAVI algorithm, we should update
ql by

q∗l (β
(l)) = Π(β(l)|(ỹ(k,l))k∈[K]),

where Π(β(l)|(ỹ(k,l))k∈[K]) is the posterior distribution for the muSER model defined in (10)

with y(k) replaced by ỹ(k,l). This is exactly how we update β(l) in IBSS algorithm; that is,
the IBSS algorithm we propose is a CAVI algorithm for muSuSiE.

B.2.1 Estimation of σ2

We can estimate σ2 using the value that maximizes the ELBO given in (B.7). To numerically
calcualte it, we take partial derivative of (B.7) with respect to σ2 and set it to zero, which
results in

σ̂2 =
Eq

[∑K
k=1 ∥y(k) −

∑L
l=1 µ

(k,l)∥2
]

∑K
k=1 nk

. (B.9)

This can also be seen as a generalization of Equation (B.10) in Wang et al. (2020a) to the
multi-task variable selection problem.

B.2.2 Stopping Criterion

We calculate ELBO (B.7) after updating all L single-effect vectors. If the change in ELBO
is less than certain small threshold, we stop the IBSS algorithm; otherwise, we update all
L single-effect vectors again. In our numerical experiments, we always let the threshold be
10−4.
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C More Simulation Results for Variable Selection

C.1 More Simulation Results for muSuSiE and SuSiE

The simulation results for K = 2 and σ2 = 1 or 4 are shown in Table C.2, and those for
K = 5 and σ2 = 1 or 4 are shown in Table C.3. We make two key observations.

First, as we can see, when the sample size is small (n = 100), the multi-task method
identifies more activated covariates than the single-task method, resulting in increased
sensitivity and precision. When the sample size increases to 500, the multi-task method
improves sensitivity but has a slightly smaller precision, because the multi-task approach
favors activating covariates simultaneously in two data sets, which can give rise to false
positives when some covariate is activated in only one data set but has a very large signal
size.

Second, when all the other parameters are fixed, the multi-task method on five data
sets outperforms the multi-task method on two data sets, with the former significantly
improving both sensitivity and precision. This is evident when n is small. When n is
large, the advantage of the multi-task method on five data sets over on two data sets is still
noticeable (especially when σ2 = 4) but less significant.
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Figure C.1: Sensitivity and precision for the simulation study with K = 2. Each box shows
the distribution of sensitivity or precision among 500 replicates.
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p n s∗1 s∗2 sens mu sens si prec mu prec si

600 100 10 2 0.5976 0.2551 0.9907 0.9328
600 100 10 5 0.495 0.2007 0.9795 0.9269

1000 500 10 2 0.8181 0.7062 0.9936 0.9999
1000 500 10 5 0.7921 0.7025 0.9887 0.9998
1000 500 25 2 0.8261 0.6927 0.9974 0.9999
1000 500 25 5 0.8101 0.6916 0.9938 0.9999

Table C.1: Simulation results for five data sets (K = 5) with σ = 1. For each setting, the
result is averaged over 500 replicates.

p n s∗1 s∗2 σ2 sens mu sens si prec mu prec si

600 100 10 2 1 0.4526 0.2632 0.9884 0.9365
600 100 10 5 1 0.3456 0.2045 0.9747 0.9258
600 100 25 2 1 0.1259 0.0656 0.9408 0.7608
600 100 25 5 1 0.089 0.0499 0.8976 0.7229

600 100 10 2 4 0.1233 0.0656 0.7694 0.5547
600 100 10 5 4 0.0931 0.0521 0.7576 0.5482
600 100 25 2 4 0.0499 0.024 0.7389 0.4605
600 100 25 5 4 0.0364 0.0187 0.6643 0.4184

1000 500 10 2 1 0.8121 0.7063 0.9962 1
1000 500 10 5 1 0.7905 0.7011 0.9928 0.9996
1000 500 25 2 1 0.8191 0.696 0.9985 1
1000 500 25 5 1 0.804 0.6949 0.9964 0.9999

1000 500 10 2 4 0.613 0.4655 0.9945 0.9987
1000 500 10 5 4 0.5735 0.4549 0.9901 0.9997
1000 500 25 2 4 0.6077 0.4389 0.9978 0.9999
1000 500 25 5 4 0.577 0.4332 0.9951 0.9997

Table C.2: Simulation results for two data sets (K = 2). For each setting, the result is
averaged over 500 replicates.
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p n s∗1 s∗2 σ2 sens mu sens si prec mu prec si

600 100 10 2 1 0.5976 0.2551 0.9907 0.9328
600 100 10 5 1 0.495 0.2007 0.9795 0.9269
600 100 25 2 1 0.3344 0.066 0.9877 0.7662
600 100 25 5 1 0.1635 0.0501 0.9655 0.7161

600 100 10 2 4 0.2263 0.0657 0.9408 0.5503
600 100 10 5 4 0.1495 0.0511 0.8889 0.539
600 100 25 2 4 0.0859 0.0241 0.8875 0.4687
600 100 25 5 4 0.0611 0.02037 0.8263 0.4428

1000 500 10 2 1 0.8181 0.7062 0.9936 0.9999
1000 500 10 5 1 0.7921 0.7025 0.9887 0.9998
1000 500 25 2 1 0.8261 0.6927 0.9974 0.9999
1000 500 25 5 1 0.8101 0.6916 0.9938 0.9999

1000 500 10 2 4 0.6641 0.4593 0.992 0.9993
1000 500 10 5 4 0.6167 0.454 0.9865 0.9996
1000 500 25 2 4 0.6776 0.4362 0.9967 0.9998
1000 500 25 5 4 0.6503 0.4301 0.9935 0.9998

Table C.3: Simulation results for five data sets (K = 5). For each setting, the result is
averaged over 500 replicates.

C.2 Computation Time for muSuSiE and SuSiE

Table C.4 shows the average computation time of the muSuSiE and SuSiE methods for
each setting across 500 replicates. It is evident that the two methods take a similar amount
of time when K = 2. However, as K increases to 5, the muSuSiE method takes more
time than SuSiE. The SuSiE method’s time increases linearly with respect to K, while the
muSuSiE method’s time increases exponentially.

C.3 Stability Analysis of muSuSiE

Consider the setting with K = 2, n = 500, p = 1000, σ2 = 1, s∗1 = 25, and s∗2 = 5. We
evaluate the performance of our method with six different priors. Table C.5 enumerates the
six priors, and Figure C.2 shows the sensitivity and precision of the different priors across
500 replicates. We observe that the performance of muSuSiE is stable with respect to the
choice of prior.

C.4 Simulation Results for Joint MCMC and Separate MCMC

Following Yang et al. (2016); Zhou and Smith (2022), we consider the following posterior
distribution for a single-task variable selection problem,

π(S) ∝ p−(κ0+κ1)|S| 1

(1 + g(1− r2S))
n/2

, (C.1)

where S ∈ [p] represents the set of activated covariates, r2S refers to the standard R-squared
statistic for the model S, and κ0, κ1 and g are hyperparameters. In this simulation, we
set κ0 = κ1 = 1 and g = p2κ1 − 1. We run the Metropolis-Hasting (MH) algorithm for
each dataset separately in the “separate MCMC” method, only adding and deleting one
covariate in each iteration. In each simulation, we run 5× 104 iterations, with the first 104

samples for burn-in.
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p n s∗1 s∗2 σ2 K time mu time si K time mu time si

600 100 10 2 1 2 1.75 1.83 5 19.78 4.42
600 100 10 5 1 2 3.09 2.56 5 33.2 6.22
600 100 25 2 1 2 5.18 4.9 5 17.81 12.18
600 100 25 5 1 2 6.46 5.41 5 126.6 13.37

600 100 10 2 4 2 1.43 1.33 5 22.3 3.13
600 100 10 5 4 2 2.33 1.77 5 35.97 4.2
600 100 25 2 4 2 4.33 3.65 5 38.31 8.98
600 100 25 5 4 2 5.34 4.08 5 526.8 10.13

1000 500 10 2 1 2 2.57 2.45 5 15.57 5.73
1000 500 10 5 1 2 3.97 3.28 5 33.23 7.96
1000 500 25 2 1 2 6.79 8.7 5 31.74 21.23
1000 500 25 5 1 2 9.69 10.62 5 284.6 25.94

1000 500 10 2 4 2 2.89 2.63 5 18.41 6.22
1000 500 10 5 4 2 4.79 3.64 5 34.18 9.04
1000 500 25 2 4 2 9.73 10.66 5 38.11 25.92
1000 500 25 5 4 2 13.56 13.25 5 259.2 32.24

Table C.4: Average computation time for muSuSiE and SuSiE measured in seconds. For
each setting, the result is averaged over 500 replicates.

prior p−ω1 p−ω2

prior 1 p−1.1/2 p−1.25

prior 2 p−1.1/2 p−1.5

prior 3 p−1.25 p−1.5

prior 4 p−1.25 p−1.75

prior 5 p−1.25 p−2

prior 6 p−1.25/2 p−1.5

Table C.5: Prior hyperparameters for muSuSiE method with K = 2 used in Figure C.2.
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Figure C.2: Simulation results for muSuSiE method with K = 2, n = 500, p = 1000,
σ2 = 1, s∗1 = 25 and s∗2 = 5. For each setting, the result is averaged over 500 replicates.
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For the “joint MCMC” method, we consider the following joint posterior distribution
which is obtained by modifying the prior in (C.1):

π(γ) ∝
K∏
k=1

p−ωkak(γ)
1

(1 + g(1− r2Sk(γ)
))n/2

.

In each iteration, we propose the next state by uniformly sampling one covariate j ∈ [p]
and a set I from 2[K] \ ∅ and then flipping the j-th covariate’s activation status in the data
sets indexed by I. For K = 2, we set ω1 = 2 and ω2 = 2.25. For K = 5, we use ω1 = 2,
ω2 = 2.25, ω3 = 2.5, ω4 = 2.75, and ω5 = 3. In each simulation, we run 5 × 104 iterations,
with the first 104 samples for burn-in.

Tables C.6 and C.7 present the results of the two MCMC methods. “sens sep” and
“prec sep” represent the sensitivity and precision of the separate Metropolis-Hastings (MH)
method, respectively; “sens joint” and “prec joint” denote the sensitivity and precision of
the joint MH method, respectively. We observe that the joint method exhibits greater
sensitivity in comparison to the separate method. When the sample size is small, the joint
method also has higher precision. This observation aligns with analogous findings from
the comparison between muSuSiE and SuSiE. When K = 2, the joint MCMC approach
almost always has lower sensitivity and precision than muSuSiE, except in the setting with
n = 500, σ2 = 1. When K = 5, the performance of joint MCMC is comparable to that of
muSuSiE: joint MCMC tends to have slightly higher sensitivity but lower precision. How-
ever, the two MCMC algorithms is considerably more time-consuming than the variational
methods, as shown in Table C.8.

p n s∗1 s∗2 σ2 sens sep sens joint prec sep prec joint

600 100 10 2 1 0.1687 0.3933 0.81 0.9743
600 100 10 5 1 0.1111 0.2619 0.7447 0.9247
600 100 25 2 1 0.024 0.075 0.4258 0.7789
600 100 25 5 1 0.0169 0.0461 0.357 0.6419

600 100 10 2 4 0.0324 0.0718 0.327 0.567
600 100 10 5 4 0.0248 0.0505 0.305 0.5242
600 100 25 2 4 0.0097 0.0228 0.215 0.41
600 100 25 5 4 0.0066 0.0147 0.181 0.3413

1000 500 10 2 1 0.6872 0.8148 1 0.9869
1000 500 10 5 1 0.6765 0.7875 1 0.9738
1000 500 25 2 1 0.6659 0.8304 1 0.9945
1000 500 25 5 1 0.6637 0.8114 1 0.9855

1000 500 10 2 4 0.4148 0.5916 0.995 0.9888
1000 500 10 5 4 0.4001 0.5391 1 0.9752
1000 500 25 2 4 0.359 0.5808 1 0.9958
1000 500 25 5 4 0.3491 0.5567 1 0.9893

Table C.6: Simulation results for standard MCMC method for two data sets (K = 2). For
each setting, the result is averaged over 500 replicates.

C.5 Simulation Results for LASSO

Tables C.9 and C.10 show the results obtained using the LASSO method. In comparison
with the Bayesian variable selection method, the LASSO method displays higher sensitivity,
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p n s∗1 s∗2 σ2 sens sep sens joint prec sep prec joint

600 100 10 2 1 0.167 0.6832 0.812 0.9475
600 100 10 5 1 0.1098 0.5613 0.7385 0.9049
600 100 25 2 1 0.0242 0.5713 0.4403 0.9797
600 100 25 5 1 0.018 0.3401 0.3776 0.9657

600 100 10 2 4 0.0324 0.2788 0.3224 0.9441
600 100 10 5 4 0.0246 0.1861 0.3092 0.8979
600 100 25 2 4 0.0091 0.1285 0.214 0.9316
600 100 25 5 4 0.0071 0.0902 0.1888 0.8865

1000 500 10 2 1 0.6847 0.8311 1 0.9237
1000 500 10 5 1 0.6802 0.8016 1 0.8537
1000 500 25 2 1 0.6636 0.8413 1 0.9645
1000 500 25 5 1 0.6599 0.8233 1 0.921

1000 500 10 2 4 0.4102 0.7161 0.9972 0.9403
1000 500 10 5 4 0.3993 0.6565 0.9996 0.8851
1000 500 25 2 4 0.3584 0.7424 0.9996 0.9741
1000 500 25 5 4 0.3476 0.709 1 0.9416

Table C.7: Simulation results for standard MCMC method for five data sets (K = 5). For
each setting, the result is averaged over 500 replicates.

particularly when the sample size is small (n = 100). However, the precision of the LASSO
method is significantly lower than that of the Bayesian variable selection method. This
indicates that the LASSO method tends to select many non-activated covariates.
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p n s∗1 s∗2 σ2 K time joint time sep K time joint time sep

600 100 10 2 1 2 9.4 6.3 5 23.2 8.6
600 100 10 5 1 2 9.3 6.3 5 22.8 8.6
600 100 25 2 1 2 8.9 6.3 5 21.9 8.6
600 100 25 5 1 2 8.8 6.2 5 21.7 8.6

600 100 10 2 4 2 8.7 6.2 5 21.6 8.6
600 100 10 5 4 2 8.7 6.2 5 21.5 8.6
600 100 25 2 4 2 8.7 6.2 5 21.4 8.6
600 100 25 5 4 2 8.6 6.2 5 21.3 8.5

1000 500 10 2 1 2 15.8 10.5 5 39.4 14.3
1000 500 10 5 1 2 17.1 10.5 5 43.2 14.4
1000 500 25 2 1 2 22.9 10.6 5 43.7 14.6
1000 500 25 5 1 2 24.4 10.7 5 20.0 14.7

1000 500 10 2 4 2 13.8 10.4 5 34.2 14.3
1000 500 10 5 4 2 14.5 10.5 5 35.9 14.3
1000 500 25 2 4 2 16.8 10.6 5 42.3 14.5
1000 500 25 5 4 2 17.5 10.6 5 43.5 14.5

Table C.8: Average computation time for separate MCMC and joint MCMC measured in
minutes. For each setting, the result is averaged over 500 replicates.

p n s∗1 s∗2 σ2 sens prec

600 100 10 2 1 0.6608 0.2227
600 100 10 5 1 0.6443 0.2256
600 100 25 2 1 0.556 0.2597
600 100 25 5 1 0.5274 0.2678

600 100 10 2 4 0.397 0.2661
600 100 10 5 4 0.3817 0.2584
600 100 25 2 4 0.3494 0.285
600 100 25 5 4 0.3262 0.2989

1000 500 10 2 1 0.8683 0.2077
1000 500 10 5 1 0.8733 0.2105
1000 500 25 2 1 0.8859 0.2264
1000 500 25 5 1 0.8825 0.2277

1000 500 10 2 4 0.7414 0.2142
1000 500 10 5 4 0.7433 0.2199
1000 500 25 2 4 0.7687 0.2353
1000 500 25 5 4 0.7678 0.2324

Table C.9: Lasso results for two data sets (K = 2). For each setting, the result is averaged
over 500 replicates.
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p n s∗1 s∗2 σ2 sens prec

600 100 10 2 1 0.6587 0.2185
600 100 10 5 1 0.6409 0.226
600 100 25 2 1 0.5567 0.2572
600 100 25 5 1 0.5269 0.2689

600 100 10 2 4 0.3931 0.2633
600 100 10 5 4 0.3842 0.2591
600 100 25 2 4 0.3502 0.2833
600 100 25 5 4 0.331 0.2969

1000 500 10 2 1 0.8709 0.2069
1000 500 10 5 1 0.8758 0.2101
1000 500 25 2 1 0.8837 0.2257
1000 500 25 5 1 0.881 0.2281

1000 500 10 2 4 0.741 0.2133
1000 500 10 5 4 0.7474 0.2174
1000 500 25 2 4 0.7654 0.233
1000 500 25 5 4 0.7651 0.2327

Table C.10: Lasso results for five data sets (K = 5). For each setting, the result is averaged
over 500 replicates.
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D More Simulation Results for Differential DAG Analysis

Recall that we use simulation studies to compare the performance of six methods for joint
estimation of multiple DAG models: PC, GES, joint GES, MpenPC, JESC and muSuSiE-
DAG. We use Ncom to denote the number of shared edges and Npri to denote the number of
edges unique to each data set. In each simulation setting, we report the average number of
wrong edges Nwrong, the average true positive (TP) rate and the average false positive (FP)
rate by ignoring edge directions. In addition, we introduce the fourth measurement metric,
the squared Frobenius Norm (F-norm) between the true adjacency matrix and estimated
adjacency matrix, which can be calculated as follows. For PC, GES and joint GES method,

we let R̂(k) ∈ {0, 1}p×p be the estimated adjacency matrix such that R̂
(k)
ij = 1 if the edge

(i, j) is in the estimated DAG for the k-th data set and R̂
(k)
ij = 0 otherwise. For muSuSiE-

DAG, we let R̂(k) be as defined in (19) where each entry is the estimated probability of
the edge and thus takes value in [0, 1]. Let (R(k))Kk=1 be the true adjacency matrices where

R
(k)
ij = 1 if the edge (i, j) is in the k-th true DAG model and R

(k)
ij = 0 otherwise. For each

method, the F-norm metric is defined as

p−1∑
i=1

p∑
j=i+1

(
R̂

(k)
ij + R̂

(k)
ji −R

(k)
ij −R

(k)
ji

)2
.

For PC, GES and joint GES, this is equivalent to counting the number of wrong edges.
But for muSuSiE-DAG, this statistic in general is different from Nwrong. Table D.4 shows
the results for the PC method, Table D.5 for GES and Table D.6 for joint GES. Note that
the values of the tuning parameters are also given in the corresponding tables, including
the significance level α used in the conditional independent tests for the PC method, and
l0-penalization parameter λ for GES and joint GES. For muSuSiE-DAG, the choice of the
parameters ω1, . . . , ωK is detailed in Table D.1 (for K = 2) and Table D.2 (for K = 5).
Table D.7 shows the results for our muSuSiEDAG method. Table D.3 compares results for
all methods when K = 5, where for each method we use the optimal tuning parameter.

prior p−ω1 p−ω2

prior 1 p−1.25/2 p−1.5

prior 2 p−1.5/2 p−2

prior 3 p−2 p−2.25

prior 4 p−2/2 p−2.25

Table D.1: Prior hyperparameters for muSuSiE-DAG for K = 2.

As expected, joint methods, joint GES and muSuSiEDAG, have much larger true pos-
itive rates and slightly larger false positive rates than the two separate-analysis methods,
PC and GES. This is because the joint method can identify edges with low signal strength
if it is expressed concurrently in all K data sets, which leads to a higher true positive
rate, while the joint method may also identify edges with extremely high signal strength
in a single data set as expressed simultaneously in more than one data sets, resulting in a
higher false positive rate. Additionally, when the ratio Ncom/Npri is large, implying that
the majority of edges are shared, the joint method outperforms the other two by a large
margin. When the ratio Ncom/Npri is small, GES may even outperform joint GES. In all
cases, our muSuSiE-DAG method has the best performance in terms of the metric Nwrong.
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prior p−ω1 p−ω2 p−ω3 p−ω4 p−ω5

prior 1 p−1.5/5 p−1.75/10 p−2/10 p−2.25/5 p−2.5

prior 2 p−1.75 p−2 p−2.25 p−2.5 p−3

prior 3 p−1.75/5 p−2/10 p−2.25/10 p−2.5/5 p−3

prior 4 p−2 p−2.25 p−2.5 p−2.75 p−3

Table D.2: Prior hyperparameters for muSuSiE-DAG for K = 5.

method K Ncom Npri Nwrong TP FP

PC 5 100 20 31.844 0.7504 4e-04
GES 5 100 20 23.108 0.8178 3e-04

joint GES 5 100 20 26.828 0.8952 0.0029
MPenPC 5 100 20 194.24 0.8955 0.0372
JESC 5 100 20 33.24 0.9063 0.0045

muSuSiE-DAG 5 100 20 17.064 0.9058 0.0012

PC 5 100 50 43.904 0.7044 3e-04
GES 5 100 50 30.196 0.8157 5e-4

joint GES 5 100 50 36.464 0.8794 0.0038
MPenPC 5 100 50 153.788 0.8654 0.0275
JESC 5 100 50 34.996 0.9118 0.0045

muSuSiE-DAG 5 100 50 28.572 0.8755 0.002

PC 5 50 50 25.116 0.7309 1e-04
GES 5 50 50 19.288 0.8166 2e-04

joint GES 5 50 50 32.836 0.8492 0.0036
MPenPC 5 50 50 224.876 0.9098 0.0441
JESC 5 50 50 31.496 0.909 0.0046

muSuSiE-DAG 5 50 50 18.58 0.8529 8e-04

Table D.3: Simulation results for joint estimation of multiple DAG models with K = 5.

We also observe that the results may depend on the choice of the prior parameters (though
not significantly), which suggests that in reality one may want to tune the parameters to
improve the performance of the algorithm.

D.1 Convergence of MCMC

The structure learning is by nature computationally very expensive. In order to demon-
strate the convergence of our MCMC algorithm, we simulate one instance of (G(k))k=1K
and (X(k))Kk=1 with K = 2, ncom = 50, and npri = 50. We run the algorithm 50 times (for
the same data set), each with a maximum of 106 iterations. The log-likelihood with respect
to the number of iterations is depicted in Figure D.1. It can be observed that the algorithm
converges after approximately 6 × 105 iterations, which is relatively large. The simulation
study presented in Section 5 uses a total of 105 MCMC iterations, which appears to be
sufficient for yielding satisfactory results.
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K α Ncom Npri Nwrong TP FP F-norm

2 1e-04 100 20 38.52 0.68 0 38.52
2 5e-04 100 20 34.1 0.7183 1e-04 34.1
2 0.001 100 20 32.04 0.7373 1e-04 32.04
2 0.005 100 20 28.29 0.7822 4e-04 28.29
2 0.01 100 20 28.55 0.8009 0.001 28.55
2 0.05 100 20 45.83 0.8523 0.0058 45.83

2 1e-04 100 50 54.04 0.6404 0 54.04
2 5e-04 100 50 47.93 0.6823 1e-04 47.93
2 0.001 100 50 45.32 0.7007 1e-04 45.32
2 0.005 100 50 39.37 0.7475 3e-04 39.37
2 0.01 100 50 37.93 0.7674 6e-04 37.93
2 0.05 100 50 44.9 0.8225 0.0038 44.9

2 1e-04 50 50 28.13 0.7192 0 28.13
2 5e-04 50 50 24.59 0.7572 1e-04 24.59
2 0.001 50 50 23.44 0.7723 1e-04 23.44
2 0.005 50 50 21.9 0.8121 6e-04 21.9
2 0.01 50 50 23.34 0.8312 0.0013 23.34
2 0.05 50 50 47.78 0.8796 0.0073 47.78

5 1e-04 100 20 43.108 0.6413 0 43.108
5 5e-04 100 20 38.428 0.6816 0 38.428
5 0.001 100 20 36.264 0.701 1e-04 36.264
5 0.005 100 20 32.044 0.7504 4e-04 32.044
5 0.01 100 20 31.844 0.7725 9e-04 31.844
5 0.05 100 20 47.924 0.8286 0.0056 47.924

5 1e-04 100 50 62.304 0.5854 0 62.304
5 5e-04 100 50 55.508 0.6313 0 55.508
5 0.001 100 50 52.528 0.6521 1e-04 52.528
5 0.005 100 50 45.78 0.7044 3e-04 45.78
5 0.01 100 50 43.904 0.7276 6e-04 43.904
5 0.05 100 50 50.608 0.7897 0.0039 50.608

5 1e-04 50 50 33 0.6703 0 33
5 5e-04 50 50 29.064 0.7114 0 29.064
5 0.001 50 50 27.424 0.7309 1e-04 27.424
5 0.005 50 50 25.116 0.779 6e-04 25.116
5 0.01 50 50 26.036 0.8002 0.0012 26.036
5 0.05 50 50 49.848 0.8535 0.0072 49.848

Table D.4: Simulation results for the PC algorithm. Nwrong is the same as F-norm by
definition.
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K λ Ncom Npri Nwrong TP FP F-norm

2 1 100 20 32.47 0.9152 0.0046 32.47
2 2 100 20 19.67 0.8482 3e-04 19.67
2 3 100 20 26.76 0.7837 2e-04 26.76
2 4 100 20 33.26 0.7269 1e-04 33.26
2 5 100 20 39.03 0.6777 1e-04 39.03

2 1 100 50 35.26 0.9191 0.0048 35.26
2 2 100 50 24.84 0.8505 5e-04 24.84
2 3 100 50 33.12 0.7895 3e-04 33.12
2 4 100 50 40.31 0.7383 2e-04 40.31
2 5 100 50 47.35 0.6893 2e-04 47.35

2 1 50 50 29 0.9223 0.0043 29
2 2 50 50 15.74 0.8514 2e-04 15.74
2 3 50 50 21.15 0.7925 1e-04 21.15
2 4 50 50 26.47 0.7374 0 26.47
2 5 50 50 31.16 0.6904 0 31.16

5 1 100 20 35.548 0.8955 0.0047 35.548
5 2 100 20 23.108 0.8178 3e-04 23.108
5 3 100 20 31.008 0.7466 1e-04 31.008
5 4 100 20 38.44 0.6824 1e-04 38.44
5 5 100 20 46.012 0.6184 0 46.012

5 1 100 50 40.36 0.8953 0.0051 40.36
5 2 100 50 30.196 0.8157 5e-04 30.196
5 3 100 50 39.664 0.744 3e-04 39.664
5 4 100 50 48.988 0.6791 2e-04 48.988
5 5 100 50 58.332 0.615 1e-04 58.332

5 1 50 50 32.58 0.8976 0.0046 32.58
5 2 50 50 19.288 0.8166 2e-04 19.288
5 3 50 50 25.852 0.7453 1e-04 25.852
5 4 50 50 32.2 0.68 0 32.2
5 5 50 50 38.18 0.6195 0 38.18

Table D.5: Simulation results for the GES method. Nwrong is the same as F-norm by
definition.
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K λ Ncom Npri Nwrong TP FP F-norm

2 1 100 20 38.84 0.9172 0.0059 38.84
2 2 100 20 15.4 0.9126 0.001 15.4
2 3 100 20 16.48 0.8957 8e-04 16.48
2 4 100 20 18.62 0.875 7e-04 18.62
2 5 100 20 20.93 0.8531 7e-04 20.93

2 1 100 50 46.5 0.9179 0.007 46.5
2 2 100 50 24.7 0.9003 0.002 24.7
2 3 100 50 25.72 0.879 0.0016 25.72
2 4 100 50 28.65 0.8554 0.0014 28.65
2 5 100 50 31.98 0.8295 0.0013 31.98

2 1 50 50 38.28 0.9042 0.0059 38.28
2 2 50 50 22.91 0.883 0.0023 22.91
2 3 50 50 24.68 0.8536 0.002 24.68
2 4 50 50 27.78 0.8186 0.002 27.78
2 5 50 50 30.53 0.788 0.0019 30.53

5 1 100 20 74.608 0.8935 0.0127 74.608
5 2 100 20 26.828 0.8952 0.0029 26.828
5 3 100 20 23.332 0.8877 0.002 23.332
5 4 100 20 24.196 0.8773 0.0019 24.196
5 5 100 20 24.728 0.8698 0.0019 24.728

5 1 100 50 90.516 0.8964 0.0155 90.516
5 2 100 50 36.464 0.8794 0.0038 36.464
5 3 100 50 35.704 0.8591 0.003 35.704
5 4 100 50 38.364 0.8399 0.003 38.364
5 5 100 50 40.32 0.8222 0.0028 40.32

5 1 50 50 70.392 0.8726 0.0118 70.392
5 2 50 50 32.836 0.8492 0.0036 32.836
5 3 50 50 33.716 0.8198 0.0032 33.716
5 4 50 50 36.356 0.7922 0.0032 36.356
5 5 50 50 39.744 0.7621 0.0033 39.744

Table D.6: Simulation results for the joint GES method. Nwrong is the same as F-norm by
definition.
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K prior Ncom Npri Nwrong TP FP F-norm

2 prior 1 100 20 18.63 0.9248 0.002 16.6747
2 prior 2 100 20 14.77 0.9052 7e-04 12.6597
2 prior 3 100 20 13.03 0.9081 4e-04 10.9038
2 prior 4 100 20 12.91 0.9138 5e-04 11.1051

2 prior 1 100 50 27.17 0.9103 0.0028 24.693
2 prior 2 100 50 19.84 0.8983 9e-04 17.2605
2 prior 3 100 50 19.56 0.8933 7e-04 17.0741
2 prior 4 100 50 18.45 0.9003 7e-04 16.45

2 prior 1 50 50 17.84 0.8995 0.0016 16.547
2 prior 2 50 50 15.03 0.8819 7e-04 13.2731
2 prior 3 50 50 15.4 0.8727 5e-04 13.6451
2 prior 4 50 50 15.03 0.8762 5e-04 13.4162

5 prior 1 100 20 19.684 0.9243 0.0022 16.9472
5 prior 2 100 20 26.64 0.8808 0.0025 23.518
5 prior 3 100 20 17.064 0.9058 0.0012 14.2844
5 prior 4 100 20 20.636 0.8955 0.0017 17.7576

5 prior 1 100 50 30.74 0.8913 0.003 27.2652
5 prior 2 100 50 43.292 0.8515 0.0043 39.0037
5 prior 3 100 50 28.572 0.8755 0.002 25.0959
5 prior 4 100 50 32.144 0.8679 0.0025 28.5295

5 prior 1 50 50 19.684 0.8681 0.0013 17.643
5 prior 2 50 50 25.832 0.8418 0.002 23.5776
5 prior 3 50 50 18.58 0.8529 8e-04 16.5723
5 prior 4 50 50 21.304 0.85 0.0013 19.215

Table D.7: Simulation results for the muSuSiE-DAG method.

Ncom Npri Joint GES muSuSiE-DAG

50 50 0.3268 4.1788
100 50 0.4663 5.0471
100 20 0.3173 4.3901

Table D.8: Average computation time for the joint GES and muSuSiE-DAG method for
K = 2 measured in hours.
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Figure D.1: Log-likelihood trace plot for muSuSiE-DAG under the setting with K = 2,
ncom = 50 and npri = 50. Trajectories of all 50 runs are shown individually in gray. The
solid line denotes the average over 50 runs, and dashed lines indicate one standard derivation
above and below the average.
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E Additional Results for Real Data Analysis

Table E.1 shows additional results for the real data example presented in Section 6 with
other choices of the tuning parameters. Results for PC, GES and joint GES methods com-
bined with stability selection (Meinshausen and Bühlmann, 2010), which we implement
using stabsel function in the stabs package, are shown in Table E.2. There is a hyper-
parameter cutoff in stabsel function, which we denote by “cutoff1” in the table. The
stabsel function returns a selection probability for each edge, and as a result, we need to
choose a threshold, denoted by “cutoff2”, to obtain a DAG from the stable selection result.
In Table E.2, we list the results for cutoff1 = 0.6, 0.7, 0.8, 0.9 and cutoff2 = 0.55, 0.75.

Method Parameters |G1| |G2| |G1 ∩ G2| Ntotal ratio

PC α = 1e− 04 12 26 7 31 0.2258
PC α = 5e− 04 19 38 13 44 0.2955
PC α = 0.001 23 39 14 48 0.2917
PC α = 0.005 33 60 18 75 0.24
PC α = 0.01 42 69 19 92 0.2065
PC α = 0.05 73 109 24 158 0.1519

GES λ = 1 150 238 49 339 0.1445
GES λ = 2 99 148 43 204 0.2108
GES λ = 3 78 108 34 152 0.2237
GES λ = 4 75 92 32 135 0.237
GES λ = 5 75 87 31 131 0.2366

joint GES λ = 1 77 85 68 94 0.7234
joint GES λ = 2 78 78 72 84 0.8571
joint GES λ = 3 76 76 72 80 0.9
joint GES λ = 4 76 76 73 79 0.9241
joint GES λ = 5 76 75 73 78 0.9359

muSuSiE-DAG p−ω1 = p−1.25, p−ω2 = p−2 33 115 30 118 0.2542
muSuSiE-DAG p−ω1 = p−1.5, p−ω2 = p−2.5 27 95 25 97 0.2577
muSuSiE-DAG p−ω1 = p−1.5/2, p−ω2 = p−2 43 93 42 94 0.4468
muSuSiE-DAG p−ω1 = p−2, p−ω2 = p−3.5 17 68 14 71 0.1972
muSuSiE-DAG p−ω1 = p−2/2, p−ω2 = p−3.5 20 67 19 68 0.2794
muSuSiE-DAG p−ω1 = p−ω2 = p−2 57 83 57 83 0.6867

Table E.1: More results for the real data analysis. |Gk|: number of edges in the estimated
DAG for the k-th group; |G1 ∩ G2|: number of edges shared by both DAGs; Ntotal: total
number of edges in two DAGs; ratio: the ratio of |G1 ∩ G2| to Ntotal.
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Method cutoff1 cutoff2 |G1| |G2| |G1 ∩ G2| Ntotal ratio

PC 0.6 0.55 49 85 19 115 0.1652
PC 0.6 0.75 36 63 18 81 0.2222
PC 0.7 0.55 48 85 19 114 0.1667
PC 0.7 0.75 37 63 19 81 0.2346
PC 0.8 0.55 51 87 20 118 0.1695
PC 0.8 0.75 35 65 18 82 0.2195
PC 0.9 0.55 50 87 20 117 0.1709
PC 0.9 0.75 36 62 18 80 0.225

GES 0.6 0.55 99 150 41 208 0.1971
GES 0.6 0.75 65 97 32 130 0.2462
GES 0.7 0.55 96 152 41 207 0.1981
GES 0.7 0.75 68 100 34 134 0.2537
GES 0.8 0.55 99 149 39 209 0.1866
GES 0.8 0.75 69 94 32 131 0.2443
GES 0.9 0.55 98 155 45 208 0.2163
GES 0.9 0.75 68 97 33 132 0.25

joint GES 0.6 0.55 60 61 57 64 0.8906
joint GES 0.6 0.75 57 58 55 60 0.9167
joint GES 0.7 0.55 67 70 63 74 0.8514
joint GES 0.7 0.75 58 58 57 59 0.9661
joint GES 0.8 0.55 65 71 56 80 0.7
joint GES 0.8 0.75 53 56 51 58 0.8793
joint GES 0.9 0.55 65 72 60 77 0.7792
joint GES 0.9 0.75 53 56 53 56 0.9464

Table E.2: More results for PC, GES and joint GES methods in the real data analysis. |Gk|:
number of edges in the estimated DAG for the k-th group; |G1∩G2|: number of edges shared
by both DAGs; Ntotal: total number of edges in two DAGs; ratio: the ratio of |G1 ∩ G2| to
Ntotal.
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