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‘We propose a novel deterministic method for
preparing arbitrary quantum states. When
our protocol is compiled into CNOT and ar-
bitrary single-qubit gates, it prepares an N-
dimensional state in depth O(log(V)) and space-
time allocation (a metric that accounts for the
fact that oftentimes some ancilla qubits need
not be active for the entire circuit) O(N), which
are both optimal. When compiled into the
{H,S,T,CNOT} gate set, we show that it re-
quires asymptotically fewer quantum resources
than previous methods. Specifically, it pre-
pares an arbitrary state up to error ¢ with op-
timal depth of O(log(N) + log(1/e)) and space-
time allocation O(Nlog(log(N)/e)), improving
over O(log(N)log(log(N)/e)) and O(N log(N/e)),
respectively. We illustrate how the reduced
spacetime allocation of our protocol enables
rapid preparation of many disjoint states with
only constant-factor ancilla overhead—O(N)
ancilla qubits are reused efficiently to prepare
a product state of w N-dimensional states in
depth O(w + log(N)) rather than O(wlog(N)),
achieving effectively constant depth per state.
We highlight several applications where this
ability would be useful, including quantum ma-
chine learning, Hamiltonian simulation, and
solving linear systems of equations. We pro-
vide quantum circuit descriptions of our pro-
tocol, detailed pseudocode, and gate-level im-
plementation examples using Braket.

1 Introduction

Quantum state preparation (QSP) is a crucial subrou-
tine in many proposed quantum algorithms that claim
speedup over their classical counterparts in applica-
tions such as quantum machine learning [1-8], simu-
lating quantum systems [9-12], solving linear systems

*These two authors contributed equally; kgui@uchicago.edu,
dalzel@amazon.com

Previous Methods SP + CSP Method

3|3 E
= 3 -
G -
© — . H L]
B 3 C ——
€| 3 = —
2 - —
Z - ——
Circuit Depth Circuit Depth
[] Spacetime allocation for R, gate
[T Other spacetime allocation
Figure 1: lllustration of spacetime allocation in our state

preparation method (SP4CSP) vs. previous methods. Green
regions correspond to spacetime allocated for arbitrary single-
qubit rotations. Orange regions correspond to spacetime al-
located to qubits that are active (i.e., not in |0)) without
single-qubit rotations; they might experience, e.g., CNOT or
Toffoli gates or might be idling while entangled with other
qubits. In our method, the spacetime allocation is asymptot-
ically smaller than the product of qubit count and depth.

of equations [13-15], and synthesizing unitary opera-
tions [16-18].

The state preparation problem is to create an arbi-
trary quantum state of the form:

1 ¥l
) = T > i) (1)
i=0

where n denotes the number of qubits, ||-|| denotes the
standard Euclidean norm, and x is a 2"-dimensional
vector with components z; € C. In many appli-
cations, it is sufficient to let z; € RT U {0}, and
henceforth, we assume this for simplicity; the addi-
tional phase information can be easily incorporated
with minimal overhead (see App. C). We also denote
N = 2" as the total number of parameters encoded,
the same as the dimension of the vector space.
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Gate Set | {U(2), CNOT} {H,S,T, CNOT}
‘ Depth ‘Spacetime AllocationH Depth ‘ Spacetime Allocation
Sun et al. [17] O(log(N)log(log(N))) O(N) O(log(N)log(log(N)) log(N/e)) O(Nlog(N/e))
Sun et al. [17] O(log(N)) O(Nlog(N)) O(log(N)log(N/e)) O(Nlog(N)log(N/e))
Zhang et al. [19] O(log(N)) O(N log(N)) O(log(N)log(log(N)/e)) O(N log(N)log(log(N)/e))
Yuan et al. [18] O(log(N)) O(N) Q(log(N) log(log(N)/e))t Q(N log(log(N)/e))
Clader et al. [20] O(log?(N)) O(N log?(N)) O(log?(N) 4 log(1/€)) O(N(log*(N) + log(1/€)))
This Work (SP) O(log(N)) O(N log(N)) O(log(N) + log(1/€)) O(N log(N/€))
This Work (SP+CSP) O(log(N)) O(N) O(log(N) +log(1/€)) O(N log(log(IN)/€))

Table 1: Comparison of our results to previous state-of-the-art low-depth QSP methods. N = 2" is the total number of
basis/parameters, and ¢ is the error precision parameter. Note that Sun et al. [17] proposed additional variations of the QSP
protocol with larger circuit depth and fewer ancilla qubits that all have spacetime allocation of ©(N) and O(N log(N/e€)). The
dagger T in the row for Ref. [18] indicates lower bounds from our calculation because the paper did not analyze the Clifford
+ T costs. Note that T depth is optimized in Clader et al. [20]. We also note that our SP4+CSP protocol allows some ancilla
registers to be dirty, similar to that in [16]. See the corresponding theoretical lower bound for spacetime allocation using {H,

S, T, CNOT} gate set in Sec. 2.3.

Recent advancement by Sun et al. [17] gave an op-
timal construction that creates [1)) with ©(2"/n)!
circuit depth wusing arbitrary single-qubit gates
and two-qubit CNOT gates (henceforth called the
{U(2),CNOT} gate set) and no ancilla qubits. On
the other hand, if ancilla qubits are available, one can
dramatically reduce the circuit depth. It is preferable
to use low-depth protocols when the state-preparation
procedure must be completed quickly or repeated
many times sequentially. Oftentimes, the quantum
algorithm that follows the preparation of |i))—for in-
stance, making a machine learning inference—runs in
depth poly(n), exponentially faster than the ancilla-
free QSP implementations, so low-depth state prepa-
ration is vital to make the overall runtime reasonable.

Toward that end, recent deterministic methods
[17, 19, 21] have achieved optimal ©(n) quantum cir-
cuit depth in the {U(2),CNOT} gate set. However,
this exponential depth reduction comes with an expo-
nential overhead in space. In other words, one would
need an exponential number of ancilla qubits. Re-
cent work [18] is able to achieve ©(n) depth with only
©(2"/n) ancilla qubits, which is optimal.

When considering the total required quantum re-
source tradeoffs, metrics such as circuit depth, circuit
size, and qubit count are typically considered. As-
suming the physical architecture allows one to per-
form gates in parallel, the circuit depth is a proxy for
the overall runtime of the computation, and the qubit
count represents the overall amount of space that
must be allocated to the computation. We now pro-
pose another metric—spacetime allocation—the total
time that each individual qubit must be active (i.e.,

IThroughout the paper, we use O(f(n,1/€)) notation to
indicate that the cost is upper bounded by a constant num-
ber times f(n,1/¢) as n,1/e — oo, Q(f(n,1/€)) to denote
lower bounds, and ©(f(n, 1/€)) when there are upper and lower
bounds that match up to constant factors.

not in the |0) state), summed over all qubits. The
spacetime allocation is bounded below by the circuit
size and bounded above by the product of the qubit
count and the circuit depth, but it carries a distinct
operational meaning. In a model where one wishes to
perform many distinct ancilla-intensive jobs (such as
rapidly preparing many independent n-qubit states)
with a fixed number of ancilla qubits, the availability
of fresh ancillae in the state |0) becomes the algo-
rithmic bottleneck. Assuming ancillae can be real-
located from one job to another as soon as they are
returned to the |0) state, the overall runtime to com-
plete the batch of jobs is determined by the space-
time allocation of the jobs rather than their depth or
size. State-preparation algorithms that are optimal
in terms of depth or size are not necessarily also op-
timal in terms of spacetime allocation. We will show
that when compiled into the {U(2), CNOT} gate set,
our state preparation protocol is simultaneously op-
timal in depth, size, and spacetime allocation up to
constant factors. This feat has already been achieved
by the state preparation method of Ref. [18], which
has ©(n) depth and ©(2"/n) qubit count, along with
©(2™) size and spacetime allocation.

However, in practice, it may not be possible to per-
form arbitrary single-qubit gates to exact precision,
and thus the {U(2), CNOT} gate set may not be ap-
plicable. In this case, we cannot hope to prepare the
state |1) exactly; rather, given an error parameter e,
we seek to prepare a state |t) such that

[14) =19 < e. (2)

For example, this is the case in most proposals for
fault-tolerant quantum computation based on error-
correcting codes, where logical single-qubit gates are
approximately performed using a sequence of logical
gates drawn from a discrete gate set (see, e.g., [22]). A
common choice of discrete gate set is {H, S, T, CNOT}
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(defined in the next section); we quote the scaling of
the resource cost of our protocol for approximate QSP
when compiled into this gate set. We use the ter-
minology approximate spacetime allocation and ex-
act spacetime allocation, denoted as SA,pprox and
SAcxact, to differentiate the cost in the two models.
Similarly, we denote the circuit depth in the two mod-
els by Dapprox and Dexact-

Crucially, in the {H,S, T, CNOT} gate set, for con-
stant target error €, the method of Ref. [18] does not
achieve ©(n) depth. While they do not explicitly re-
port the depth in this gate set, this can be seen by the
fact that their circuit has O(2") arbitrary single-qubit
gates spread out over O(n) distinct layers; to con-
vert to the discrete gate set while incurring constant
overall error, each single-qubit gate must be approxi-
mately decomposed into a sequence of depth at least
Q(log(n)), yielding total depth at least 2(nlog(n)).
Our state preparation method will have depth O(n)
even in the discrete gate set, when € is taken as a
constant.

The value of minimizing with respect to spacetime
allocation is also apparent in the context of realistic
hardware considerations. For example, in gate-based
near-term devices without error correction, reducing
the spacetime allocation (even as circuit size remains
the same) amounts to reducing the time that qubits
are left idling. By deallocating and reinitializing an-
cillas in |0}, this kind of idling time can be minimized,
and the impacts of noise can be made minimal. More-
over, idling of logical qubits is also costly in fault-
tolerant architectures, which require continuous error
correction even when no gates are being performed.
Each round of error correction requires a set of par-
ity check circuits and measurements, followed by a
nontrivial classical decoding calculation, all of which
contribute to the overall energy expenditure of the
computation.

Another feature of our constructions is that they
are garbage-free. This contrasts with some previous
work (e.g., [23, 24]), which perform a relaxed version
of the QSP task, where, instead of preparing the n-
qubit state |¢) from Eq. (1), one aims to prepare an
(n + a)-qubit state |¥) given by

2n—1
W)= o 3 @ili) @ aarbage)). ()
i=0
Typically, a would scale at least linearly in n; these a
qubits are left entangled with the n data qubits.
Allowing garbage makes the QSP task easier, and
in some applications, garbage is tolerable (since the
prepared state only acts as control qubits). However,
as long as the a ancilla qubits are entangled with the
data, they cannot be used as fresh |0) ancillae for
other tasks, and they continue to contribute toward
the spacetime allocation of the QSP protocol. More-
over, it is important to emphasize that this is a funda-
mentally different task. After tracing out the garbage,

the n-qubit state that results is a mixed state, which
lacks the coherence of the pure state in Eq. (1). This is
especially true when one wants to directly manipulate
the prepared states (e.g., in quantum linear system
solvers and quantum machine learning applications)
rather than only using them as control bits.

Lastly, we point out an interesting feature of our
state preparation protocol: a constant fraction of the
O(N) ancilla qubits needed to achieve logarithmic
depth can be dirty, that is, they can start in an ar-
bitrary state, and they will be returned to the state
they began in at the end of the circuit. Dirty qubits
are appealing because they can be prepared without
spending resources to fault tolerantly prepare high-
fidelity |0) states. Additionally, dirty qubits can be
qubits from another computation experiencing a long
period of idling, provided they are returned to their
original state before the end of the idling period.
This situation is especially salient when using the
{H,S, T,CNOT} gate set, since our state preparation
circuits involve a layer where some qubits are idling
and others experience a single-qubit gate sequence ap-
proximating a single-qubit rotation—the idling qubits
can be used as dirty ancillae for other state prepara-
tion instances. The possibility of state preparation
ancillae being dirty has been previously explored in
Ref. [16], which studied tradeoffs between the num-
ber of T gates and the number of dirty ancillae. We
believe with additional innovations, it may be possible
for the number of clean qubits to be further reduced
to be asymptotically better than O(N).

The contributions of this work are the following;:

1. We propose a novel, deterministic, garbage-free
quantum state preparation method, which we
call SP+CSP (Section 3), and we show that
in the {U(2),CNOT} gate set it simultaneously
achieves optimal depth and spacetime allocation.
We also show that in the {H,S, T,CNOT} gate
set, it achieves depth and spacetime allocation
that are both asymptotically superior to previ-
ous methods (see Table 1). A matching lower
bound shows that the depth-scaling is optimal in
this gate set, whereas the best lower bound on
spacetime allocation leaves open the possibility
of improvements by logarithmic factors.

2. We show how the optimal spacetime allocation of
our protocol allows it to prepare multiple copies
of a state more rapidly than other methods (Sec-
tion 4).

3. We discuss several applications of the optimal
spacetime allocation quantum state preparation
protocol (Section 5), including

(a) Quantum Machine Learning
(b) Hamiltonian simulation

(c¢) Solving linear systems with HHL-style
quantum algorithms
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4. We provide a circuit-level implementation for the
SP-+CSP method (Sec. 3 & App. A) with detailed
pseudocode.

5. We provide two gate-level implementation exam-
ples using Braket (Sec. 6).

We summarize our result compared to other state-
of-the-art results in Table 1, with a pictorial depiction
in Fig. 1.

To achieve these results, we build from the work
of Clader et al. [20], who gave a QSP method with
depth O(n) and qubit count O(2") under the as-
sumption that the FANOUT-CNOT operation—that
is, the product of up to O(2") CNOT gates sharing
the same control qubit—could be performed in a sin-
gle time step. Our protocol (we call it the SP proto-
col) eliminates the need for FANOUT-CNOT at the
expense of only constant-factor overhead in the num-
ber of ancilla qubits and the depth. The high-level
idea is to use a tree-like data copying circuit consist-
ing only of CNOT gates to copy the control bit into
many ancillas, so it can then be used to control many
operations in parallel (see App. A.1). However, this
observation is not alone sufficient—to achieve O(n)
overall depth, we require a delicate method that alter-
nates between layers of control-bit copying and layers
of controlled operations (see App. A.4). Like that of
Clader et al., this circuit has the feature that only a
constant number of layers involve single-qubit rota-
tions (which incur depth O(log(n/€)) when approx-
imately decomposed into a finite gate set), allowing
the overall depth to scale as O(n + log(1/e)). In
comparison, previous methods (e.g., [17, 19]) assem-
ble these single-qubit rotations across at least n lay-
ers, which would then make the total depth at least
Q(nlog(n/e)).

The SP protocol (and protocols designed in pre-
vious works such as [17] and [19]) does not achieve
optimal spacetime allocation since it fundamentally
requires O(2") ancilla qubits to be entangled with the
O(n) data qubits for a constant fraction of the O(n)
circuit depth, leading to O(n2™) spacetime allocation
(similar to what is illustrated on the left side of Fig. 1).
To circumvent this, we pursue an additional idea: pre-
pare roughly half of the qubits using the SP method,
and then perform controlled state preparation (CSP)
from those qubits into the rest of the qubits. Both SP
and CSP require only O(1) layers of single-qubit ro-
tations, preserving the O(n + log(1/¢)) depth for the
approximate compilation. Moreover, the full O(2")
ancilla qubits are only needed very briefly during the
CSP procedure, and most can be freed up after only
O(1) depth (illustrated as the right side of Fig. 1).
Ultimately, we show that O(2™) spacetime allocation
can be achieved. We also give a detailed circuit im-
plementation that shows the difference in spacetime
allocation requirements in App. A.7.

2 Background

This section will introduce the required quantum
gates and provide more details about the spacetime
allocation metric, as well as relevant lower bounds and
a summary of the relevant prior work.

2.1 Quantum Gates

In this work, we will use the following quantum gates:
X gate, S gate, T gate, Hadamard (H) gate, R, gate,
CNOT gate, SWAP gate, controlled-R,, gate, Fredkin
gate, and Toffoli gate.
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Table 2: Elementary Quantum Gates. Note that there is
some redundancy as S = T? and X = HS?H. The R, gate
can be approximated to arbitrary precision as a sequence of
H, S, and T gates (see, e.g., [22])
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Table 2 shows the elementary quantum gates
required for the {U(2),CNOT} gate set and the
{H,S, T,CNOT} gate set. We also summarize all
other required quantum gates that can be constructed
in Fig. 2, 3, 4, and 5.
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Figure 2: SWAP Gate Decomposition Using CNOT
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Figure 3: Toffoli (CCNOT) Gate Decomposition Using H, T,
CNOT [25]
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Figure 4: Fredkin (CSWAP) Gate Decomposition Using
CNOT, Toffoli [26]

D
A\

= D

ol —e{r o fe{ren

Figure 5: Controlled Rotation Gates (CR, and CCR,) De-
composition Using Ry, CNOT, Toffoli

2.2 Spacetime Allocation — QPU “Core

Hours”

In classical computing, “core hours” [27] refers to the
number of CPUs used to run a certain computing
task multiplied by the duration of the job in hours.
We now define the a quantum analogue of the classi-
cal “core hours” as the quantum spacetime allocation
cost, equivalently defined in either of the following
ways

e Sum of the individual duration (depth) that each
logical qubit is active (i.e., not in the |0) state)

e Sum of the number of active qubits in each layer

Or quantitatively:

<
|

—

u

-1

SA = d; = qs (4)

s
Il
o
~
I
o

where d is the total depth, ¢ is the total number of
qubits, d; is the active time (depth) for the i*" qubit,
and ¢ is the number of active qubits at layer t.

In the case that all qubits are active for the entirety
of the computation, the spacetime allocation is simply
the product of the circuit depth and the total number
of qubits. However, if most of the ancilla qubits are
needed only briefly and can be reset to the |0) state
before the end of the computation, the spacetime al-
location can be significantly less [28]. In this work, we
will show that freeing up the ancilla qubits at early
times can bring asymptotic spacetime allocation ad-
vantage for quantum state preparation.

2.3  Lower Bounds

Previous work has shown QSP lower bounds for cir-
cuit depth, size, number of qubits, and the corre-
sponding tradeoffs therein [17, 29] when using only

arbitrary single-qubit gates and CNOT gates. Since
each gate in the circuit acts on at least one qubit, at
least one qubit must be active per gate in each layer.
Thus, the number of gates provides a lower bound for
the spacetime allocation.

Lemma 2.1. If a quantum circuit has circuit size C,
its spacetime allocation must be at least C.

Consequently, if we wish to lower bound the space-
time allocation, it suffices to bound the circuit size.
An arbitrary quantum state is described by O(2")
real parameters. Each single-qubit gate can intro-
duce at most O(1) real parameters, so there must be
(2™) single-qubit gates. Additionally, any consecu-
tive single-qubit gates on the same qubit that do not
have a CNOT in between can be combined into a sin-
gle gate, so the number of CNOTs must be in the
same order as the number of single-qubit gates. This
line of reasoning gives rise to a lower bound on circuit
size [29].

Lemma 2.2 (Section II of [29]). A quantum circuit
consisting of gates drawn from {U(2),CNOT} that
prepares an arbitrary n-qubit quantum state must have
at least Q(2™) CNOT gates and at least Q(2™) U(2)

gates.

Corollary 2.2.1. A quantum circuit consisting of
gates drawn from {U(2),CNOT} that prepares an ar-
bitrary n-qubit quantum state must have at least 2(2™)
spacetime allocation.

Similar lower bounds are possible in the

{H,S, T,CNOT} gate set.

Lemma 2.3. A quantum circuit consisting of gates
drawn from {H,S,T,CNOT} that prepares an ar-
bitrary n-qubit state to error € must have at least
Q (M) size.
n+log(log(1/¢))

Proof. We follow the logic similar to Theorem 9 of
[30]. Following Lemma 1 in [30], the circuit size
C must satisfy Clog(C) > Q(2"log(1/€)). Letting
U = Clog(C) and taking the logarithm on both
sides, we have log(U) = log(Clog(C)) > log(C),
and hence C = U/log(C) > U/log(U). Thus,
U > Q(2"log(1/€)) implies C > Q(2"log(1/¢)/(n +
log(log(1/¢)))). O

Note that Ref. [16] has shown that the number of
T gates can be significantly smaller than this lower
bound, an interesting fact since T gates are signifi-
cantly more expensive than the other gates in many
approaches to fault-tolerant quantum computation.

Corollary 2.3.1. A quantum circuit consisting of
gates drawn from {H,S, T,CNOT} for preparing an
arbitrary n-qubit state to error € must have at least

( 2" log(1/€)

m) spacetime allocation.
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It is unknown whether the lower bound in Lemma
2.3 and Corollary 2.3.1 is tight.

Lower bounds on depth can also be shown in
both gate sets.

Lemma 2.4 (Theorem 3 of [17]). A quantum cir-
cuit consisting of gates drawn from {U(2), CNOT}
that prepares an arbitrary n-qubit state using q an-
cilla qubits must have depth at least Q(max(n, qa_—n))

Lemma 2.5. A quantum circuit consisting of gates
drawn from {H,S,T,CNOT} that prepares an arbi-
trary n-qubit state using O(2") ancilla qubits must
have depth at least Q(n + log(1/e)).

Proof. First we examine the n dependence for any
constant € < 1. Following a similar argument as [17,
Theorem 3], at depth D, the number of gates that
are in the “lightcone” of the n data qubits is upper
bounded by n2P. The rest of the gates can be ig-
nored. Since there are a constant number of gates in
the gate set, the total number of unique output states
is upper bounded by eO(n2”), Meanwhile, Eq. (4.85)
of Ref. [31] asserts that the number of circuits needed
to cover the entire set of n-qubit states up to e = O(1)
precision is at least e2(2"). Together, these imply that
D = Q(n). Separately, we can lower bound the e
dependence as D = Q(log(1/e¢)) directly from Theo-
rem 9 of [30], once we set ngp. = O(2™). These two
bounds hold independently for sufficiently large n and
sufficiently small €, thus the sum of the bounds must
also hold (up to a constant factor that can be ab-
sorbed into big-Q), implying the overall stated bound
of Q(n +log(1/e)). O

The SP+CSP circuit construction illustrated in
Sec. 3 will give an upper bound that matches the lower
bound of Lemma, 2.5.

2.4 Upper Bounds in Prior Work
241 {U(2),CNOT} gate set

To the best of our knowledge, the state-of-the-art
quantum state preparation [17, 18] methods achieve
the following depth, where a is the number of ancillae
available:

@(2%), if @ = 0 (need n data qubits)
Dexact = G(nQJ:a)’ ifa= 0(2”/’17,)
O(n), ifa:Q(%)

Here Deyact labels the depth of the exact quantum
state preparation circuit using the {U(2), CNOT}
gate set, a denotes the number of ancillae, and n de-
notes the number of qubits of the desired arbitrary
quantum state to be prepared.

We can compute the spacetime allocation upper
bound by simply multiplying the depth with the num-
ber of qubits required; we find that the lower bound

of Q(2") is saturated for any choice of ancilla qubits
a < O(2"/n), and in particular:

if Dexact =

_ Je@m), o(%)
SAexact - { 1f Dexact _ @(7{3

e@2"),

Interestingly, Sun et al. [17] also proved a depth
lower bound of Q(n) for circuits that use arbitrary
single-qubit and two-qubit gates, regardless of the
number of ancillary qubits from a graph theory per-
spective. In Sec. 3, we show that our SP4+CSP state
preparation protocol can also achieve ©(n) depth and
©(2") spacetime allocation. This provides an alter-
native construction to that of Ref. [18], which is also
optimal.

242 {H,S,T,CNOT} gate set

When compiled into gates from {H, S, T, CNOT} pre-
vious methods have achieved [17, 19] the following
depth, where a is the number of ancillae available:

O(2"log(2"/e))’ ifa=0
Dapprox = 4 O(nlog(n) log(2" /¢)), if a = O(ygmy)
O(nlog(n/e)), if a =Q(2")

We can also compute the spacetime allocation cost
by multiplying the circuit depth by the number of
qubits involved:

O(2"1og(2"/e)), ifa=0 .
SAupprox = ¢ O(2" 1og(2"/€)),  if @ = O )
O(n2"log(n/e)), if a =Q(2")

We also note that the method proposed by Yuan et
al. [18] will have at least Q(nlog(n/e)) depth and
(2™ log(n/e)) spacetime allocation. This was not
stated explicitly in the paper but can be deduced
from the fact that single-qubit rotations appear in
O(n) different layers and each requires depth at least
Q(log(n/e)) in the discrete gate set.

In addition, Clader et al. [20] gave a method
with depth O(log(2"/e)) and spacetime alloca-
tion O(2"log(2"/¢€)), but under the assumption of
unit time FANOUT-CNOT. Decomposing FANOUT-
CNOT with 2™ targets into two-qubit CNOT gates
incurs a multiplicative overhead of O(n) in the depth
of the protocol, which also induces a similar overhead
to the spacetime allocation (see Table 1).

In this work, we will show that our method achieves
the depth scaling of Ref. [20] in the {H,S, T, CNOT}
gate set (i.e. not requiring FANOUT-CNOT)
while achieving superior spacetime allocation of
O(2™log(n/e)).

3 SP+CSP State Preparation

In this section, we will walk through the details of
our SP+CSP method that achieves O(NV) spacetime
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allocation while keeping the O(log(N
the {U(2), CNOT} gate set.

Recall that we wish to create the n-qubit state |i))
in Eq. (1), which has known coefficients z;/||x|| in the
computational basis. We propose to use the following
method that first uses a state preparation step (SP) on
a subset of the data qubits, followed by a controlled
state preparation step (CSP). The rationale for do-
ing this rather than a direct SP is that the SP+CSP
protocol can harness both the advantages of SP and
CSP steps while avoiding their disadvantages if set
up correctly. We explain the details of the complex-
ity advantages and disadvantages later in this section
at Sec. 3.3.

The general idea of the SP+CSP protocol is to
partition the N = 2" basis states into M = 2™
non-overlapping sets of size % Computational basis
states for which the first m bits agree (when written
in binary) are placed into the same set. Denote the
M sets by J; with ¢ = 0,...,M — 1. For each i, we

2 jeu, 15l

We first prepare the state of m qubits (m < n):

)) depth using

let y; =

om _

Z Yi li (5)

The total state is now |¢) ® [0™~™).
Next, we perform the controlled state preparation
operation Ucsp, defined by

Use 107) = ||y||

Ucsp(li) @ [0"™™) =y ' > " a;l)  (6)

JjeJi
for a particular |i) state being controlled on, so that

2" —1

Ucsp(l¢) @ [0"7™)) = Z (7)

The circuit diagram is shown in Fig. 6. Implementa-
tion details of Usp and Uggp are shown in Fig. 7 and
Fig. 8.

|0™) — Usp (]
} )

o)

Figure 6: Circuit for the SP+CSP protocol that implements
state preparation of an arbitrary n-qubit state [¢)) by first
creating an m-qubit state |¢) and then performing controlled
state preparation into the final n — m qubits. The square
control O indicates a different operation is performed on the
final n — m qubits for each setting of the first m qubits.

We will now describe how to perform the Ugp and
Ugsp circuits.

3.1 SP Circuit Structure

To perform Usp, we give a method that has depth
O(m) and uses O(2™) ancilla qubits. The spacetime
allocation is thus at most O(m2™). If we require a
discrete gate set and have approximation error e, this
method achieves O(m+log(1/€)) depth and spacetime
allocation O(m2™ + 2™ log(m/e)).

The idea behind the SP protocol follows previous
literature and begins by defining M — 1 angles that
can each be efﬁciently computed classically from the
list of amplitudes {y;}X5*. For convenience and con-
sistency with previous hterature [8], we use a 2-index
angle definition to define the rotation angles:

om—s—1__

(VELT e el
2m—=s_1]

VEES T panel?

» (8)

Os.p = 2cos™

where s = 0,....m —1, and p = 0,...,2° — 1, for
atotal of 1 +2+ 4+ ... +2m 1 = M — 1 angles.
Naively, computing each angle can require querying
as many as O(2™) entries of the vector y, result-
ing in O(22™) total classical runtime. However, we
can reuse some of the computations by storing the

m—s

quantities S5, = Yo [Yp.2m-:14|? in a binary-tree
data structure with m levels [3]. The tree has 2m~!
leaves; we store the quantities Sy,—1,, in the leaves
for p=0,...,2m~ ! — 1. The tree is then constructed
recursively by the rule that a parent stores the sum
of its children. Since Ss, = Sot1,2p + Ss41,2p+1, We
can verify that the value of the pt* node at level s will
store the value Ss ,. The angle 6, , can then be deter-
mined only from the values stored at this node along
with its two children. The total work to construct the
entire tree is O(2™), and the tree has the added bene-
fit that if an individual entry of y is modified or if the
entries arrive in an online fashion, updating the tree
data structure can be classically done in time O(m)
by following a single path from a leaf back to the root.
Additionally, although we do not utilize this property,
in the case that y is sparse and has only d nonzero
entries, the tree structure will also be sparse and have
at most dm nonzero entries.

This 2-index angle definition will also give us more
convenience when labeling the ancilla registers hold-
ing the computed angles shown in Eq. (9) and the cor-
responding data qubits. In particular, s corresponds
to the index of the ancilla register A (referenced in,
e.g., Algorithm 5) as well as the index of the data
qubit being processed. Meanwhile, p corresponds to
the index of the qubit within the particular ancilla
register As.

Araujo et al. [24] proposed a low-depth strategy for
implementing Usp using O(M) ancilla qubits. The
general idea is to “pre-rotate” many angles by prepar-
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‘07n> Usp —

16)

SPF
A register [0M~1) ®S,p Ry (0s,p)

s,p
F register [0%~1) —] xe0r [ FLAG] 1 LrLact H xe0-0 | oV

Figure 7: Circuit that implements Usp, which prepares an arbitrary m-qubit state from the state |0™) with the assistance
of O(2™) ancillae that begin and end in |0). We let M = 2™ and clarify that the controlled rotation gate denotes M — 1

controlled rotations occurring in parallel, by different angles 65, with s =0,...,m
implementation of SPF and FLAG, given in the appendix, involves O(M

ing the states

o) = Ry6.,)10) = cos (%52 ) 10 s (%52 ) 1)
)

in parallel for each s =0,...,m—1,p=0,...,2°—1,
and then efficiently inject a subset of these states into
the data qubits. Which states are injected is con-
trolled by the data qubits themselves, leaving the data
qubits entangled with a large garbage register. Clader
et al. [20] showed how to uncompute the garbage us-
ing a flag mechanism. It was shown that the overall T
depth of the injection steps (e.g., SPF and FLAG) was
O(m), but the Clifford depth was not studied, and a
naive calculation would suggest the Clifford depth is
at least 2(m?) when we insist on using only two-qubit
Clifford gates, due to the existence of the FANOUT-
CNOT gate. In this work, we give an adapted version
of Ref. [20] by utilizing a bit-copying mechanism to
guarantee that the Clifford depth is also O(m).

The high-level circuit that accomplishes the Ugp
routine is shown in Fig. 7. The circuit describes
the gate sequence that prepares an arbitrary m-qubit
state |¢) with the assistance of 2M — 2 = 2m+1 — 2
ancilla qubits that begin and end” in |0). Note that
implementations of the SPF circuit and FLAG circuit,
discussed in App. A, require an additional O(M) an-
cillae not shown in the figure to implement the bit
copying mechanism mentioned above.

We now follow Ref. [20] and define the action of
circuits SPF and FLAG that appear in Fig. 7. First,
define the product states

2% -1
|®S>: |03,p> fOI'S:O,l,...,m—l

- (10)
1©) = X 10s)

s=0

Next, for each 7 = 0,...,
p=0,...,2°—1, define

M-1,5s=0,....,m—1,

_J1 ifp=jmod2°
fepii = {O otherwise (11)

2Note that the ancillas in the A register of Fig. 7 are only
guaranteed to end in |0) when the input to Ugp is [0™). On
other input states, this register may end up entangled with the
data qubits. See App. B for a discussion on why this feature
does not ruin the optimality of our protocol in applications
where the input is not always |0™).

—1land p=0,...,2° — 1. Note that the
) additional unshown ancilla qubits.

Thus, if we fix a value of j, there are m pairs (s, p) for
which f(s); = 1: in fact, for each value of s, there is
exactly one p € [0,2° — 1] for which f(;); = 1. The
values of (s, p) for which f(s); = 1 correspond to the
angle states |05 ,) that are injected into the data by
the SPF circuit for the data qubit setting |7).

The Usp procedure begins by preparing |©) into an
ancilla “angle” register (register A in Fig. 7) of size
M —1 using M —1 parallel R, gates. The SPF circuit
is then applied, which injects some of the angle states
into the data and produces the action

M—1
SPF (10™) [©)) Zyg 170 1g5) - (12)
where
m—12°—1
195 = &) @) 10sp(1 = famys)) - (13)
s=0 p=0

Here, the notation |6(1 — f)) is used to denote that
the state is |#) when f = 0 and |0) when f = 1.
In other words, the registers holding |6, ) for which
fts;p; = 1 are replaced with |0). We see that the
output of SPF has the correct amplitudes as the target
state |¢), but leaves the data entangled with an (M —
1)-qubit garbage register.

The FLAG operation computes the bit f(, ,y; into
a fresh ancilla “flag” register? (register F' in Fig. 7)
for each pair (s,p), i.e

s

—
no

FLAG(|5) [1M1) ® femi) (14)
p=0

S

3

Il
=}

while leaving the garbage states on the angle qubits
untouched. Thus, by applying a controlled-R,(—6; ;)
gate controlled by the flag bit (1 — f(s ;) onto the
angle qubit in the state |05,(1 — f(sp;)) after the
FLAG, we reset all of the angle qubits back to |0).
This is done in parallel for each pair (s,p). Finally,
the adjoint of the FLAG operation (FLAG') can be
applied to uncompute the flag bits and bring the flag
register back to [0 ~1). The output of this process is
the state |¢) without any garbage.

9The need for a flag mechanism following the SPF circuit
is the origin of the letter F in the name of the SPF circuit
(SP stand for “state preparation”) and also in the name of the
LOADEF circuit (presented in the next section).
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The construction for SPF and FLAG described in
Ref. [20] was only optimized for the T-depth and T-
count. The Clifford count and depth were not ex-
plicitly studied. Moreover, it was assumed that a
FANOUT-CNOT gate with an arbitrary number of
targets could be performed in a single time step. In
the appendix, we detail our constructions for the SPF
(Sec. A.4) and FLAG (Sec. A.5) subroutines. There,
we illustrate how both subroutines can be performed
in O(m) depth and O(m2™) spacetime allocation us-
ing {U(2), CNOT} gate set and near-optimal costs for
{H,S, T,CNOT} gate set.

We document the pseudocode of the SP circuit im-
plementation below in Algorithm 1.

Algorithm 1 SP Circuit (see Fig. 7)

1: procedure SP(m, D, A, F)
> D: data register of size m
> A: angle register of size M — 1
> F: flag register of size M — 1

2: for s in range(m) and p in range(2°%) do

3: Classically compute 6, , from y > Eq. (8)
4: end for

5: for s in range(m) and p in range(2°) do

6: Ry (0s,p, As p) onto fresh “angle” ancilla

7: end for

8: SPF(D, A, m) subroutine > O(m)
9: for s in range(m) and p in range(2°) do

10: X(Fs,p) onto fresh “flag” ancilla

11: end for

12: FLAG(D, F,m) subroutine > O(m)
13: for s in range(m) and p in range(2°) do

14: CR ( Sp,Fsp,A )

15: end for

16: FLAGT(D, F,m) subroutine > O(m)
17: for s in range(m) and p in range(2°) do

18: X(Fs,p) to reset “flag” ancilla to |0)

19: end for

20: end procedure

> Total Dexact: O(m)

> Total Dypprox: O(m + log(m/e))

> Total SAexact: O(m2™)

> Total SAapprox: O(m2™ 4 2™ log(m/e))

3.2 CSP Circuit Structure

The controlled state preparation circuit prepares a
different n —m qubit state for each of M possible set-
tings |k) € {|0),...,|M — 1)} of an m-qubit control
register. Thus, for each k, there are 2"~ —1 = & —1
angles, which we denote by 992, fors=0,...,n—m—
landp =0,...,2°—1. These angles can be computed
from the amplitudes of x by the equation (c.f. Eq. (8))

The total number of angles is then N — M. The states
\92@) are then defined as in Eq. (9), and the product
states |(~)§k)> and |©™) as in Eq. (10). We document
the pseudocode of the CSP circuit implementation in
Algorithm 2.

Algorithm 2 CSP Circuit (see Fig. 8)

2n—m—s— 1 -1
\/Z |.’I/‘k2n—m+p‘2n—m—s+l‘2

k) _
Gg’g =2cos”

27’1 m—s 1
\/Z |Tan—mppon—m—siq]?
(15)

1: procedure CSP(m, n, D, B, F)
> D: data register of size m —n

> B: buffer register of size % -
> F': flag register of size % 1

2: for k in range(2™) do

3: for s in range(n — m) and p in range(2*)
do

4: Classically compute 9&2 from x > Use
Eq. (15)

5: end for

6: end for

7: for s in range(n — m) and p in range(2°) do

8: X(Fs,p) onto fresh “flag” ancilla

9: end for

10: LOADF(D, B, F)[ng,z] load angles into buffer
ancillae > O(n)

11: SPF(D, B,n—m) to prepare n—m qubit state

with garbage > O(n —m)
12: FLAG(D, F,n —m) > O(n —m)
13: LOADF'(D, B, F)[ngg] to unload angles in

buffer ancillae > O(n)
14:  FLAGY(D,F,n—m) > O(n —m)
15: for s in range(n — m) and p in range(2°) do
16: X(Fs,p) to reset “flag” ancilla
17: end for

18: end procedure

> Total Dexact: O(n)

> Total Dypprox: O(n + log(n/e))

> Total SAexact: O(2")

> Total SAapprox: O((n —m)2"~™ 4 2™ log(n/¢))

The controlled state preparation circuit, shown in
Fig. 8, is a generalized version of the controlled state
preparation circuit proposed in Clader et al. [20]. The
general idea of the CSP circuit is to first, controlled
on the control register being |k), load in the correct
state [©). Once this has been done, the same SPF
circuit as was used for the Usp protocol is applied to
inject the correct angles into the n—m data qubits. A
FLAG mechanism similar to that of the Usp protocol
is then employed to disentangle the data from the
angle register and reset4 the angle register to [0 ~1).

The loading and unloading is accomplished with a

circuit we call LOADF, similar to (but not the same
as) the LOADF in Ref. [20], which is defined by the

4Note that the angle register (B register from Fig. 8) is only
guaranteed to end in [0 —1) when the input to Uggp is |0™ ™).
See Footnote 2 and App. B.

Accepted in (Yuantum 2024-02-02, click title to verify. Published under CC-BY 4.0. 9



|9) i {1
o)

Loapr | |SPF

B register |03 1) oy [

LOADFT

{6(F)} ‘0ﬁ_1>

F register |07 1) —i X®Gr—1) &

| FLAG FLAG' |—| XO(-1) |— |07 1)

Figure 8: Circuit that implements the Ucsp operation, which prepares an arbitrary n — m qubit state for each setting of an
m-qubit control register, with the assistance of O(2"™ ™) ancillas that begin and end in |0). We let M = 2™ and N = 2".
Note that implementations of LOADF, SPF, and FLAG, given in the appendix, involve O(N) additional unshown ancillae. We
also note that in the actual implementation, one can reduce the first LOADF operation so that it is controlled only by the B

register (not on the F register, which is guaranteed to be in the

|1N/M=1y state at this stage in the circuit) in order to save a

constant depth. We choose to define the LOADF operator in this way only to avoid another definition of the later LOADF.

action

m—n—12°-1
LOADF <|k> |oN/M =1y [ R & Ifs,p>D
s=0 p=0
m—n—12°—1 m—n—12°—1
® R |® @11
s=0 =0 s=0 =0

(16)

= [k)

Note that if all the flag bits f,, are set to 1, the
state |©(*)) is prepared into the second register. Our
implementation of LOADF is shown in Fig. 19 in the
appendix, and involves an additional O(2") ancilla
qubits.

3.3 Overall depth and spacetime allocation

In this subsection, we compute the overall depth
and ancilla allocation of our protocol. To verify the
stated complexities of subroutines, we refer the reader
to the sections where those subroutines are imple-
mented. We state complexities in the {U(2), CNOT}
gate set, and then quote the associated complexity in
the {H,S, T, CNOT} gate set in (parentheses) when it
is different. We summarize all the individual complex-
ity contributions and the resulted total complexities
in Table 3.

Note that to achieve overall error € in state prepa-
ration or controlled state preparation, it suffices to
prepare each angle state |6, ,) to precision €/n. To see
this, note that the protocol is equivalent to a sequence
of n multi-controlled rotations on the data qubits. If
every angle is accurate up to error €/n, each of these
n unitaries is enacted up to spectral norm error €/n,
yielding total error at most e. More thorough justi-
fications of this appear in [20, Section V B| and [19,
Section VIIIA of Supplementary Material].

We begin with Ugp, implemented as in Fig. 7. The
parallel rotation gates and parallel controlled rota-
tion gates are accomplished in depth O(1) (Dapprox
= O(log(m/e€))), while the SPF and FLAG circuits

have depth O(m), yielding a total depth O(m) (total®
Dapprox = O(m +1og(1/e€)) = O(log(2™/¢))). The re-
quired total qubits are the m +2M — 2 that appear in
Fig. 7, plus an additional O(M) needed to perform the
SPF and FLAG operations. The product of space and
depth gives an immediate upper bound of spacetime
allocation O(m2™) (SAapprox = O(2™ log(2™ /e)), and
indeed for Ugp there is a matching lower bound (up
to constant factor).

We now consider Ucsp. Here, we again note that
to perform the operation to e precision, it suffices to
perform each single-qubit rotation gate to error €/n.
The LOADF operation has depth O(n) (Dapprox =
O(n+log(1/€)). Meanwhile, in this context, the SPF
and FLAG operations each have depth O(n — m),
yielding total depth O(n) (total depth O(n+log(1/€)).
The required total qubits are the n + 2/N/M that ap-
pear in Fig. 8, plus the additional O(NN) needed to
perform the LOADF, SPF, and FLAG circuits. The
product of space and depth gives an immediate upper
bound of spacetime allocation O(n2") (SAapprox =
O(2™log(2™/€))). However, in this case, the actual
spacetime allocation is better than this upper bound.
The LOADEF subroutine achieves spacetime alloca-
tion O(2") (SAapprox = O(2"log(n/e))) even though
it acts on O(2") qubits depth O(n) (Dapprox = O(n+
log(1/€))). Meanwhile, FLAG and SPF have space-
time allocation O((n —m)2"~"™). In total, the proce-
dure has spacetime allocation O(2" 4+ (n —m)2"~™)
(SAapprox = O(2™log(n/e) + (n — m)2"~™)).

Adding both parts together, the SP+CSP protocol
achieves depth O(n) (Dapprox = O(n +log(1/¢)) and
has spacetime allocation O(m2™ +2" 4 (n—m)2" ™)
(SAapprox = O(m2™ + 2™ log(n/e) + (n —m)2"~™)).

If m is chosen such that

[logy(n)] < m < [n —logy(n)], (17)
we see that the stated result of spacetime allocation
O(2™) (SAapprox = O(2" log(n/e))) is true.

SRecall that O(m + log(m/e)) = O(m + log(1/e)), since
log(m/e) = log(m) + log(1/¢), and O(m + log(m)) = O(m).
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Dewact | Dapprox | # Qubits | SAexact SAappros
Paralleled Ry 0(1) O(log(m/e)) o@2™) o(2™) O(2™log(m/e))
SPF (Usp) O(m) O(m) o(2™) O(m2™) O(m2™)
Paralleled X (Usp) o(1) 0o(1) o@2m) o2™) o@2™)
FLAG (Usp) O(m) O(m) o(2™) O(m2™) O(m2™)
Paralleled Control-Ry | O(1) O(log(m/e)) o(2m) o@2m) O(2™ log(m/e))
Total for Usp O(m) O(log(2™/€)) o@2m) O(m2™) 0(2™log(2™/e))
Paralleled X (Ucsp) o(1) 0(1) o@r—m) o@nm) o@r—m)
LOADF O(n) O(n +log(1/¢)) o(2") o(2") O(2™log(n/e))
SPF (Ucsp) O(n—m) O(n—m) o(2n—m) O((n —m)2n—m) O((n —m)2n—m™)
FLAG (Ucsp) O(n—m) O(n —m) o2mm) O((n —m)2"—™) O((n —m)2n—™)
Total for Ucgp O(n) O(n +log(1/¢)) o(2") 02" + (n —m)2"~™) O(2"log(n/e) + (n —m)2"~™)
Total O(n) O(n + log(n/e)) o(2") O(m2™ 42" 4+ (n —m)2"~™) O(m2™ + 2" log(n/e) + (n — m)2"~™)
If Eq. (17) Satisfied| O(n) | O(n+log(n/e)) | O(2™) o(2") O(2"log(n/e€))

Table 3: Individual Complexity Summary for Each Step of State Preparation Protocol. (M = 2™, N = 27)

In retrospect, we can pinpoint the rationale for pur-
suing the SP+CSP approach to state preparation.
The issue with simply performing the Usp protocol
with n = m is that it would require 2" — 1 ancilla
qubits to store the 2" — 1 angles, and each of these an-
cillae must remain allocated for the entire O(n) depth
of the circuit. The SP+CSP protocol gets around
this by first preparing the m-qubit state |¢), requir-
ing only 2™ — 1 angles, and for each of the 2™ ba-
sis states, preparing a different n — m qubit state in
the remaining qubits. The latter operation requires
2"~ — 1 angles (stored in the buffer ancilla register
B), so we avoid the need for O(2") angle states to be
allocated for the entire O(n) depth. The trick comes
from the ability to load the correct set of 2"~ —1 an-
gles among all 2" — 2™ angles with only O(2™) space-
time allocation, which is accomplished by our LOADF
implementation presented in the appendix.

In the appendix, we also comment on parts of the
LOADF subroutine where clean ancillae in the |0)
state can be replaced with dirty ancillae in an arbi-
trary state. In total, a constant fraction of the ancil-
lae in our construction can be dirty, but a constant
fraction must remain clean. Future work aims to in-
vestigate if a fraction of ancillae that asymptotically
approaches 1 can be made dirty. If that is the case, it
may be meaningful to differentiate between the por-
tion of spacetime allocation that corresponds to clean
ancillae and the fraction that corresponds to dirty an-
cillae.

4 Preparing Many Copies of Indepen-
dent Quantum States

This section will show how we manage to utilize
the novel encoding method we proposed in Sec. 3
to more efficiently prepare many copies of arbitrary
quantum states (same or different ones) using the

{U(2),CNOT} gate set. Specifically, we consider the
task of preparing a product state of w separate N-
dimensional states as quickly as possible. If we had
O(wN) ancilla qubits, we could perform state prepa-
ration on each of the w copies in parallel for total
depth O(log(N)). However, in applications, N is
likely to be large, and we may not have so many an-
cillae. Suppose we have only O(N) ancilla qubits—
enough to prepare one state in O(log(N)) depth,
but not w states. Naively, we could prepare the w
states in series, incurring depth O(wlog(N)). How-
ever, since the spacetime allocation required for a
single state preparation is O(N), the spacetime al-
location for preparing w states is O(wN), suggest-
ing that if the O(NN) ancillae are used reused opti-
mally, we might achieve O(w) total depth, rather than
O(wlog(N)). Indeed, we now illustrate that using
our SP+CSP protocol one can accomplish the task in
depth O(w + log(N)), which is constant O(1) depth
per copy when w > Q(log(N)).

There are two essential properties in the single-copy
arbitrary state preparation method we described in
section 3:

1. All ancilla qubits are disentangled from the data
qubits and returned to the |0) state. The previ-
ously used ancillae are ready to act as either new
data qubits or new ancilla qubits.

2. The amount of spacetime occupied by active an-
cilla qubits is only O(N), even though the depth
is O(log(NN)) and there are O(N) ancilla qubits.

Thus, once the ancillae are returned to |0), they can
begin to assist with the next state preparation, even
if the previous state preparation has not been com-
pleted. We can concatenate and stack many of the
state preparation circuits one after another.
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Quantitatively speaking, we can prepare many un-
entangled copies of the same quantum state

w—1
)" = j0™)
s=0
! om_1 Quw
= (HX” ; T; Z>> (18)

Here U,’s are the same quantum state preparation
unitary but acting on different [0™) states. The above
equation does not include ancillas that assist the im-
plementation of the U, unitaries: even though the
Us’s act on different |0™) data registers, they can share
many of the same ancilla qubits.

We can also prepare many copies of different unen-
tangled quantum states

w—1
® lthj) = H Ua
d=0 =

d=

0)¢

Here Uy’s are different quantum state preparation
unitaries acting on different |0™) states and preparing
different N-dimensional states described by the vector
of coefficients x?. Even though each Uy is mathemat-
ically different, the exact quantum gate scheduling is
the same. The only difference is the single-qubit ro-
tation angles.

4.1 SP+CSP Multi-Copy

In order to prepare the joint state in Eq. (19), we can
now let Uy = Ug(csp)Ugspy- We first execute all the
Uqsp) circuits in parallel and let m = n — [logy(n)].
That is, we first prepare the state

w—1
H Uj(sp)
d=0

where |¢g) is defined from x* as in Eq. (5). Then, we
jointly execute all the Uycgp) circuits.

H Uq(csp) <®(|¢d> ® |0nm>)> = ® |tba)

d=0
We do not have sufficient ancillae to perform these
circuits in parallel, so we perform them with some
“indentation” k between each other. That is, we begin
the d = 0 protocol at layer 0, the d = 1 protocol at
layer k, the d = 2 protocol at layer 2k, etc.

We illustrate the above operation as a quantum cir-
cuit in Fig. 9. If we choose m = n — [log,(n)], the
first operation described in Eq. (20) can be achieved
in O(log(N)) depth and O(N) spacetime allocation.
Since each of the Uygp) is using % qubits, up to

w—1
0" = @)(|6a) @10"™) . (20)
d=0

d

ﬂ E Ucse i)
Usp 1) it
Ucsp [$2)

Ucsp|¥s)

Ucspl$a)

Usp [2)

Usplis) i
-

Usp ) —\

Figure 9: lllustration of stacking different SP4-CSP circuit
together (w = 4)

O(log(N)) joint states can be parallelized in this way
without introducing additional ancilla qubits.

Now let’s walk through the second operation de-
scribed in Eq. (21). The most ancilla-consuming
steps of the CSP circuit are the LOADF operations,
and in particular, the layer of doubly-controlled rota-
tion (CCRy) operations that appear in Fig. 19 of
the appendix, which requires O(N) ancillae in the
A register. Note that these ancillae can be quickly
freed up after the parallelized CCR, operations by
the CopySwap operation under O(N) spacetime allo-
cation, as shown in Fig. 19. Thus we can indent the
Ucsp part of the later Uy’s by some constant number
of layers k.

Besides the A register that uses O(NN) ancillae,
we also have the C, B, and F registers (as shown
in Fig. 19) in the Ucsp operation. By choosing
m = n — [logy(n)], we would have negligible ancilla
counts for the C register (m - & = mlog(N) ancil-
lae), the B register (M = % ancillae), and the F'

register (£+ = n ancillae). Therefore, they will not
contribute much to the overall spacetime allocation
cost.

We offer a toy model gate-level illustration in
Fig. 10. We can see that the circuit depth will be
2w + log(N) instead of wlog(/N). The number of an-

cillae used is upper bounded by 8N.

Left: Right:
Indented Ucgp Previous Method

Tl
c
=
(0]
[TTTTTICT I ; .
[T I I
I
[TTTTTIL I
LLLdtbratriatl
TTTTTTTTITTTITTTT

10: Illustration of stacking a portion of the Ucsp
circuit (LOADF) with indentation k = 2.

When the ratio between w and log(N) grows larger,
which is often the case in near-term applications such
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as amplitude encoding for quantum machine learning
(as illustrated in Sec. 5.1), we would effectively have
state preparation circuit depth of O(w), same as the
depth using the protocol proposed in [18].

When using the {H,S,T,CNOT} gate set, one
can develop specific compilation strategies that uti-
lize this early-ancilla-free-up structure based on the
particular e values. Asymptotically speaking, since
each state preparation occupies spacetime alloca-
tion O(N log(log(N)/e)), with O(N) ancilla qubits
it would be possible to create w states in depth
O(wlog(log(N)/e) + log(N) + log(1/e€)).

5 Applications

In general, quantum measurements are probabilistic.
Therefore, for many quantum algorithms, we typically
need to run many shots with the same quantum cir-
cuit setup. That is, we will need to execute the entire
circuit (state preparation, algorithm circuit, and mea-
surement) many times to get enough measurement
precision. Therefore, for many quantum algorithms
that require multiple shots/executions and arbitrary
quantum state preparation, our novel state prepara-
tion method can reduce the average time-per-shot by
as much as a factor linear to the number of qubits.
However, there exist more concrete examples where
our novel encoding methods can provide advantages
beyond the need to improve measurement precision,
including but not limited to: quantum machine learn-
ing, Hamiltonian simulation, and solving linear sys-
tems with algorithms in the style of the Harrow—
Hassidim-Lloyd (HHL) algorithm [13].

5.1 Quantum Machine Learning — Batching

One proposed quantum advantage for machine learn-
ing tasks is utilizing quantum computers’ exponen-
tially large Hilbert space to encode and process data
in parallel, providing potential speedup over classical
machine learning methods. One of the bottlenecks to
realizing such an advantage is that encoding the clas-
sical data into the quantum machine in an exponen-
tially compact form (amplitude encoding [8]) is costly.
In amplitude encoding, we wish to encode the feature
vector X = [xg, 1, ..., zy—1] into the amplitude of the
quantum state such that

1 N—
= o N (22)
1=0

Notice that N = 2™, where n is the number of required
qubits. This indicates we can encode the feature vec-
tor in an exponentially compact way.

For instance, if we have a 2 x 2 image that has a
pixel value array of x = [232, 31, 62, 137] (each pixel
has an integer color value ranging from 0 to 255), we

only need log,4 = 2 qubits to encode the values on
the amplitudes:

|y = 0.834|00) + 0.111]01) + 0.223]10) + 0.492 |11)
(23)

In typical machine learning tasks, a model is trained
by feeding it many copies of training data and adjust-
ing the parameters in the model to minimize a loss
function evaluated based on that data. One can up-
date the parameters after computing the loss sum of
many data points (e.g., batch gradient descent [32]).
In the quantum computing setting, one could ex-

ecute a QML iteration as follows (also depicted in
Fig. 11):

1. encoding many data points into separate quan-
tum states simultaneously;

2. processing all states with, e.g., separate quantum
neural network circuits simultaneously; and

3. measuring the output of each circuit simultane-

ously (disjoint or joint measurements) and com-
puting the total loss.

. [
" 2 |

®

= I

o ®

®
I |¢ul>

QNN circuit part 1 — Compute loss_1

QNN circuit part 2 — Compute loss_2

QNN circuit part m — Compute loss_w

total_loss = loss_1+loss 2+ ...+ loss w

Figure 11: simultaneous execution method example

Since the encoding process can take significant por-
tions of the total required quantum resources, one
must consider the best strategy for state preparations.

Using our SP4+CSP encoding method, we would be
able to achieve O(w-+log(N)) circuit depth using only
O(N) qubits, using the indentation method described
in Sec. 4. In principle, one could encode many data
points in effectively constant depth, given O(N) an-
cilla qubits. When running on near-term machines,
this effectively matches the best available theoretical
performance using the protocol proposed by Yuan et
al. [18] using the {U(2), CNOT} gate set. The actual
best strategy using near-term machines will depend
on the machine properties, such as additional avail-
able native gates (e.g., CSWAP) and connectivity al-
lowance. For fault-tolerant level quantum machine
learning algorithms (e.g., using the {H,S, T, CNOT}
gate set), our SP+CSP protocol has clear advantages
in terms of both depth and spacetime allocation.
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5.2 Hamiltonian Simulation — Linear combi-
nation of unitaries

Hamiltonian simulation is the task of synthesizing the
time evolution unitary U(¢) given a length of time ¢
and a description of some Hamiltonian H. For ex-
ample, Hamiltonian simulation allows one to measure
the properties of a time-evolved state

() = U(t) [(0)) (24)
where |¢(0)) is the initial state and
U(t) = e H (25)

One method to perform Hamiltonian simulation is
to use linear combination of unitaries (LCU) [9, 33].
The idea of this method is to approximate the Hamil-
tonian evolution operator with a Taylor expansion
truncated to order K and then expanded as a linear
combination of (unitary) Pauli matrices

K (_; k
U(t)zz% (26)
-
=) BiV; (27)
§=0

where V; are Pauli matrices and the number of Pauli

Lo . L K
matrices in the linear combination is T' = >, L*,

where L is the number of Pauli terms in the Hamilto-
nian H. Let a = [log,(T)].

Implementing the linear combination of unitaries is
then done by constructing a SELECT operator and a
state-preparation operator B, defined as

I'—1
SELECT = |j) (| ®V; (28)
=0
-1 .
Bloe) = =0 VA D) vaj ) (29)
\V 2j=0 Bi
Combining these to form
W = (B'® )SELECT(B®I), (30)
we see that
. . SIOBVE U
(e nw (o) e 1) = 200 U0
ijo Bj Zj:() Bj
(31)

The above equation is equivalent to the statement
that W is an approximate “block-encoding” of U(t)
[34, 35], with block-encoding factor ZJF;OI Bj. Thus,
U(t) can be applied by application of W and postse-
lection onto the ancilla state |0%), which occurs with
probability (Z;;Ol ;) 2. The success probability can
be boosted to 1 by dividing the evolution time t into

r segments of length ¢/r for a specific choice of r, and
applying oblivious amplitude amplification [9, 10].

In any case, the state-preparation operator B
is a key subroutine of the algorithm, which could
be implemented in shallow depth with our state-
preparation method. In a typical quantum chem-
istry simulation setting, the second-quantized Hamil-
tonian considered includes two-electron and some-
times three-electron integrals, which would make T’
scale as O(n*) [36] and sometimes O(n%) [37, 38]
(where n indicates the number of orbitals). The num-
ber of terms in the LCU will be even larger (depending
on the truncation parameter); however, our low-depth
state preparation method would have depth scaling as
O(log(n)).

Recent works [39-41] have shown the advantage of
performing joint measurements on multiple copies of
quantum states (e.g., |¢(¢)) in Eq. (24)) compared
to separate measurements of the end states. Doing
this would give us a better sample complexity scal-
ing, which, in the end, will result in better total circuit
complexity by saving the total number of circuit exe-
cutions in order to reach certain measurement thresh-
olds.

5.3 Quantum linear system solving — Repeat
until Success

The classical linear system problem is defined as fol-
lows: given an N x N invertible matrix A, and a
N x 1 vector b, find the solution vector x such that
Ax = b. The quantum linear system problem is to
perform the following related task: prepare a state
|x) = ﬁ >, ©i i) whose amplitudes are proportional
to the solution vector x. While the state |x) does not
give access to all N entries of the vector x, multiple
copies of |x) can be used, for example, to estimate
expectation values (x| M |x) of observables M. The
first quantum algorithm for solving the quantum lin-
ear system problem was by Harrow, Hassidim, and
Lloyd (HHL) [13]. Their solution begins by prepar-
ing the state |b) = ||b|| =] b; |i), where b; are the
entries of the vector b. Then, if A is sparse and,
assuming coherent query access to the entries of A in
polylog(N) time, the state |x) can be prepared to high
precision in time poly(x,log(N)), where x is the con-
dition number of A, that is, the ratio of the largest to
smallest singular values. When x = O(1), this is expo-
nentially faster than classical methods that manipu-
late vectors of length- N, such as Gaussian elimination
or conjugate gradient descent [42]). However, read-
ing out useful information from |x) can often negate
this exponential speedup (leaving the possibility of
a polynomial speedup) in specific applications, such
as solving differential equations [43]. Even in these
cases, there is still a possible exponential advantage
in space complexity, due to the exponentially com-
pact representation of the data involved as quantum
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states. Relatedly, this compactness is leveraged to
yield an unconditional exponential quantum advan-
tage for the linear system problem in the communica-
tion complexity setting [44].

It is important to note that even if A is a sparse
matrix, the vector b can often be dense. This is the
case, for example, when solving differential equations
via mapping to linear systems [43], where b encodes
arbitrary boundary conditions of the problem. Thus,
preparing the state |b) as the first step of the quan-
tum algorithm is precisely an application of our state-
preparation protocol.

There are a few reasons that our low-depth state
preparation protocol is well suited for usage within
algorithms for the quantum linear systems problem.
When b is dense, preparing b will dominate the algo-
rithm’s runtime unless a low-depth state-preparation
method is used. Furthermore, extracting information
from the solution vector |x) may require repeating
the algorithm many times, and thus preparing many
copies of |b); as outlined in Sec. 4, the fact that our
method has optimal spacetime allocation allows many
copies to be rapidly prepared with efficient ancilla
usage. Furthermore, depending on which quantum
approach is taken, the algorithm itself may require
preparing many copies of |b) to generate a single
copy of |x). For example, in modern approaches such
as [34], one can access the matrix A, via a unitary
“block-encoding” Uy,4. Using signal processing tech-
niques, one can create a block-encoding U -1 of A71.
The unitary Us-1 uses O(k) calls to the unitary Usg,
and performs the operation (up to small error)

Ua-1 [b) [0°) = c[x) [0°) + | L) (32)

where | L) is in the null space of the projector I ®
|09) (0], and |¢|] = O(1/k). A measurement of the
ancilla register then produces the desired state |x)
with probability |c|? = O(1/k?). Thus, to produce
|x), it suffices to create O(k?) copies of |b) and make
O(k) queries to U, for each copy, for a total of O(k3)
queries. In principle, these copies could be processed
in parallel, and, as described above, our method offers
a minimal-depth approach for preparing \b>®(o('€2))
with only O(N) ancillae. Using amplitude amplifica-
tion, the number of queries to U4 can be reduced
to O(k?), which would involve O(k) serial reflec-
tions about the state |b), an operation that can be
performed optimally by our protocol (see App. B).
Finally, using variable-time amplitude amplification
[14, 34] or ideas from adiabatic quantum computing
[45, 46], the Ua query complexity can be further re-
duced to O(x). This process also requires O(x) serial
applications of our state-preparation protocol.

5.4 Block-encodings

We have already seen above how block-encodings are
useful as a framework for giving a quantum algo-

rithm, such as Hamiltonian simulation or quantum
linear systems solvers, access to some underlying data
[34, 35, 47]. Quantum state preparation is also a use-
ful ingredient for constructing block-encodings.

The definition of a block-encoding of a matrix A is
a unitary Ua where A appears in the upper left block,
scaled by some constant « such that ||A/«| < 1:

vo= [0 a3

For example, given a Hamiltonian H representing
some physical system, one may seek a block-encoding
Uy of H, which can then be used to build algorithms
that produce the ground state or thermal state of H.
It can also be used to perform Hamiltonian simulation
via qubitization [12, 35], a technique that can have
superior performance to the LCU method discussed
previously.

How the block-encoding U4 is constructed depends
on the contents of A and the context of the algorithm.
Many of the most common methods explicitly involve
the need for QSP or controlled QSP (see Sec. 4.2 of
35]).

For example, when A is a Gram matrix—that is, a
matrix for which entries A;; = (¢;|¢;) for some sets
{1¥i) }i, {|¢;)};—one can provide a block encoding of
AasUy = UEUR, where Uy, and Ug are unitaries that
prepare the arbitrary states [1;) and |¢;) [35, Lemma
47]). A similar approach can be used to construct
block-encodings of arbitrary matrices [20, 34].

Both Uy, and Uy can be constructed using our con-
trolled state preparation protocol with the optimized
depth of O(log(N)) and O(N) ancilla qubits.

6 Code Availability

We present two gate-level implementation ex-
amples at https://github.com/guikaiwen/QSP_
Paper_Artifact, including:

e a2+ 2case (m =2, n=4) case without COPY

e al+ 2case (m=1,n=3) case with COPY
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A Circuit implementations

A.1 Qubit Data Copying

Our implementation of SPF and FLAG circuits will require additional ancillae that are used as part of coherent
data-copying subroutines. That is, we perform the isometry, which was also utilized, for example, in Refs. [17, 18]

al0) + B[1) = a|0%) + 5[1%) (34)

using only CNOT gates and in depth [log,(c)]. We will need this subroutine because we often want to perform
many CSWAP gates with disjoint targets but controlled by the same register. We can accomplish this in
shallower depth by copying the control register and applying the CSWAPs in parallel. Clader et al. [20] avoided
this issue by assuming the ability to do FANOUT-CNOT with an arbitrary number of targets, which is a Clifford
gate, in a single time step.

The protocol for copying consists of [log,(c)] sequential depth-1 operations, labeled by &, .. ., EB“OgQ(C)]_l.
We refer to these as copying layers. In particular, @ ; consists of a single layer of 2/ parallel CNOTs where the
targets of the CNOTs are fresh ancillae. This is illustrated in Fig. 12 and described in Algorithm 3. Notably,

while the total number of qubits is ¢ and the depth is [log,(c)], most of the ancillae need not be allocated until
close to the end of the protocol, and thus the spacetime allocation is ©(c), rather than O(clog(c)).

I I
aloy+51) — - 4. H H | :
| @0 L] || | |0> Al |
) ¢ :
— — ' 10) ———
I I
- I . ) & al0%)
COPYs = D, = I I +
— — ! '10) —b B|18)
I I
— — | 1 10) D
I I
— — ! '10) &
I I
- - | |0y ———————
I I

Figure 12: Example circuit implementing state copy subroutine for ¢ = 8 qubits. An arbitrary single-qubit state « |0) + 31) is
copied into ¢ = 2° qubits (in the sense of mapping to a [0°) + 3 |1°)) via a series of ¢ layers of CNOTs, denoted @O, R EBt_r
The ¢ — 1 qubits are fresh ancilla qubits that begin in the state |0). The depth is log,(c), and the spacetime allocation is only
¢, as seen in the right diagram, by waiting to allocate ancillae until the final moment that they are needed.

Algorithm 3 State-Copy Subroutine

1: procedure COPY.(R)
> R is a register of size ¢, where ¢ is assumed to be the power of 2 for simplicity
2 for i in range(log,(c)) do > Each value of ¢ occupies O(1) depth
3 @, (R)
4 end for
5: end procedure
6: procedure &, (R)
7 for j in range(2!) do > All values of j performed in parallel
8 CNOT(RjQ—t, ch2—t+02—t—1)
9: end for
10: end procedure
> Total Dexact: logy(c)
> Total Dapprox: 10gs(c)
> Total SAcgact: 2¢ — 2
> Total SAapprox: 2¢ — 2
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A.2 Parallel CSWAP

With the help of the State-Copy subroutine, we can now effectively perform the parallel CSWAP operations
using single-qubit gates and two-qubit CNOT gates, without using the FANOUT-CNOT gate that was required
in Ref. [20] to perform the parallel CSWAP when sharing the same control bits.

We denote a layer of 2¢ parallel CSWAPs by CS;, as depicted in Fig. 13 and Algorithm 4.

—|Co|— —] - — — -
9= =

|
s[” ~ O - X 1 E
S 1 =

gy < s

Figure 13: Implementation of CS; for t = 0, 1,2, which can be accomplished in one layer of parallel CSWAP gates.

Algorithm 4 Parallel CSWAP

1: procedure CS;(R,S)

> t: log number of parallel control-swaps, R: control bit data register with at least 2¢ qubits,
S: target bit angle register with at least 2/™1 qubits (note that the subscript here labels the qubit indices

of every single register)

2:  for i in range(2') do

3: CSVVAP(EL7 Si, Si_‘_Qt)
4 end for

5: end procedure

> All values of i performed in parallel

A.3 COPY Layer Application Example

In Fig. 14, we illustrate how we can effectively parallelize many CSWAP gates with the same control bits and
different target bits with constant ancilla and total depth overhead. The same logic can also apply to Toffoli

gates.
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Figure 14: Circuit equivalence with and without COPY layers: note that we are only introducing an additional O(log(N))
CNOT layers and O(N) ancilla qubits in the |0) state, same scale as the total circuit depth and total number of ancilla qubits.
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A4 SPF

Now we describe the implementation of the SPF circuit. The circuit acts on m + M — 1 qubits, and our
implementation uses additional M/2 — m ancillae that begin in and end in |0). The circuit is similar to that
described in Ref. [20], but in our implementation, all gates are two-qubit gates. The idea is to enact Ry (6; )
rotations onto the m data qubit registers in sequence, but where which pair (s,p) is used for the sth rotation
depends on the value of the first s — 1 registers. We assume that each of the |6, ,) states have already been
prepared. The rotations are enacted by, for each s = 0,...,m — 1, swapping (“injecting”) the correct |6 )
state with the sth data qubit. Exactly one 6, , will be injected for each s. Since (0,0) is the only (s,p) with
s = 0, the first step is to swap |6p,0) with the first data qubit. The second step is to, conditioned on the first
data register being |1), swap the registers holding |61 o) and |61 1), and then inject the register originally holding
|01,0) into the second data register (using a swap gate). In general, the sth rotation is enacted by first swapping
the correct |0, ;) to the top of the size-2° register initially holding the states |6 p), and then swapping the top
register into the sth data qubit. Naively, this would seem to require at least O(m?) depth, as there are m
rotations, and deciding which qubit to inject for each requires O(m) rounds of controlled-swapping. Ref. [20]
observed that this can be reduced to O(m) depth, assuming access to FANOUT-CNOT with O(M) targets that
act in unit time. To decompose such a FANOUT-CNOT gate into two-qubit gates, at least O(m) depth would
typically be required; thus, the depth of the Clader et al. [20] SPF implementation in the {U(2), CNOT} gate
set would be O(m?), not O(m).

We give a circuit compilation method for reducing the depth back to O(m) using a few extra ancillae. We do
so by interspersing the CSWAPs with copying layers. In particular, for each u = s+ 1,s+2,...,m — 1, data
qubit s is needed to control 2“~1~% CSWAPs on the angle register that starts in state |©,). Thus, once we have
applied ©u — 1 — s copying layers to it, we are free to perform the CSWAPs in parallel; we denote the operation
that performs 2¢ CSWAPs in parallel by CS;, following Fig. 13. While we apply CSWAPs controlled on data
qubit s, we are free to copy other data qubits in parallel. Overall, we manage to perform the operation in only
O(m) depth.

We describe the SPF circuit in several ways. In Fig. 15, we give a complete example of SPF for m = 4,
illustrating how ancilla qubits are used to host copies of the data qubits for the purpose of controlling swaps.
However, it is hard to fully see the pattern for small values of m. In Fig. 16, we show the first half of the SPF
circuit for a larger m = 7 example and label the various registers. In this figure, one can easily verify that the
depth is O(m). Finally, in Algorithm 5, we give pseudocode for the implementation of SPF, consistent with
the labels appearing in Fig. 16. To understand the idea behind the circuits, we now describe several rules that
must be obeyed (and the reasoning why):

1. B;(D,) needs to happen after B,(Dq) if j < i, Yg:
e This is true by construction, shown in Fig. 12.
2. @j(Dq) needs to happen after SWAP(D, o, Aq.0), V7, Yq:

e This is because the injection of the angle state into data qubit g must occur before we can begin to
copy data qubit q.

3. CSk(Dy,-) needs to happen after @, (D), Yg:

e This makes sure we can have enough qubits for the CSWAP sequence to control on in order to
guarantee maximal parallelization.

4. CS,;(A,) needs to iterate through all j values in the order of ¢ — 1 to 0 before SWAP(D, o, A40), Vq:

e This makes sure all the values are swapped into the correct place for the current qubit based on the
previous qubits’ amplitudes before the current qubit is pumped into the data register.

Because of the existence of criteria #2 and #4, we cannot simply execute the STATE-COPY subroutine at
one time from each D, as we do in the FLAG circuit compilation presented in the next subsection (algorithm 6).
Doing that would result in O(m?) depth. Therefore, we have to intersperse the CSWAP sequences with the
copying layers.

The total number of copying layers of data qubits j that we need is m—2—j (for j =0, ..., m—3). Data qubits
m—2 and m— 1 need not be copied. Thus, the total number of ancillae needed is Z;n:_og(2m*2*j —1)=2m"1—m,
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Figure 15: SPF circuit for preparing a state with m = 4 qubits, which are left entangled with 2¢ — 1 qubits (garbage). The
circuit has depth O(m) and uses an additional O(2™) ancillae that begin and end in |0). Thus, the total spacetime allocation
is upper bounded by O(m2™). The second half of the SPF circuit is very similar to the reverse of the first half, except that
SWAP gates are not present.
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Figure 16: First part of SPF for m = 7. The circuit consists of 7 data registers (Do - Dg) and 7 ancilla registers (Ao - Ag).
Each space between the red line in the circuit represents 1 iteration of the ¢ values in algorithm 5. There are 3 parallelized
gate sequences in each red line space, separated by the blue dashed line. The first parallelized gate sequence corresponds to
the first for loop in line 3 - line 9. The second parallelized gate sequence corresponds to the second for loop in line 10 - line
16. The third parallelized gate sequence corresponds to the third for loop in line 17 - line 25. (Notice that we might not have
all 3 sequences in all of the boxes based on the condition, for instance, at the beginning of the circuit)
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Algorithm 5 SPF Subroutine

1: procedure SPF(D, A, m)

> D is the data register of size m

> A= Ao,...,An_1 is the angle register where 4; is size 27
2: for i in range(m) do > Each value of ¢ occupies O(1) depth, shown as one box in Fig. 16
3: for ¢ in range(i — 1) do > 15 parallelized sequence in the space between red lines in Fig. 16.
4: if(ifq)isoddandwflgqufiithen
5: Dse-g-v_,(Dy)
6: else if (i — q) is even andM—ng—q—chen
7 CS3(i2—q) (D A7 14154 q)
8: end if
9: end for
10: for ¢ in range(i) do > 27 parallelized sequence in the space between red lines in Fig. 16.
11: if(i—q)isoddandwgm—q—2then
12: CSS('L o= 1) (Dq,A i = 1)
13: else if (i — ¢) is even and J(i;q) —2<m—q—3then
14: P2 2 p,)
15: end if
16: end for
17: for ¢ in range(i + 1) do > 3™ parallelized sequence in the space between red lines in Fig. 16.
18: if i == ¢ then
19: SWAP(DtLO’ ALO)
20 else if (i — ¢) is odd and W <m —q— 3 then
21: @3(1'721;71) (Dq)
22: else if (i — ¢) is even and@—lgm—q—2then
23: CSM—I(DQ’AHJ%Q)
24: end if
25: end for
26: end for
27: for i in reversed(range(1,m)) do > Each value of ¢ occupies O(1) depth, run in reversed order
28: for ¢ in range(i + 1) do > All values of ¢ performed in parallel
29: if i == ¢ then
30: continue
31: else if (i — ¢) is odd and M <m —q— 3 then
32: EBs(L o= 1) ( )
33: else if (i — ¢) is even and (l 9 < —q—2then
34: CSM* (D AZJF%)
35: end if
36: end for
37: for ¢ in range(i) do > All values of ¢ performed in parallel
38: if(i—q)isoddandwgm—q—chen
39: CSsgi—g-1) (Dq,AiJrifq;l)
2 2 .
40: else if (i — q) is even andw—ng—q—i’)then
41: @w,Q(Dq)
42: end if
43: end for
44: for ¢ in range(i — 1) do > All values of ¢ performed in parallel
45: if (i — ) is odd and 2=4=1 — 1 <m — g — 3 then
46: @3(1'72(;71)_1(1)(1)
47: else if (i — q) is even andm—2§m—q—2then
48: CS 3('i2—q) (D Al 1+z q)
49: end if > Total Dexact: O(m)
50: end for > Total Dapprox: O(m)
51: end for > Total SAexact: O(m2™)
52: end procedure > Total SAapprox: O(m2™)
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A5 FLAG

The implementation of the FLAG circuit is similar to that of the SPF circuit, with a few simplifications. Here,
the data qubits are only acting as controls, and there is no injection of angles into the data qubits. Thus, we
do not need to alternate between copying layers and CSWAP layers; we can simply perform all the copying
at the beginning, then all the CSWAPs, and then all the uncopying. The conceptual idea behind the FLAG
implementation is that a flag is set in the p*™® flag qubit by first flagging qubit 0 and then swapping qubit 0 into
the p' position using a sequence of CSWAP layers with different data qubits acting as the control. We give an
example of FLAG for m = 4 in Fig. 17 and pseudocode for FLAG in Algorithm 6.

I I I I I
o
o nPr Ry P
Do |11 |1 I Ci|1|Ca|1]| D |1]|DBo
3 1 ] ] 1 1 3
0%) — 1] | | L I | 1] — 109
I I I I I I
l l 1 Co | l — l
o] l o Co o || o
|O>_ T T T T T T _‘0>
I I I — 71 I I I
I ||_| I I I I
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I 1] : N
I I I I I I
T | | | | | |
- M~ ' ' ' ' '
IilI I I I I I
I I —— | I I I
— — 1 1 1 1 1 1
Iil| I S, I I I I
I I 011 I I I
JE—— — 1 1 1 1 1 1
I I 11 I I I
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1 s s s
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Figure 17: FLAG circuit for m = 4. All the gate sequences within each of the two blue dashed lines can be executed in parallel.

Algorithm 6 FLAG Operation

1: procedure FLAG SUBROUTINE(D, F,m)

e e
s e

15:

I>D:D0,...

for j in range(m) do
X(Fjo)

end for

for i in range (m — 1) do
COPY(D;)

end for

for i in range(m — 1) do
for ¢ in range(m — i — 1) do

CSi(Dg, Ft1+i)

end for

end for

for i in range (m — 1) do
COPYT(D;)

end for

16: end procedure

, D1 is the data register, where D; has size max(1,2™m~7~2)
> F=Fy,...,Fy_1 is the flag register where F}; has size 27
> All values of j performed in parallel

> All values of ¢ performed in parallel
> Occupies maximum of O(m) depth

> Each value of ¢ occupies O(1) depth

> All values of i performed in parallel
> Occupies maximum of O(m) depth

> Total Dapprox: O
> Total SAexact: O(m2™
> Total SAapprox: O(m2™

> Total Dexact: O(m)
(m)

)

)
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A.6  Copy Swap Operation

To simplify the circuit logic of the LOADF subroutines, we define another subroutine operation CopySwap. To
define CopySwap, let |k) be an m-qubit computational basis state, written in binary as kp—1km—2...ko, so
that ko represents the least significant bit. Let |) be an arbitrary single-qubit state. The operation CopySwap
enacts the isometry from an m + 1 qubit state to a 2M — 1 qubit space

CopySwap (1) €)) = [k 1) [km—2)®2" . [k1)®2 ko) [0F) [¢) [0M 5~ 1) (35)

for any m-qubit computational basis state |k) and any arbitrary single-qubit state |£). Implementing CopySwap
efficiently will involve a combination of copying layers and layers of parallel CSWAPs, depicted in Fig. 18 using
the @0, and CS; subroutines defined in App. A.1. Similar to previous sections, the goal of performing many
P, operations before the corresponding CS; sequences at the earliest time is to ensure the CS; sequences can
be maximally parallelized under 1 step.

Ry (@0 [ @1 [ @ [ & [ 0 f—
R =18 [ &) [ & ]
Ra @0 - B, [+ ]
k) = W)y;’; 1}|k T R @ 0]
—m- m—1 -+ |Ro
O o [co]
| T 11
|§> 87 _ Ok OMfkfl S,
wap [y 0919 10M R oo
‘02>_ 2 2 [S2] o 5, 2 2
3 |04>_ 4 4 4 |5 4
‘08>_ 3 3 3
‘016>_ 16 16

Figure 18: Left: action of CopySwap operation, which simultaneously copies m control bits set to |k) and moves a target
register into the k" position of a target register. The input is m + 1 qubits and the output is 2M — 1 qubits, as several fresh
ancillae are introduced during the protocol. Right: implementation of CopySwap operation using copying layers and swap
operations for m = 5. The total depth is m. At layer ¢t = 0,...,m — 1, there are (m + (2" — 1)(m — t) + 21 active qubits
so the total spacetime allocation is Y7 (m + (2! — 1)(m — t) + 2!*1) = O(2™).

Algorithm 7 Copy Swap Operation

1: procedure CopySwap SUBROUTINE(R, S, m)
> m is the number of control bits

> R = Ry,...,Ry_1 is the control register, where R; has size max(1,2™7~2)
> S is the target register of size 2™

2 for ¢ in range(m) do > O(m)
3 for j in range(1, m - i) do > All values of j performed in parallel with the CS operation
1 @, (R)
5: end for
6 CSi(Ri, S)
7 end for
8: end procedure

> Total Dexact: O(m)

> Total Dapprox: O(m)

> Total SAcxact: O(m2™)
> Total SA,pprox: O(m2™)

m
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A.7 LOADF

The LOADF circuit is perhaps the key to making the whole protocol work. It has two control registers, a data
register of size m and a flag register of size B := N/M — 1. If the data register is set to |k), LOADF reads in
the B angle states needed to create the associated (n — m)-qubit state, but the angle associated with indices
(s,p) is only read in if the flag in position (s,p) is set to 1. Mathematically, LOADF achieves the following
operation:

LOADF (|k>|oN/M—1>[ R ® fs,p>D =k>[ R fs,p9§'§3>] [ R |fs,p>] (36)
s=0 =0 s=0 =0 s=0 =0

One key feature of LOADF is that all of the single-qubit rotation gates occur in the same layer of the circuit.
This allows it to achieve O(log(N) + log(1/€)) depth in the approximate setting. Another feature is that the
O(N) ancilla qubits are needed only very briefly to act as copied controls for doubly controlled rotation gates.
As soon as the rotation gates are finished, the ancilla qubits can be rapidly deallocated, allowing the protocol
to achieve O(N) spacetime allocation. The protocol for LOADF is depicted in Fig. 19, with the corresponding
pseudocode written in Algorithm 8.
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By : [07) ., Ry(fenti)0) = B:0%) & p°™) 1 1 - ®,, Ry(fo.p089) [0) ® [pO)
Setup Setup!
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Figure 19: Top: Modular abstraction of LOADF. Setup is used to prepare the expanded address based on the address |k).
Then CCRy gates pump in the angles using the expanded address in parallel. Lastly, Setup’ uncompute all the expanded
address. Bottom: Circuit implementing LOADF. The numerical value B is defined as B := N/M — 1. The layer of rotation
gates represents MB = N — M parallel CCRy gates by different angles ngﬁg, with k=0,.... M —-1,s=0,....,n—m—1,
and p=0,...,2° — 1. For each CCR, gate, one qubit from the final two registers (corresponding to the choice of (s,p)) and
one qubit from the three registers above the final two registers (corresponding to the choice of k) acts as a control. Copying
layers before the CCR, sequence is necessary such that these can all be performed in parallel. After the CCR,, sequence, we
perform B CopyvaapT operations in parallel in order to load the N — M angles into the buffer ancilla of size B. It can be
verified that LOADF achieves O(IN) spacetime allocation: the only steps where O(IN) ancillae are active are the rotation gates
(depth O(1)) and the uncopying step that follows. However, the uncopying step for O(IN) qubits was seen in Figs. 18 and 12
to occupy only O(N) spacetime allocation. Unless labeled otherwise, all ancilla qubits begin and end with the |0) states. We
also note that register B can be mostly allocated with dirty qubits [¢©¥)) [16] instead of qubits in the |0) states.
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Algorithm 8 LOADF Subroutine

1: procedure LOADF SUBROUTINE(D, B, F)
> This subroutine will also involve additional O(N) ancilla qubits. They do not need to be allocated

in each ancilla group until individually called on. Once uncomputed, they can be deallocated (i.e., able to
participate in a different computing task).

> Dy is the address register of size m. Di, Dy, D3 contain O(N) additional ancillae needed to
complete all the parallelized CSWAP and CCRy gates.

> By is the “buffer” ancilla register of size B to hold the angles for SPF to pump into the data
registers. By contains O(N) additional ancillae needed to complete all the parallelized CSWAP and CCRy
gates.

> Fy is the FLAG register of size 2"~™ — 1 (only required for LOADFT, optional
for LOADF. Since the FLAG bits are all in the |1) states and thus guaranteed the control requirement for
the following CCRy gates, we can effectively treat them as CRy gates only controlled on the A register.)
Fy contains O(N) additional ancillae needed to complete all the parallelized CSWAP and CCRy gates.
> A is the register of size M — N to hold the M — N expanded angle address (Not shown in Fig. 8).
> For the purpose of illustration, we ignore the particular indices in the subroutine parameters. We
provide exact circuit-level implementations in 6 with all the indices specified.

2: Setup Subroutine

3: for ¢ in range(N — M) do > All ¢ in parallel, to load N — M angles into N — M qubits

4: CCRy(F, A, B, 0) > O(1)(O(log(n/€))) depth

5: end for

6: Setup’ Subroutine

7: end procedure

8: procedure Setup SUBROUTINE(D, B, A, F)

9: X(A) > O(1) depth
10: for ¢ in range(m) do > all 4 in parallel
11: COPYTBH(D) > O(n —m) depth
12: end for
13: CopySwap(D, A, m) > O(m) depth

> The following 3 for loops can be done in
parallel
14: for i in range(B) do > all 7 in parallel
15: CopySwap(D, B,n —m) > O(n —m) depth
16: end for
17: for ¢ in range(M) do > all ¢ in parallel, to prepare control bits in the CCRy layer’s control on the A
registers
18: COPY 5(A) > O(n —m) depth
19: end for
20: for ¢ in range(B) do > all 4 in parallel, to prepare control bits in the CCRy layer’s control on the F
register
21: COPY y (F) > O(m) depth
22: end for
23: end procedure > Total Dexact: O(n)

> Total Dypprox: O(n + log(1/¢))
> Total SAexact: O(27)
> Total SAapprox: O(2" log(n/e))

When compiling the CSP circuit into the {H,S, T, CNOT} gate set, a significant quantum resource consump-
tion (O(log(n/e€)) depth and O(2™ log(n/€)) spacetime allocation) is contributed by the parallelized CCRy gates.
As illustrated in Fig. 19, a majority of the qubits in B that performs the parallelized Ry gates can be dirty
(See proofing code for a state preparation task (m = 1, n = 3) where we use time-dependent gates before and
after each segment to emulate the dirty qubits in the Bj register), which would be of abundant supply in fault-
tolerant algorithms such as LCU [9]. The ancilla qubits required to perform the Toffoli operations (i.e., A and
F registers) can be immediately uncomputed using COPYT once the Toffoli gates are done if the ratio between
log(1/€) and n is large, thus making the required spacetime allocation of clean qubits O(N/M log(log(N)/e)+N)
rather than O(N log(log(N)/¢€)). Future work can also aim to modify the circuit structure to allow, e.g., D, A,
and/or F registers to be dirty.
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https://algassert.com/quirk#circuit={%22cols%22:[[1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%221%22}],[%22Swap%22,1,1,%22Swap%22],[%22%E2%80%A6%22,%22%E2%80%A6%22,%22%E2%80%A6%22,%22%E2%80%A6%22,{%22id%22:%22Ryft%22,%22arg%22:%221.5pi%20t%22},1,1,{%22id%22:%22Ryft%22,%22arg%22:%222.5pi%20t%22},{%22id%22:%22Ryft%22,%22arg%22:%223.5pi%20t%22},%22X%22,1,%22X%22,%22X%22,%22X%22],[],[%22%E2%80%A2%22,1,1,1,1,1,1,1,1,%22Swap%22,%22Swap%22],[%22%E2%80%A2%22,1,1,%22Swap%22,%22Swap%22],[%22%E2%80%A2%22,1,1,1,1,%22Swap%22,1,%22Swap%22],[%22%E2%80%A2%22,1,1,1,1,1,%22Swap%22,1,%22Swap%22],[1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%223%22},1,1,1,1,1,%22%E2%80%A2%22,1,%22%E2%80%A2%22],[1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%222%22},1,1,1,1,1,%22%E2%80%A2%22,%22%E2%80%A2%22],[1,1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%227%22},1,1,1,%22%E2%80%A2%22,1,1,%22%E2%80%A2%22],[1,1,1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%226%22},1,1,%22%E2%80%A2%22,1,1,1,%22%E2%80%A2%22],[1,1,1,1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%225%22},1,1,%22%E2%80%A2%22,1,%22%E2%80%A2%22],[1,1,1,1,1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%224%22},1,%22%E2%80%A2%22,1,1,%22%E2%80%A2%22],[%22%E2%80%A2%22,1,1,%22Swap%22,%22Swap%22],[%22%E2%80%A2%22,1,1,1,1,%22Swap%22,1,%22Swap%22],[%22%E2%80%A2%22,1,1,1,1,1,%22Swap%22,1,%22Swap%22],[%22%E2%80%A2%22,1,1,1,1,1,1,1,1,%22Swap%22,%22Swap%22],[1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%22-1.5pi%20t%22},1,1,{%22id%22:%22Ryft%22,%22arg%22:%22-2.5pi%20t%22},{%22id%22:%22Ryft%22,%22arg%22:%22-3.5pi%20t%22}],[1,1,1,1,1,1,1,1,1,%22X%22,1,%22X%22,%22X%22,%22X%22],[1,%22Swap%22,1,%22Swap%22],[1,%22%E2%80%A2%22,1,1,1,%22Swap%22,%22Swap%22],[1,1,%22Swap%22,1,1,%22Swap%22],[1,%22%E2%80%A2%22,1,1,1,%22Swap%22,%22Swap%22],[1,1,1,1,1,1,1,1,1,1,1,%22X%22,%22X%22,%22X%22],[1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%22pi%20t%22},1,1,{%22id%22:%22Ryft%22,%22arg%22:%222pi%20t%22},{%22id%22:%22Ryft%22,%22arg%22:%223pi%20t%22}],[1,1,1,1,1,1,1,1,1,1,1,%22X%22,%22X%22],[1,%22%E2%80%A2%22,1,1,1,1,1,1,1,1,1,1,%22Swap%22,%22Swap%22],[1,1,1,1,1,1,1,1,1,%22X%22],[%22%E2%80%A2%22,1,1,1,1,1,1,1,1,%22Swap%22,%22Swap%22],[%22%E2%80%A2%22,1,1,1,1,1,%22Swap%22,1,%22Swap%22],[%22%E2%80%A2%22,1,1,1,1,%22Swap%22,1,%22Swap%22],[%22%E2%80%A2%22,1,1,%22Swap%22,%22Swap%22],[1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%22-3%22},1,1,1,1,1,%22%E2%80%A2%22,1,%22%E2%80%A2%22],[1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%22-2%22},1,1,1,1,1,%22%E2%80%A2%22,%22%E2%80%A2%22],[1,1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%22-7%22},1,1,1,%22%E2%80%A2%22,1,1,%22%E2%80%A2%22],[1,1,1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%22-6%22},1,1,%22%E2%80%A2%22,1,1,1,%22%E2%80%A2%22],[1,1,1,1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%22-5%22},1,1,%22%E2%80%A2%22,1,%22%E2%80%A2%22],[1,1,1,1,1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%22-4%22},1,%22%E2%80%A2%22,1,1,%22%E2%80%A2%22],[%22%E2%80%A2%22,1,1,1,1,1,%22Swap%22,1,%22Swap%22],[%22%E2%80%A2%22,1,1,1,1,%22Swap%22,1,%22Swap%22],[%22%E2%80%A2%22,1,1,%22Swap%22,%22Swap%22],[%22%E2%80%A2%22,1,1,1,1,1,1,1,1,%22Swap%22,%22Swap%22],[1,1,1,1,1,1,1,1,1,%22X%22],[1,%22%E2%80%A2%22,1,1,1,1,1,1,1,1,1,1,%22Swap%22,%22Swap%22],[1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%22-pi%20t%22},1,1,{%22id%22:%22Ryft%22,%22arg%22:%22-2pi%20t%22},{%22id%22:%22Ryft%22,%22arg%22:%22-3pi%20t%22},1,1,%22X%22,%22X%22],[1,1,1,1,1,1,1,1,1,1,1,%22X%22,%22X%22,%22X%22]]}

When considering the number of clean qubits required to perform Ry gates in the context of the whole circuit
(both SP and CSP circuits require parallelized Ry gates), we can see that we essentially need O(M) clean
qubits for the SP circuit and O(N/M) clean qubits for the CSP circuit. Given enough supply of dirty qubits
in the case when we need to reach high quantum state precisions using the {H,S, T, CNOT} gate set, we can
let M = +/N (in other words, m = n/2, which also satisfies Eq. (17)), so the total clean qubit count will now
be upper bounded to O(v/N), thus resulting in O(v/N log(log(N)/e) + N) spacetime allocation for the clean
qubits.

We illustrate the early ancilla free-up advantage over previous work in Fig. 20 and Fig. 21 using Quirk [48].
As mentioned at the end of Sec. 1, previous methods (e.g., Clader et al., shown in Fig. 20, see code) require
O(N) ancilla qubits to be entangled with the O(n) data qubits for O(n) depth, leading to O(n2™) spacetime
allocation. This work (illustrated in Fig. 21, see code, and also on the right part of Fig. 1), only requires most
of the O(N) qubits to be allocated briefly.
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Figure 20: First part of Clader et al. [20] (aka Usp without COPY). Note that all the ancilla qubits in the A register are left
entangled with the data qubit in the D register (pointed by the red arrows). These O(N) ancilla qubits are not returned to
|0} until after the execution of the depth-O(n) FLAG subroutine.
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Figure 21: Usp + LOADF part of the circuit developed in this work, on an example with m = 1 and n = 3. Note that most
of the ancilla qubits in the B register are freed up (pointed by the green arrows). The remaining O(%) ancilla qubits (pointed
by the red arrows) are freed up after the following SPF circuit that only takes O(m) depth rather than O(n) depth in the
previous case. All other ancilla qubits in D, B, and A registers are freed up almost immediately after initialization. Note that
as N grows larger and if the relation in Eq. (17) is satisfied, we can see a much larger ratio between the qubits labeled with
the red arrows and qubits labeled with the green arrows, which shows the full advantage of this work’s approach.
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https://algassert.com/quirk#circuit={%22cols%22:[[1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%221%22},{%22id%22:%22Ryft%22,%22arg%22:%223%22},{%22id%22:%22Ryft%22,%22arg%22:%222%22},{%22id%22:%22Ryft%22,%22arg%22:%227%22},{%22id%22:%22Ryft%22,%22arg%22:%226%22},{%22id%22:%22Ryft%22,%22arg%22:%225%22},{%22id%22:%22Ryft%22,%22arg%22:%224%22}],[%22Swap%22,1,1,%22Swap%22],[%22%E2%80%A2%22,1,1,1,%22Swap%22,%22Swap%22],[%22%E2%80%A2%22,1,1,1,1,1,%22Swap%22,1,%22Swap%22],[%22%E2%80%A2%22,1,1,1,1,1,1,%22Swap%22,1,%22Swap%22],[1,%22Swap%22,1,1,%22Swap%22],[1,%22%E2%80%A2%22,1,1,1,1,%22Swap%22,%22Swap%22],[1,1,%22Swap%22,1,1,1,%22Swap%22],[1,%22%E2%80%A2%22,1,1,1,1,%22Swap%22,%22Swap%22],[%22%E2%80%A2%22,1,1,1,1,1,1,%22Swap%22,1,%22Swap%22],[%22%E2%80%A2%22,1,1,1,1,1,%22Swap%22,1,%22Swap%22],[%22%E2%80%A2%22,1,1,1,%22Swap%22,%22Swap%22]]}
https://algassert.com/quirk#circuit={%22cols%22:[[1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%221%22}],[%22Swap%22,1,1,%22Swap%22],[%22%E2%80%A2%22,%22X%22],[%22%E2%80%A2%22,1,%22X%22],[1,1,1,1,1,1,1,1,1,1,%22X%22],[%22%E2%80%A2%22,1,1,1,1,1,1,1,1,1,%22Swap%22,%22Swap%22],[%22%E2%80%A2%22,1,1,1,%22Swap%22,%22Swap%22],[1,%22%E2%80%A2%22,1,1,1,1,%22Swap%22,1,%22Swap%22],[1,1,%22%E2%80%A2%22,1,1,1,1,%22Swap%22,1,%22Swap%22],[1,1,1,1,1,1,1,1,1,1,%22%E2%80%A2%22,1,%22X%22],[1,1,1,1,1,1,1,1,1,1,%22%E2%80%A2%22,1,1,%22X%22],[1,1,1,1,1,1,1,1,1,1,1,%22%E2%80%A2%22,1,1,%22X%22],[1,1,1,1,1,1,1,1,1,1,1,%22%E2%80%A2%22,1,1,1,%22X%22],[1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%223%22},1,1,1,1,1,%22%E2%80%A2%22],[1,1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%222%22},1,1,1,1,1,%22%E2%80%A2%22],[1,1,1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%227%22},1,1,1,1,1,%22%E2%80%A2%22],[1,1,1,1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%226%22},1,1,1,1,1,%22%E2%80%A2%22],[1,1,1,1,1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%225%22},1,1,1,1,1,%22%E2%80%A2%22],[1,1,1,1,1,1,1,1,1,{%22id%22:%22Ryft%22,%22arg%22:%224%22},1,1,1,1,1,%22%E2%80%A2%22],[1,1,1,1,1,1,1,1,1,1,1,%22%E2%80%A2%22,1,1,1,%22X%22],[1,1,1,1,1,1,1,1,1,1,1,%22%E2%80%A2%22,1,1,%22X%22],[1,1,1,1,1,1,1,1,1,1,%22%E2%80%A2%22,1,1,%22X%22],[1,1,1,1,1,1,1,1,1,1,%22%E2%80%A2%22,1,%22X%22],[1,1,%22%E2%80%A2%22,1,1,1,1,%22Swap%22,1,%22Swap%22],[1,%22%E2%80%A2%22,1,1,1,1,%22Swap%22,1,%22Swap%22],[%22%E2%80%A2%22,1,1,1,%22Swap%22,%22Swap%22],[%22%E2%80%A2%22,1,1,1,1,1,1,1,1,1,%22Swap%22,%22Swap%22],[1,1,1,1,1,1,1,1,1,1,%22X%22],[%22%E2%80%A2%22,1,%22X%22],[%22%E2%80%A2%22,%22X%22]]}

B Action of our protocol when the input state is not |0")

Our state preparation procedure acts on n data qubits and uses a number ¢ = O(N) of ancilla qubits. It
implements a unitary operation U on the n + ¢ qubits that sends [07) |0¢) > |1)[0%), that is, all the ancillae
begin and end in |0). However, if the same unitary is performed on a state |2)|0°) for some z # 0™ (or more
generally, a state which is a superposition of all z # 0™), it will no longer be the case that all ancillas are reset
to |0). This results from the SPF circuit structure, described in Sec. A.4, which enacts rotations by swapping
the n data qubits into the ancilla register. It exploits the fact that the data qubits are known to start in |0) in
order to guarantee that the ancillae are left in the state |0).

This feature could be problematic in applications where the state preparation unitary is a part of a larger
algorithm, and does not always act on the state |0™). Is the procedure still useful in these other cases, and
does it still achieve efficient spacetime allocation? Here we argue that the favorable properties of our proce-
dure, in particular its optimal depth and spacetime allocation, extend to other common situations where state
preparation appears, for example, implementing reflections and projections.

B.1 Implementing reflections about arbitrary states

A common use of state preparation within larger algorithms is to perform a reflection about a particular state
[1), that is, the operation

where I,, denotes the identity operator on n qubits.

We now discuss how to implement this operator using U. First, we make a distinction between different
ancilla registers in our state-preparation protocol. For the SP portion of the protocol, we have ancilla registers
A and F, each of size M — 1, depicted in Fig. 7. For the CSP portion, we have an additional register B of size
N/M — 1 (register F is the same as the one from the SP portion). The figures depict the registers A and B
beginning and ending in |0), but this is only the case because some of the data registers have input |0). On the
other hand, the F register has the property that it begins in |0) if and only if it ends in |0), regardless of the
state of the other registers. Additionally, the implementation of SPF, FLAG, and LOADF introduce additional
ancilla registers, as depicted in Figs. 15, 17, 19, but these ancilla registers are similar to the F register: they
begin in |0) if and only if they end in |0), regardless of the state elsewhere in the circuit. Thus, we separate
the ¢ ancillae into two groups, the group of ¢ = M + N/M — 2 ancillae in registers A and B, and the other
0" = £ — ¢ ancillae.

With this in mind, we can express

R®|0) 20"y =U [In ® I @ Iy —2|0™) (0" @ [0) (0¢| ® 14,,} Ut [In ®|0Y) ® |of”>} . (38)

Let us verify the above formula. When the input is |¢), the action of UT yields |0™) [0¢), a sign is applied, and
application of U outputs the state — [t/) [0¢), as expected. When the input is | L) orthogonal to |1/), application
of Ut yields a state | L") [0°"), where all we can guarantee is that | L’) is orthogonal to [0) [0¢'). The reflection
operation does not apply a sign, and subsequent application of U outputs | L) |0), as expected. Crucially, this
requires that we perform a reflection about both the n data qubits and the £’ ancillae that make up registers
A and B all simultaneously being in |0) (but not the other ¢ ancillae as they are already guaranteed to be
in 0)). A reflection about ¢ qubits being in the state |0) can be implemented in depth O(log(t)) using O(t)
ancillae and O(t) Toffoli gates by computing whether all qubits are set to |0) in a tree-like fashion, and applying
a phase if the result is 1. Here t =n+ N/M + M — 2, so the depth is O(n). The spacetime allocation is upper
bounded by the depth times the number of active qubits, i.e. O(n - max(N/M, M)). Since we choose M such
that max(N/M, M) = O(N/n), this spacetime allocation is at most O(N). In conclusion, our state preparation
method can be used to perform reflections about arbitrary states on n qubits in depth O(n) and spacetime
allocation O(N).
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B.2 Implementing projections and block-encodings involving projections

Another operator where state-preparation is relevant is the projection onto the complement of an arbitrary
state |¢), that is
P=T1-1¢) . (39)

This operator appears, for example, in the matrices that form the adiabatic path used in query-optimal quantum
linear systems solvers [46]. In that context, Appendix F of Ref. [46] explains how a block-encoding of the relevant
matrix can be formed given a state preparation unitary that maps |0) — |¢). This larger block-encoding involves
constructing a block-encoding of the projector P, which is reduced to implementing a reflection about [¢) (see
Figs. 1-6 of Ref. [49], especially Fig. 4, for a quantum circuit interpretation of the discussion in Appendix
F of Ref. [46]). As illustrated above, our method can perform reflections with optimal depth and spacetime
allocation, and thus can also be applied in this application.

C Complex amplitudes

The constructions presented in the main text can prepare arbitrary states with real non-negative coefficients.
Extending the construction to work for arbitrary coefficients is straightforward. The SP portion of the SP+CSP
protocol is unchanged, as the state |¢), as defined in Eq. (5) is insensitive to any phases in the vector x (all
y; are positive). On the other hand, the CSP portion of the protocol must be slightly modified. For each
k=0,....M—1,j=0,...,N/M — 1, define the phase

ip® _ TipkN/M

e _ (40)
|90j+kN/M|
(if 24 1n/m = 0, then the phase can be defined arbitrarily).
Next, we redefine the state \0§k12>
k .ok .
0%k)y — CQS((kt?g,g/Q) |0) + sm(Gf‘;,g'/(Qk)) 1) ifs<n—-m-—1 (41)
oP e'2p cos(9§{2/2) |0) + e*¥2p+1 Sin(Ggg/Z) 1) ifs=n—m-1

To prepare \92’“,3> we need to apply a single-qubit rotation about the y-axis, and then, if s = n —m — 1,
we must apply a single qubit rotation about the z-axis, as well as a global phase (the global phase will be
important when we add controls). To prepare a state with complex amplitudes, the only aspect of the protocol
that has to change is the LOADF operation, which appears twice in the circuit for Ucgp in Fig. 8. As seen in
Fig. 19, implementing LOADEF involves a doubly controlled R, gate. To account for complex amplitudes, we
must augment this step with a doubly controlled R, gate, as well as a doubly controlled global phase (which is
equivalent to a singly-controlled R, gate). These additions lead to at most a constant factor increase in the depth
and spacetime allocation. In the approximate {H, S, T, CNOT} gate set, all rotations need only be synthesized
to error O(e/n) to achieve overall error € in the state preparation protocol, requiring only O(log(n/e€)) gates per
rotation. None of the complexity statements in the paper are impacted.
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