Journal of Fourier Analysis and Applications (2023) 29:17
https://doi.org/10.1007/s00041-023-09995-1

®

Check for
updates

Schatten Classes and Commutators of Riesz Transform
on Heisenberg Group and Applications

Zhijie Fan!@® - Michael Lacey?® - Ji Li3

Received: 23 April 2022 / Revised: 30 December 2022 / Accepted: 7 January 2023 /
Published online: 24 February 2023
© The Author(s) 2023

Abstract

We study commutators with the Riesz transforms on the Heisenberg group H”. The
Schatten norm of these commutators is characterized in terms of Besov norms of the
symbol. This generalizes the classical Euclidean results of Peller, Janson—Wolff and
Rochberg—Semmes. The method in proof bypasses the use of Fourier analysis, allow-
ing us to address not just the Riesz transforms, but also the Cauchy—Szegd projection
and second order Riesz transforms on H” among other settings.

Keywords Schatten class - Commutator - Riesz transform - Heisenberg group -
Besov space
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1 Introduction

The commutators with the Riesz transforms are bounded and compact on L7 (R"), 1
< p < oo, ifand only if the symbol b is in the BMO space and VMO space. This is well
known, see [10, 44]. A finer property of the commutators quantifies the Schatten
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norms, that is the 7 norm of the singular values. This was studied by Peller, for the
Hilbert transform on R [33] (see also [34]), and in higher dimensions by Janson—Wolff
in R", n 2 2[25], and later on by Rochberg—Semmes [38, 39]. The Schatten norm is
characterized by the symbol being in certain Besov spaces. We summarize the known
results as follows. Let H denote the Hilbert transform and let R denote the -th Riesz
transform on R”.

o Ifn = 1and 0 < p < oo, then [b, H] is in Schatten class S? if and only if the
symbol b is in the Besov space B;,/fj (R) [33, 34].

e Suppose n 2 2and b B L lloc(R”). When p > n, [b, R] B S? if and only if b
B"/p(ll'\;/”l); when 0 < p < n, [b, R1 @ S” if and only if b is a constant [25, 39].

Notice that the cases of dimensions n = 1 and n > 2 differ somewhat. This is due to the
distinguished nature of the Hilbert transform, particularly its close connection to
analyticity. Similar results have been demonstrated in [15] for Szegd projection, big
and little Hankel operators on the unit ball and Heisenberg group, in [2] for the big
Hankel operator on Bergman space of the disk, and in [48] for Hankel operators on the
Bergman space of the unit ball.

The Janson—Wolff characterization has bearing on the quantised derivative of Alain
Connes introduced in [11, Chapter 4]. In this setting, the (weak) Schatten norm of the
commutator is relevant [30]. See also some recent progresses in various settings,
especially in non-commutative analysis [1, 14, 18, 24, 32, 36, 37].

In this paper we investigate Schatten class estimates for commutators of Riesz
transforms on Heisenberg groups, where the boundedness and compactness were
established in [12] and [8], respectively. This requires us to revisit the methods of
Janson—Wolff and Rochberg—Semmes, replacing Fourier analytic methods they used
with more robust real variable arguments. Our result not only recovers the result of
Janson—Wolff [25] and Rochberg—Semmes [39] on R”, n > 2, with the quantita-tive
estimate of the Schatten norm (which was not showed explicitly before), but also
opens the door to the study of Schatten classes for commutators with certain
Calderon—Zygmund operators in other important settings beyond R”. Examples of
such Calderon—Zygmund operators include

(1) the Cauchy—Szegd projection from Siegel upper half space to its boundary (iden-
tified with the Heisenberg group), see [41, Chapter 12, Sect. 2.4] and [15];

(2) certain second order Riesz transforms, such as the well-known Beurling—Ahlfors
operator on the complex plane C and second order Riesz transforms on H”. Details
will be provided in the last section;

(3) Riesztransforms in the Bessel setting [4, 23] and Neumann Laplacian setting [29],
which will be addressed in subsequent papers.

To be more explicit on our result, we let H” be the Heisenberg group. It is a nilpotent
Lie group with underlying manifold C" x R = {[z, ] : z @ C" xR}, the multiplication
law

Birkhéuser



Journal of Fourier Analysis and Applications (2023) 29:17 Page30f28 17

z,t]z, t = [z1,...,zn, )z, ..., 2,1

1 n n
= oZit zp.., etz 0+ 04 2Im zjzj (1.1)
J=1

and the homogeneous norm p(g) defined by p(g) = p(lz, t]) = max{|z| =, |¢| 12y,
where |z|gn = ’;=1 |zj|>. Forany = 1,2,...,2n, let R be the Riesz transform
on Heisenberg groups H” and the commutator with R is defined as follows.

(b, RI(f)(x) := b(x)R(f)(x) = R(bf)(x).

Recently, the theory of Besov space on space of homogeneous type (in particular,
Lie group [7, 16]) has attracted a lot of attentions (see [22, 46] and the references
therein). Several equivalent characterizations were obtained. For our purpose, we will
use the homogeneous Besov space via difference characterization defined as follows.

Definition 1.1 Suppose 1 < p,q < e and0 < a < 1.Let /B L (H"). Then we
say that /" belongs to Besov space Bf , (H") if

’ flg)- f(’)Lp;IHn)H"
p(g)2n+2+qa dg

< oo,

We recall the definition of the Schatten class S”. Note that if 7 is any compact
operatoron L2(H"), then T®T iscompact, symmetric and positive. It is diagonalizable.
For0 < p < oo, wesaythat T & S? if {A,} @7, where {A,} is the sequence of square
roots of eigenvalues of 7 T (couhted according to multiplicity).

Our main theorem is the following.

Theorem 1.2 Suppose that 0 < p < oo and b L110!H"). Then for any
{L,2,...,2n}, one has [b, R] B S? if and only if
2n+2

(1) bR By S (H"), if p> 2n+2; in this case we have b 21+2 = [b, R]sp.
B, P (Hn)
1224

(2) bisaconstant, if0< p< 2n+ 2.

In the Euclidean setting, the Riesz transforms have an explicit form, (%Nhere nis
the dimension of the underlying space and (x) is a smooth homogeneous function of
degree 0. This leads to arguments highly dependent on the form of the kernel.
However, the Riesz transform kernel on Heisenberg group has no such convenient
form. And, our argument depends upon recent developments. A pointwise lower bound
of the Riesz transform kernel on stratified Lie groups (which covers the Heisenberg
group) was established in [12] to characterize the boundedness of the commutator
with Riesz transform. We have to further develop this theme to prove the main result.
See Theorem 3.1 below. Indeed, Theorem 3.1 is key to our proof, a canonical ‘non-
degenerate’ condition. It depends upon the kernel of the Riesz transforms only being
zero on a set of zero measure, and being suitably large. In addition, the property aligns

Birkhiuser



17 Page4of28 Journal of Fourier Analysis and Applications (2023) 29:17

well with the martingale structure on Heisenberg groups. Verifying this property should
be central in settings beyond the Euclidean. We return to this point in Sect. 6.

Our proof uses a natural martingale structure on the Heisenberg group, and an
associated Haar basis, and crucially a notion of nearly weakly orthogonal due to
Rochberg—Semmes [39]. It is very well adapted to the analysis of Schatten norms in
harmonic analysis settings. See (2.2). As with other methods, the median of the
symbol on the atoms of the martingale is important.

The paper is organized as follows. In Sect.2, we recall the tilings and Haar Basis on
Heisenberg group and characterization of Schatten class. In Sect.3 we recall the basic
property for Riesz transform and then prove the pointwise lower bound for the Riesz
kernel (Theorem 3.1). In Sects. 4 and 5, we give the proof of Theorem 1.2 for the cases p
> 2n+2 and 0 < p < 2n +2, respectively, which lies in Propositions 4.4, 4.5 and
5.5.In Sect. 6, we extend our approach to some other well-known Calderén—Zygmund
operators beyond the Euclidean setting.

Throughout the paper we denote the L”(H”) norm of a function f by f», 1< p
< oo, The indicator function of a subset £ & X is denoted by yr. Weuse 4 B to
denote the statement that 4 < CB for some constant C > 0, and 4 = B to
denote the statement that 4 B and B 4.

2 Preliminaries on H”

LetH” beaHeisenberg group, which is a nilpotent Lie group with underlying manifold
C"x R = {[z,¢] : z@ C" x R} and multiplication law as in (1.1). Then the identity of
H” is the origin and the inverse is given by [z, #]"! = [-z, -¢]. In addition to the
Heisenberg group multiplication law, for each positive number A, non-isotropic
dilations 64 on H” are given by

6a(g) := 6alz, 1] := Az, A%t

Besides, the norm structure p on H is defined by

plg) = pllz t]) = max |z|e, 1|2,

where |z| é n= o 1z 2 The Haar measure on H" coincides with Lebesgue measure
on R?"*!_ For any measurable set £ @ H”, | E| denotes its Haar measure. It is direct to

see thatp(g™') = p(-g) = p(g) and p(6r(g)) = Ap(g).
The 2n + 1 vector fields

X:= —d-2y ,iY:= +d—2x , 7d—:= , =1,2,...,n,
0x ot oy ot ot

form a natural basis for the Lie algebra of left-invariant vector field on H”. For con-
venience, we set X,+ := Y, = 1,2,...,n and set X2,+1 := T. The standard sub-
Laplacian o 2

H on the Heisenberg group is defined by

H) Birlhauser =1 X. For any
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multi-index I = (i1,. .., i2n+1) BN weset X! := X]il)(ziz- . Xzifl’flland further
set

[Z]:=i1+ -+ i2p+1 and O(I):= i1+ -+ i2n+ 2i2441. 2.1

The integers || and 8(1) are said to be the topological degree and homogeneous
degree of the differential X/, respectively.

2.1 Tileson H"

We recall the metrics and tilings in H” summarized in [9]. We shall use the gauge
distance d, which is defined by setting

dig,g):=¢g ' g=¢" g Bg, g B H",

where - is given by (z,¢) := max |x1|, [y1l,..., [xal, |yul, 1212, B(z,t) BH". Tt is
easy to see that d is equivalent to the homogeneous norm p. See [43, Sect. 2.2] for a
discussion. We write B(g, ) for the ball in H” with center g and radius » constructed
using the distance d. We also use balls in the (algebraic) center of H”, which may be
identified with R: we define B%(t,s) := {t @R : |¢- ¢| < s}. Tubes are sets of the form
g - B(o,r) - B%(0,s), which are images of products of balls in H” x R under the
multiplication in (1.1). Here we used the notation o to denote the zero point (z, ¢) =
(0, 0) of H" and we shall explain the notation B(o, r) - B%(0, s) in more details: for
any (z,t) @ B(o,r) and any ¢ @ B?(0, s), we interpret ¢ as (0, ) @ H", and hence
by (1.1),

(z,t)-(0,8) = (z, ¢ + ¢).
We now recall that T'(g, r, s) is defined as
T(g,r,s):=g-Bfo,r)- B(O, s)= B(g,r)- B(O,S).

We use the work of [42, 43] on self-similar tilings to find a “nice” decomposition
of H", analogous to the decomposition of R” into dyadic cubes in classical harmonic
analysis, and describe an analogue of a lemma of Journé [27]. We identify C” with
R%", |z|e» denotes max{|x1|, |¥1l,... |x|, |yx|}, Qo denotes the cube [-1/2, 1/2)",
and HZ denotes the subgroup {(z, t)@H 7: z B Z 23¢t @ (2n) -1Z}.

Theorem 2.1 ([42, 43]) There is a measurable function f : Qo -> R such that
7(0) = #1” ) and

1 2n+ 1

ms f(z) < Infn+ 1) Bz B Qo,
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such that the set T,, defined by

|

To
i= (z,t) 1z B Qo, f(z) - ZnS t< f(z) ,

has the property that
b2n+1(To) = g To, g

where n

={(z,t)BH, : |zl < m: |t] < n+ 1}

The definitions of 7, and the metrics that we use show that
T,8 (z,t) BH" : |z|e < 1/2,|t] < 3/8 B B(0,1/2) - B%(0, 1/8) =
T(o,1/2,1/8),

where the barred symbols indicate closures. We note that |T,| = 1/2n while
[T(0,1/2,1/8)] = 3/4.

Definition 2.2 We define
To:={g-Tr:g0 H%}, Tj:=06pp41))To and T := T;. ez

We call the sets T B T tiles. If j @Z and g H”Zand T=25 (2n+1)j(g - Tp), then
T = 6241)7(€) - 61241)i (To), and we further define

(2n+ 1)%

cent(T) := 83,41)i(g), width(T) := (2n + 1)/ and height(T) := 5
n

And we define /; be the j-th center set consisting of all the centers of 7 @ T ;. That
1S,

Ij = {cent(T): THET,}.

Lemma2.3 ([42,43]) LetT ;andT be defined as above. Then the following hold.:

(1) foreach j BZ, T; is a partition of H", that is, H" = g1 T,

(2) T is nested, that is, if T, T B T, then either T and T are disjoint or one is a
subset of the other;

(3) foreach j BZ and T B T;, T is a union of (2n + 1)*"** disjoint congruent
subtitles in T -1,

(4) B(g,Ci1q) B8 T @ B(g, C2q), where g = cent(T) and q = width(T) for each T
T, the constants C1 and C depend only on n;

(5) fTBT), theng-T BT, forall g @6p,.1)iH;" and 631 T BT j+ik for all
kBZ.

Birkhauser
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Every tile is a dilate and translate of the basic tile 7y, so all have similar geometry.
Hence each tile in T is a fractal set—its boundary is a set of Lebesgue measure 0 and
(Euclidean Hausdorff) dimension 2n—and is “approximately” a Heisenberg ball of
radius (2n + 1)/. The decompositions are product-like in the sense that the tiles
project onto cubes in the factor C”, and their centers form a product set. If two tiles in T ;
are “horizontal neighbors”, then the distance between their centers is (2n + 1)/, while
if they are “vertical neighbors”, then the distance is (2n + 1)%//2n.

2.2 An Explicit Haar Basis on Heisenberg Group

Next we recall the explicit construction in [28] of a Haar basis. Note that in [28], the
Haar basis was constructed on a system of dyadic cubes for general metric space with a
positive Borel measure. Here we apply it to the specific setting of Heisenberg group
H” on the system of tiles.

There exists a Haar basison H": {h ,: T BT, = 1,...,M — 1}for LP(H"), 1
< p < oo, where My := #H(T) = (2n + 1)?"*2 denotes the number of sub-tiles of
T and H(T') denotes the collection of sub-tiles of 7T'.

Lemma 2.4 ([28]) For each f B L?, we have

1 M-
flx)= " f,hphyp(x), TOT =1

where the sum converges (unconditionally) both in the LP-norm and pointwise almost
everywhere.

The following theorem collects several basic properties of the functions /4 .

Lemma 2.5 ([28]) The Haar functions h y TRAT, =1,..., My~ 1, have the
following properties:
1) A [isa simple Borel-measurable real function on H" ;
(i1) & _is supported on T
(ii1) szis constant on each RAH(T);
(iv) Th(g)dg = 0 (cancellation);
) kL h'= 0for = ,, B{1,...,M - 1}
(vi) theTcoliection |T|'1/2)(T {h ;= 1. .:an - 1} is an orthogonal basis for
the vector space V(T) of all functions on T that is a constant on each sub-
cube R H(T);

(Vi) ifhy= Othenh p= |T|' " 7for1s ps oo
(viil) hp1-hpee = 1.

2.3 Characterization of Schatten Class

The Schatten norm is defined in a non-linear fashion. Estimating it above, and below, is
not necessarily straight forward. Operators with kernels, such as commutators, admit

Birkhiuser
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general upper bounds in terms of norms on the kernels. These general facts are recalled,
and used, in Sect. 4.2.

Characterizations of Schatten norms for general operators are well-known, and fre-
quently expressed in terms of supremums, or infimums, over all choices of orthonormal
bases for the Hilbert space in question.

Rochberg and Semmes [39] proposed a notion of nearly weakly orthogonal (NWO)
sequences of functions. This notion is closely connected to Carleson measures. For
our purposes, we do not need to recall the full definition of NWO sequences. With the
development of tiles in Sect. 2.1, we have the inequality below, for any bounded
compact operator A on L%(H") and 1 < p < oo:

1/p

|der, fr|? Asp, (2.2)
TeT

where {er}r and {fr}r are function sequences satisfying |er|, | fr| < |T |=V2xr.
This inequality can be found in [39, (1.10), Sect. 3].

3 Lower Bound of the Riesz Transform Kernel on H"

Forany = 1,2,...,2n, the Riesz transform on Heisenberg groups H” is given by
R= X(-

)~ /2. It is well known that the heat kernel pr on H” has this form (cf.

[19]): forg = [z, ¢t] @ H",

1 A 2 A piu(g)

= t = n thA , = -
samnprt g O 4117 FElercohA) a9 =l
Moreover, p; on H” satisfies (c.f. for example [17, Eq. (1.73)])
pi(g)=h""'p(6a(g)), Bh>0, gBH" (3:2)
7

The kernel of the th Riesz transform R (1 £ < 2n) is written simply as K (g). It
is well-known that K @ C=(H" \ {0}), and it satisfies the scaling condition

K(6:(g)) = r™2"%K(g), Bg=o0,r>0,1< < 2n. (3.3)

Indeed, this follows from the relationship between the Riesz transform and heat
kernel (3.2) given by

IS ~

+ oo 1 + oo

K(g)= 1__— —27 = hn2 (Xp)(§1(g))dh.o o
T JT &

We recall that by the classical estimates for heat kernel and its derivations on
stratified groups (see for example [45]), it is well-known that (e.g. [17]) for any multi-

Birkhauser
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index I = (i1,...,i2n) BN?" Bl £ < 2n, the Riesz transform kernel satisfies the
following smoothness inequality:

X'K(g) p(g) "M

We now establish the following fundamental result for the pointwise lower bound
of the Riesz transform kernel, which is one of the key property for proving our main
theorem. It is of independent interest, in that this property can be seen to hold for other
Calderon—Zygmund operators.

Theorem 3.1 There exists a positive integer Ao such that:

o forany T BT, thereis a unique T4 (BT j+a suchthat T@ATy .,
e furthermore, for each B {1,2,---,2n}, there exist positive constants 3 < A1 <
A2z and C > 0 such that for any tile T BT, there exists a tile T B T satisfying:

(1) T@ Ty,

(2) A;(2n+ 1)) < d(cent(T), cent(T)) < A)(2n+ 1)/;

(3) forall (g, $) BT x T, K (($) ' g) does not change sign;
(4) forall (g, 8)B T x T, |K((g)'g)| = C(2n+ 1)~(2n+2)],

Proof Begin with this fundamental fact of the Riesz transform kernel from [13, The-
orem 1.5]:

K(g)=10 a.e. g @ H", foreachfixed @{1,2,...,2n}.
From the scaling property of K (c.f. (3.3)) and the property above, we obtain that
K(g)=10 a.e. gs”",
where S” = {g @ H" : p(g) = 1}is the unit sphere in H". Let £ := {g @ S" : K(g)
= 0}. Then o(E) = 0, where o represents the surface measure, and for every small

positive number , there exists an open set £ covering £ such that o(E ) < . Since
K is a C* function in H"\{o}, there exists g in H"” with p(g) = 1 such that

|K(g)| = min |K(g)| > O,
gBF

where F := S"\E.
Hence, there exists 0 < &, 1 such that

1
|K(g)l > AK(g)l, G4

forall g @ B(F, 4e,) = {g@H" :@% @ F suchthat d(g, &)< 4e,}.

We now turn to the tiles. Based on the construction of tiles, for every 7' & T, there
exists a unique T4 B T;+4 such that T B T4 ; Here Ao is a positive integer to be
determined later. We now choose an arbitrary 7 & T .

Birkhiuser
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We first claim that for the chosen 7' B T; and the unique tile 7 (B T;+a
with 7 @ T4 , there must be some g B T4 0With d(h,g) = C(2n + 1) j+40 and
d(g, Tgo) > 1?)C2(2n + 1)/ such that

(8c-1(amer)-i-40(h7 ) BF, (3.5)

where 4 = cent (T ), C is a positive constant such that C71 < Cx< 3%, C1 and C; are
the constants in Lemma 2.3.

We now prove this claim. Suppose that for all ¢ T,, with d(h,g) =
C(2n + 1)7*40 and d(g, ) > 10Ca(2n + 1)/, (3.5) does not hold. Then since
P((6c-1(2ns1)i-40(h7'8))") = 1, we obtain that (6¢c-1 5,41 )-i-40 (R &))" BE.
However, due to the construction of the system of tiles, we obtain that

OB Tuy: d(h,§)= C2n+ 1))*40, d(g, T()> 10C2(2n+ 1)})

oG BH" : d(h, %)= C2n+ 1)i*40}) >D >0,

where D @ (0, 1) is a constant depending on 7 and Ao only, but independent of j and 7.

This contradicts to the fact that o(E) < for any small positive given at the

beginning. Thus, the claim holds.

Now based on the claim, we choose & @" T4 with d(h, h) = C(2n + 1)/*40and
dih, T(ﬁ) > 10C2(2n + 1)/ such that (8c-1(2n+1)-i-40 (h=Yh))~' @ F. Let

&= (6c-112n41)740 (h="h))~'. Without lost of generality, we assume that K(g)
is positive.
From the definition of ¢ we see that

ﬁ = h : 5C{2n+1)j+A0 gv—l . (36)

Next, we choose the integer Ao so that (2n + 1)40 > 5C» C‘leal. Then fix some
n @ (0, 2€,) such that the two balls B(h, nr) and B(k, nr) with r = C(2n + 1)/*4o
satisfy the following condition:

5C22n+ 1) < nr< 10C2(2n + 1)/,

Then we can deduce that 7 @ B(h, nr) and B(h, nr) @ T4 Lt
is direct that for every g @ B(h, nr), we can write

g= h-b-(g),

where g, @ B(o, n). Similarly, for every & B(h, nr), we can write
g=h-6(2)

where g, @ B(o, n).

Birkhauser
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As a consequence, we have
K(g &)= Kh-6:(g)), h-8(g,)
K h-8:(g),h-6:(87") 6:(22)
K 6:(g),6:(7")-6:(2)
K 6:(gh6r(g™ - g)r
2K g, gt
rK (g ge (3.7)

~

where the second equality comes from (3.6), the third comes from the property of the
left-invariance and the fifth comes from (3.3).
Next, we note that
a’(g)z'1 g g=diggg
< dg-g.,8& +dgg-8=
dg,o0 +do,g
< 2,7 1 2
< 4eo,
which shows that {gz)‘1 -g -g igcontained in the ball B(g, 4¢,) forallg B B(o, n) and
forall g lj(a, n).
Thus, from (3.4), we obtain that

IK(g) ' &g > K| (38)
2 1

o _ have the
and for all g, B(o,n) and for all g A B(o,n), K(g) ;88 and {((g)

same sign.
Now combining the equality (3.7) and (3.8) above, we obtain that

1
IK(e.8)1 > 2 IK(E)), (39)

for every g @ B(h, nr) and for every ¢ @ B(H, nr), where K(g, ¢) and K(g) have the
same sign. Here K(g) is a fixed constant independent of n, », i, g1 and g2. We denote

chn)= K@l
From the lower bound (3.9) above, we further obtain that for the suitable n & (0, €,),

|K(g, &) > C(,n)r""2,

Birkhiuser
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for every g B B(h, nr) and for every ¢ B B(h, nr). Moreover, the sign of K(g, ) is
invariant for every g @ B(h, nr) and for every ¢ @ B(h; nr).

Based on the fact that B (k) nr) B T4, and nr > 5C2(2n + 1)/, there must be some tile
T @ T; such that T @"B(h, nr). Also note that T B B(h, nr). Hence we obtain that
A1(2n+ 1)/ < d(cent (T), cent(T)) < A2(2n+ 1)/, where 4; and A2 depends only
on A and C. Moreover, we see that forall (g, g)@ T x T, K ((g) -1g) does not

change 51gn and that for all (g, ) B T x T*, |K(($)'g)| (2n+1)" (2n+2)]  \where the
implicit constant depends on C(, n) and Ao.
The proof of Theorem 3.1 is complete.

4 Theorem1.2:2n+ 2 <p < o=
4.1 Proof of the Necessary Condition

In this subsection, we assume that [, R ] @ S? for some 2n + 2 < p < o< and then
2042

prove that b & B, ; (H").

We need these preliminary observations. Let T be the decomposition of H” into
tiles 7 as in Sect.2.1. We define the conditional expectation of a locally integrable
function f on H” with respect to the increasing family of o-algebras o (T-x) by the
expression:

Er(f)(g)= (flrxr(g), g@H",
TRT-k

where we denote ( f)r be the average of f over T, thatis, ( f)r := fﬂTf(g)dg 1=
L1 fle)dg.
For T Tk, we let hy, hZ,..., hTM”_1 be a family of Haar functions

defined in Lemma 2.5. Next, we choose #; among these Haar functions such that

. b(g)h fg)dg is maximal.

Note that the function (Ex+1(b)(g) — Ek(b)(g))xr(g) is a sum of M, Haar func-
tions. That is, we are in a finite dimensional setting and all L”-spaces have comparable
norms. So we have that

1/p
TIEkn(b)(g)—Ek(b)(g)l”dg < C|TI™? Tb(g)hr(g)dg, (4.1)

where C is a constant only depending on p and 7.
This is the main Lemma.

Lemmad.l Let 1 < p < oo and suppose that b Lllo({H”) satisfying [b, Rlsp < oo
for some B{l,2,...,2n}, then there exists a constant C > 0 such that

(2n + 1)?"*2K g (b) - Ex(b) < Clb, RY,. k
V4
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Proof We will ultimately apply the Rochberg—Semmes [39] notion of NWO
sequences, namely the inequality (2.2). By (4.1), we have

(2n+ 1) JE | Epa(b)(g) - Ex(b)(g)|Pdg

HVI
= | Ex+1(b)(g) - Ex(b)(g)|Pdg
rat T .
P
< C|T|™P? b(g)hr(g)dg . (4.2)
TeT-k 7

To continue, for any 7' B T _,, let 7' be the tile chosen in Theorem 3.1, then
K($'g) does not change sign for all (g, ) @ T x T and

c
IK(g"'g)l 2 —
ez o

for some constant C > 0. Also, let - (b) be a median value of b over T". This means
a(b) is a real number such that defining for a tile S,

Eyg:= gBS:b(g)< ap(b) and E, 5 gl S:b(g)> a,(b), 4.3)

we have, with § = 7', the upper bound IE/T.I < lzlfl for j = 1,2. A median value
always exists, but may not be unique (see for example [26]).

Next we decompose T into a union of sub-tiles by writing 7' = f‘/:[”l P;, where
P;BT-f-1 and P;@ T satisfying P = P; ifi = j. By the cancellation property of
hr, we see that

R N |T|—1/2
ble)hi(g)dg = |7|7? (blg) = ar(b)hr(g)dg
1
< b(g) - a-(b)d
m g [b)dg
1 Ma
< —  b(g)- a-(b)dgi=1
A 9
P oM |
< — b - a-{b)de + —
Tl pesy 8 AP g
My "
b(g) - a.(b) dg
i=1 PnE]
=1+ 1. (4.4)

Above, we are using the notation in (4.3).
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Now we denote

T . T -
Fy = gBT:b(g)2 ay(b) and F,

= GBT:b(g)< ap(b) .
Then by the definition of a.(b), we have |F|= |F{|@ |Tland F\ @ F, = T
Note that fors = 1,2, ifg® ETand ¢ B F, T then

blg) - a-(b) < b(g) - a-(b) + a-(b) - b(g)
= b(g) - aplb) + ap(b) - b(g) = b(g) - b(g).

Therefore, fors = 1,2,

| M | |FT
| (A— b(g) - a-(b S
ST, papr €T OO
| M ) )
— b(g) - a;(b) K(g™'g)dgdg .,
|T| PnES [ES‘T !
e A
— b(g)- b(g)K(s ' g)dédg ;_,
Tl pag, ;FT T

s s
~ N

M,
I et

= — (b(g)- b(g)K(¢ ' g)dgdg, .., PrE, F,
i T

where in the last equality we used the fact that K(¢~'g) and b(¢) - b(g) do not
change sign for (g, g) (Pi nEJ)x FI,s = 1,2. This, in combination with the
inequalities (4.2) and (4.4), implies that

A~

(n+ 1EJE B (b)(g) - Ex(b)ig)|dg

P
717" blg)hr(g)dg
TRT-k 7
i
s=1 TRAT-
2 n P
| P FT E1/2X . Xpn T
bR e
Ti=1 BT- i=l !
o IPII{ZXF 7 n ke, T
Note that er := —lel—E} T and f7 := | ,-_WE_T' Based on Theorem 3.1, we

see that for each T @ T—, there is a unique T4y @ T-k+4, such that T, T
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T4,. Hence, ler|, | fT|< C|Ty, I‘%)( T4 where C is an absolute constant depending
only on n and A4o. Note also that each T4, B T-x+4, contains only a finite number

(depending on n, Ag) of T B T-; with T, T @ T4 . Sum this last inequality over &
Z, and appeal to (2.2) to conclude the Lemma.

Corollary4.2 Let 1 < p < o= and suppose that b L! (H") satisfying [b,
Rlsp < o= forsome @{l,2,...,2n}, then there exists a constant C > 0 such that for
any kB Z,
b
~ Ex(b)y < C(2n+ 1)"Cm+2)k/p[p, R
sp

Proof Note that £,(b) - b a.e. as k > oo. Besides, by Lemma 4.1, £ ,,,(b) -

Ek(b)y < C(2n+1)"(27+2)k/P ], R]sy . Combining these two facts and summing the
geometric series yield the conclusion.

Lemmad.3 Let 1 < p < oo and suppose that b B L'\ (H") satisfying [b, Rlsp < oo
for some B{l,2,...,2n}, then

1/p
(2n+ 1)2"*2kp - Erb), ¥ [b, Rlsr. k
Proof 1t suffices to show that

M 1/p

(2n+ 1)2"*2kp - Er(b), » < C[b, Rlsp,
k=L

for some constant C > 0 independent of L < M B N. To this end, we denote the term
in the left hand side above by J and then note that

M 1/17‘]
< @2n+ 2)0 R = B (b))
k=L
M 1/p
+ (2n+ 2)"*VKE g (b) = Ex(b) pyn)
k=L
M+1 Vp
= (2n+ 2)2 VD p — By (b)) )
k=L+1
M 1/p
+ (2n+ 2)C" VR E 1 (b) = Ex(b) g
k=L

=: Term; + Termo.
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To continue, we first note that Lemma 4.1 controls Termy. Besides, Term; is dom-
inated by

M 1/p
(2n + 2)—{2n+1)/p (2n + 2)(2n+1)kb _ Ek(b)Lp(ﬁn)
k=L
+ (2n+ 2)0 VMDY B (b)) (4.8)

By Corollary 4.2, we see that the first term of the right-hand side in (4.8) can be
absorbed into J, while the second term can be dominated by C[b, R]sp.
This ends the proof of Lemma 4.3.

Proposition 4.4 Let 2n + 2 < p < e and suppose that b Lllm( H"), then there
exists a constant C > 0 such that

b 2n+2 < C[b/ R]Sﬂ Bp,p
(H ) n

Proof To begin with, we note that

N A

Iblg) = BEN” s
He o we d(g, 8)20n2)
(2n + 1),/2m2k |b(g) - b(8)|7dgdg.

kBZ d(g,8)<(2n+1)7k-1

Hence, it suffices to show that

M » p(2n
+ 1) 2k b(g)- b(g) dgdgs C [b,R] ,
k=L d(g,g)s(2n+1)7k-1 Sp
4.9

where C is a constant independent of L < M B Z.

Recall thatatile 7 in T _, is approximately a Heisenberg ball of radius (2 + 1)7%.
Fix a Heisenberg ball B centered at the origin with radius (27 + 1)"%*4 for a large
fixed integer 4, and then denote bg(g) := b(g g) for g @ H". Then the left-hand side of
(4.9) is dominated by a constant times

~ A A

M
1 R N .
— (2n+ 1)2 )k |bz(g) = bg(8)1” dgdgdg
1Bl 5,., TBT; rr
1 M 2n+ )k
- (2n+ 1) ’”2) |bg(g) - Exl(bg)(g)|? dgdg
|3 B k=L ToT, r
1 ~
B Clbg, Rlg, dg? (4.10)
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where in the first inequality we added and subtracted the term Ex(bg) by noting that

forg, ¢ @ T B T-k, Ex(bs)(g) = Ek(bs)(g), and in the second inequality we use

Lemma4.3. Next, as the Riesz transform is convolution, [bz, R]s» = [b, R]s», we obtain

that the right-hand side of (4.10) is bounded by C[b, R] ,. Hence, (4.9S’) holds.
Therefore, the proof of Proposition 4.4 is complete.

4.2 Proof of the Sufficient Condition

Proposition 4.5 Suppose @{1,2,...,2n},2n+ 2< p< oo and b @ L' o). 1

2n+2

b@ B, ) (H"), then [b, R) @ SP.

Proof We follow the proof in [25], which relies upon general estimates for Schatten
norms of integral operators. For the convenience of the readers, we briefly sketch

2n+2

the proof here. We first recall that [b, R] is compact [8] when b & B, , °(H")
VMO(H"). Note that Russo [40] proved that for general measure space (X, u), ifp
> 2and K(x, y) @ L?(X x X), then the integral operator T associated to the kernel
K (x, y) satisfies the following bound:

12 el
<
Tsp < K LPLKP, Lr’ Lo,

where p is the conjugate index of p, K®(x, y) = K(y, x), and “»,p denotes the
mixed-norm: Ky, 1 2= K(x, y)rr(dx) pp(y) LateronGoffeng[21] showed that the

condition K (x, y) @ L>(X x X) in the above statement can be removed.

Moreover, Janson—Wolff [25, Lemmas 1 and 2] extended the above statement to
the corresponding weak-type version general measure space (X, u): if p > 2 and
1I/p+ 1/p = 1, then

1 /2 -1 /2
Tso <K', OK o) (4.13)

where; , ; 5, denotesthe mixed-norm: K ; , ; ==K (X, y)1r(dx) pe L (dy)
Next, back to our setting on Heisenberg group, we note that for 1/g = 1- 2/p,

= sup sunoz1 SRAH" :

5 )(2n+2)(1-2,
/g d(g, g)( rng)’(’ a>6p)L°°,Lq,°° d(g,

g)ens2p-2/p) ~ @ )

_ 1/q
sup supa B(g, o (2n+2)(1-2/p) )
gBAH" a>0

_ L 2n+2
SUp Sup @ o (a2 p—
giH" a>0

1.

R

q
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Then by weak-type Young’s inequality,

(b(g) = b()KI(L &)y 1p-

b(g) - b(g)

dWéTP Lo
b(g) - b(g)

d(g g“ )2(2n+2212 v Lp d(g é|(2n+2){l 2/p)

(
CbB(zn»[f})/p Hi ) (4.14)

IN

IN

IN

Similarly,

(b(g) - b(E))K(E, 8), < CbB(zmz)/pmn). (4.15)

p,LPo

Combining the inequalities (4.14), (4.15) and then applying the weak-type Russo’s
inequality (4.13), we see that

(
[b, R]lsp= < CbB(2"+2)/"p]-}}')'

Since this inequality holds for all 2n + 2 < p < o=, we can apply the interpolation

oo oo _ (2n+2)/p1  p(2n+2)/p2 (2n+2)/p
(SP1=, §P2%)g, = SPand(B D1 sz » )o, = Bp/p (see forexample

31, Theorem 4.1] and [47, Theorem 3.1]), where - 1?,, + 9 1 "to obtain that
P m P

[b, Rlsr < CbB(zmz)/pmn).

This finishes the proof of sufficient condition for the case 2n + 2 < p < oo,

5 Theorem1.2:0<p< 2n+ 2

In this section, we prove the second argument in Theorem 1.2. That is, for each
{L,2,...,2n}and for 0 < p < 2n+ 2, the commutator [b, R] is in S? if and only if
b is a constant. The sufficient condition is obvious, since [, R] = 0 when b is a
constant. Thus, it suffices to show the necessary condition. It suffices to consider the
critical case p = 2n + 2, by the inclusion S” & S7 for p < gq.

To formulate our argument simply, we will usually identity C* with R?” in Lemmas
5.1-5.3 and use the following notation to denote the points of C” x R = R?"*! : g =
[z,t]1= [x,»,t] = [x1,..., X0, Y1, ..., yu, tlWithz = [z1,...,24],2zj = xj + iyjand
xj, yj,t @ R for j = 1,...,n. Then the multiplication law can be explicitly
expressed as

gg =[x,y tllx,ytl= x+x,y+ yt+t+2y,x-2x,y,
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where -, - denotes the standard inner product in R”.

Lemma5.1 There exists a positive integer B such that for any tile T B T _;, and
aj = 1 (j= 1,2,...,2n), there are tiles T B T-y-p , T B T-k-B guch that T
BT, T BTandifg= (g1,...,8n,t)BT ,h= (h1,..., hon, t )BT, thena;(g;-
hj) width(T)(j = 1,2,...,2n).

Proof Consider first 7 = 65,,1)k(To). Based on (4) in Lemma 2.3, we see that

B o0,Ci(2n+1)k T. Then one can choose go1 @ B 0, C1(2n+1)%  such that

d(go,1,0) = 321 (2n + 1)¥, and that all the ﬁrst 2n components of g 1 is positive and
equalsto 2= 3C] (2n+1). Thus, we have B(go,1, —b (2n+1)k) @ B(o, C1(2n+1)¥) and
that for everyx = (X1,...,X2m,tc) B B(go,1, 4%1(271 + 1)), we have x; > 0 and is

equivalent to 2¢1(2n + 1)¥. Then taking the inverse of the ball B go,1, Si2n+1)F |
we get other ball B g2, 4C—01(2n + 1)¥ such that g,» = g;’% and that for every

y=(n...,ymty) BB gO,z,%(Zn + 1)¥ , we have y; < 0 and is equivalent
to 3C‘ (2n + 1)F. As a consequence, we see that there exist 7 B T—j- B, such that

TEB goi, 40—(2n+1)k andT B T-f-B, suchthat7 @ B go2, 20(2 7+ 1)k

Then itis clear thatif g@ 7, h B T, theng; - h; width(T)(j = 1,2,...,2n). For

general T B T-4 Wlth u = cent(T), we know that T = k( )
92n+1) k(To). Hence, the argument holds by using the translation and dlllatlon This
ends the proof of Lemma 5.1.

Recall the following first order Taylor’s inequality on Heisenberg group from [5].

Lemma5.2 Let f C™(H"), then for every g = (xi,...,x2n,t),8 =
(xq, oo, x2 1) BH", we have
0
2n )
flg)= flgo)+  X;f(go)lxj - xi)+ R(g go),
j=1

where the remainder R(g, go) satisfies the following inequality:

2 i

Cc -
|Rig g0l < CB = plg;'e)’"  sup X flgoz) I8,
j=] I i, ij<2n+1, p(Z)SCD(galg)

I=(i1,...,ij), 6(1)22

for some constant ¢ > 0. Here 6(1) is the homogeneous degree with respect to I given
in (2.1).
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We denote & be the horizontal gradient of H” defined by f := (X1 f,..., Xon f).
Then we can show a lower bound for a local pseudo-oscillation of the symbol 4 in the
commutator.

Lemma 5.3 Let b C=(H"). Assume that there is a point go H" such that
Bb(go) = 0. Then there exist C > 0, € > 0 and N > 0 such that if k > N, then
for any tile T B T - satisfying d(cent(T), go) < €, one has

b- b= Cwidth(T)|Bb(g }. (5.4)
T T

Above, T and T are the tiles chosen in Lemma 5.1.
Proof Denote cr := cent(T) := {clT, e, 027”, trYand g = (gi1,..., g2, t), then by
Lemma 5.2,

2n
b(g) = bler)+  X;bler)(g;j - cp)+ R(g, cr), (5.5
j=1

where the remainder term R(g, cr) satisfies

=

2 :
c _
Rg,er)l < B & P! sup  |Xb(erz)|B.
j=1 I8 dy,.,i <20+, P(Z)SCP(C;lg)
1=(iy,...,i;), 6(1)22

Note that the condition p(z) < cp (c"Tlg) implies that d(crz,cr) = p(z) <
cp (c;lg) width(7T) whenever g @ T. Hence, if g @ T, then

|R(g, cr)| width(T)> * X'br=(B(gy1))-
j=1 i1,..., i;<2n+1,
I=(i1,...,i}), 6(1)22

For = , > 0 sufficiently small, this last estimate is smaller than the right hand side
of (5.4). That is, in (5.5), we are only concerned with the first two terms on the right.

Apply Lemma 5.1, with the choice of signsa = sgn(X b)(c )yLet T, T be the tiles

that this Lemma provides to us. For g = (g) T] andg = (g)B T, we have
sgn(ij)(CT)(g/.— g)j width(T), j=1,...,2n.

Therefore, we can estimate

b(g) dg - b(g) dg
T T
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2n
Xib)(c
; (XsDer) 1o~ ¢) dedg - IR(gc Jldg-  IR(g.c Jldgr
T T j! / Y T

1\

j=1
2n 2
¢ |(X;b)(cr)| width(T) - C width(T)?

j=1 Jj=1 i1,..0, ij<2n+1,
I=(iy,...,ij), 6(1)22

74
X br=(B(g,1))

v

C width(T')|Bb(go)|.

This inequality completes the Lemma.

Lemma 5.4 A function b LILC(H”) is constant if

sup E "p)g)- E hb)(g)dgd oo,
g AR (t"b)(g) - Ek+p (F"b)(g)dgdg o <+

(5.7)

(In the display, T B Ti, and both T and k vary. And T denotes translation by h).

Proof The assumption is that & Llloc( H" ), but the previous Lemmas require b to be

smooth. Denote )(g) := ~2"72¢(6 -1 g),where isasmooth compactly supported
bump function which integrates to one, and is a small positive constant. Then, b
= b @ ¢ is smooth. We argue that these are all constant. And, they converge to b
pointwise so this is sufficient.

The point is that b is smooth and we observe that

Er+ (b)(g) - Er+n (b)(g)dgdg
T T 0 0

TRT 2n+2
< sup Egvp (T"b)(g) = Exvp (¥'b)(g)dgdg < 4oo.
h@B(o,1) T T rat 2nt2

(5.8)
If b is not constant, we argue that the norm in the left hand side above is actually

infinite, which is a contradiction. It follows from [6, Proposition 1.5.6] that there exists
a point go @ H” such that @b B ¢(go) = 0. But then, Lemma 5.3 applies. There exist
€> 0and N > Osuchthatifk > N, then for any tile 7 @ T- satisfying d(cent(T),

go) < &,
TEk+BO(b)(g)_ Ex+py (b )(g)dgdg Widtn(T)l @b )(g)l.

Note that for £ > N, the number of 7 B T-; and d(cent(T'), go) < € is at least

c(2n + 1)FCm2) width(T) ("2
But then, it is clear that the norm in (5.8) is infinite.
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Proposition 5.5 Suppose b LIIOJH”). Then for any B{1,2,...,2n}, the commu-
tator [b, R] @ S?"*2 if and only if b is a constant.

Proof A constant function b is associated with the zero commutator. So, we only
consider the direction in which we assume [b, R] B S2"*2. And, then, we need to
verify that (5.7) holds. That inequality has the supremum over translations. The Riesz
transforms are themselves convolution operators, so that it suffices to verify (5.7)
without translations. That is,

T

Ervp (b)(g) - Eksp (D)(g)dgdg [b, R] 2042 < oo,
T TRET 21+ 0 N

(5.10)

(In the display, 7' @ Tg, and both 7" and & vary).
This is in fact a corollary to Lemma 4.1, and is seen by way of a general remark.
For a random variable Z, we have for 1 £ p < oo,

Z-EZ, Z- Zp,
where Z is an independent copy of Z. Indeed,

Z_ Esz Z_ EZP
SZ_ Zps ZZ_ EZP'

The first inequality is by convexity and the second by the triangle inequality.
Thus, Lemma 4.1 implies

Eres (b)(g) = Ex(b)(g) dg [b, Rlgansa, TET

T 2n+2

as By is a fixed integer. And then (5.10) follows.

6 Applications

As stated in the introduction, our approach depends upon a standard non-degeneracy
condition on the kernel of the singular integral operator, and then on robust real variable
techniques. (In particular, no Fourier analysis.) The approach applies to the following
non-Euclidean Calderén—Zygmund operators.

(1) The Cauchy—Szeg6 projection C [41, Chapter12, Sect. 2.4] is an important singu-
lar integral on H”. It recovers an analytic function in the Siegel upper half space
from its boundary value. Its restriction to the boundary is a convolution operator,
thatis, C(f)(g) = f(g)kcs((g)'g)dg, and the convolution kernel kcs is
given by

¢ 2

kcs(g) = W 2=-1, Bg= (zt)BH"
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)

(22)

(2b)

It is well-known that this kcs is a Calderon—Zygmund kernel. From the explicit
kernel, we see that the non-degeneracy condition in our Theorem 3.1 holds for C.
Hence, Theorem 1.2 holds for [b, C]. This recovers the Theorem A obtained by
Feldman—Rochberg [15] where they relied on the Cayley transform and Fourier
transform.

Second order Riesz transforms appear naturally in the study of PDEs (see
for instance [20]) and have been extensively studied in literature. They are
mostly interpreted as iterations of Riesz transforms and their adjoints, or second
derivatives of the fundamental solution operator for the Laplacian: ;0 (-

)~!. On Euclidean spaces, second order Riesz transforms are well
understood as Calderon—Zygmund singular integrals and have bounded L”
norm for I < p < oo,

A particular interesting example is the classical Beurling—Ahlfors operator B on
the complex plane defined by (see for example [3, 35])

B(f)(z)=pv.. I 2

T c z-w

dw.

Equivalently, we have

B=0%(-
)1
where 0 & onn = Lo is the Cauchy—Riemann operator and

is thé Laplacian on R . Note that the kernel of B is homogeneous and smooth
away from the diagonal. Hence, the Schatten class [b, B] was covered by
Rochberg—Semmes [39]. Our approach can also be applied to [b, B], to have the
explicit quantitative estimate for the Schatten norm.

Second order Riesz transform T (-

4
w)~ ' onH” (recall that T = L(X;X,.+; - Xu+; X;)). By using functional
calculus for (-

u)~L, it is direct to see that

T(-

which gives that the kernel K of T (-
w)~! is a convolution kernel. Together with the size and smoothness estimates
for the heat kernel [45], we obtain that for g = [0, 0],

1 1
K 2 and IXK(] 2

for = 1,2,...,2n. Hence, T (-
w)~! is a Calderon—Zygmund operator



on H". We now verify the non-degeneracy condition in our Theorem 3.1.
We follow the idea in [13, Sect. 7]. Recall that ([19]) the explicit expression
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of heat kernel on the Heisenberg group H” is as follows: for g = [z, t] @ H”,

1 A P,{l(g)

A 2
= 2 t —z| @ cothA —dA; 1= -1.
2fanh) T g P gy T lerco sinh A
6.1)

Forany g = [z, t] @ H", by using the explicit expression of the heat kernel above
and by Fubini’s theorem, we have that for g = [0, 0],

_ 1 0 +ee —n-1 A _ 2 A n
K(g) = AT 5 . h Rexp a7 1t |Z|Cn cothA SR dA dh
1 0 e —n-1 A 2 A n

=g h A= 2P cothaA dh -2 "aa
2647)7T 01 & o eXp i 1 Flnco Sinh A
ol 2 cothA- A"~

= Cigr |, FleAcothd=nAr o o

_ _ -n-1 A n

= C2lzlaAcohA- iAs o A A,

where in the next to the last equality we applied Cauchy integral formula to
deform the ray on right-half complex plane C+ into the real axis. Here we also
note that

Cy=-n1C; = - g n’il s lemsT s = 0. (6.2)
n 0

Observe that

Z =
Izl AcothA= At = A d?(g) | lgeoshA=1 1 sinhA
d g~ dgher—
K

¢ K
K
2 _
i & (ézcosh()\ 19),

where dx is the Koranyi metric given by dk (g) = (|z|€,, + tz)} forg = [z, ¢]

H”, and
- % < 0= oflz|o 1) < % ¢ = d2(g)(1z) 2 + 11). (6.3)
Thus, we have
Klg)= Co A (g)cosh(A - up)_n_l A "da
sinh A sinh A
= Czdlgz 2(g) . cosh(A - 1(p)_n_1 sinh_)lA__n_l sinh_)l/!A dA

C2d™#2(g)  cosh(A- 19)™""" sinhA dAR
K
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= C2d7*"2(g) cosh(A)""! sinh(A+ 1¢) dA, &

where the last equality follows from Cauchy integral formula again. We now
define

F(g):= cosh(A)™""" sinh(A+ 19) dA. R

Then we have K (g) = C2F( g)d,}zn‘2 (g). We now investigate the function

F(w) := cosh(/\)_"_1 sinh(A+ w)dA, wBlC.R
Then we have F(g) = F(1p) withg = [z,¢t] = Oand@ = ¢ |z|cn, ¢ suchthat
e = d"Kz(g) |z (271 + 1t . Note that F(w) is analytic in some domain in the

complex plane C, which contains the line segment - 71, 71 in the imaginary

axis, and that F( 54 1) = 0. Thus, F(w) has at most a finite number of zero points

. b N
on - ’5[1, gl , 1.e., there exist {o}_, - g, 721 such that F(1p) = 0.

From the mapping in (6.3), we see that foreach = 1,..., N, ¢ corresponds
to a hyperplane H in H” defined by

= (Z/t)Hn o= (P(lZlcn,l) .

Let
H= H. =1
Then we see that {g @ H” : F(g) = 0} @ H, and that H has measure zero.

Consequently, the measure of the set {g @ H” : F(g) = 0} is zero. Hence, we see
that the convolution kernel K (g) is homogeneous of degree -2 - 2 and that

K(g)= C2F(g), g@S",

which is non-zero almost everywhere on S” (the unit sphere in H"). Thus, non-
degeneracy condition in Theorem 3.1 holds.

Birkhiuser



17 Page 26 of 28 Journal of Fourier Analysis and Applications (2023) 29:17

(2¢) Second order Riesz transform X X (-
)~! on H", j, kB {1,2,...,2n}. Again, by using functional calculus for (-
u)~L, itis direct to see that
XjXk(-
_1 _ N X
H)T = X
X keh
Hdh,o

which together with the size and smoothness estimates for the heat kernel [45],

shows Pk that X X (-
)~! is a Calderé6n-Zygmund operator on H”. Denote the kernel of X ;X (-

w)~! by K k(g). We now verify the non-degeneracy condition in our Theorem

3.1. In fact, this follows from similar approach as we

used in (2b). Without lost of generality, we take

0 0 0
Xj= —+ 2x"+jd_t' j<mn and Xg= —+ 2xn-k

—, k> n.
ox; oy o1 "

Then based on the formula (6.1) for heat kernel, we get that for g = [0, 0],

Kik(g) =d " *(g) Fi(g)+ 1Fa(g)+ F3(g)+ 1Fa(g) ,

where

Fi(g) = Caxjxi  cosh(A)”" > cosh(A + 19)> dA,
R

Fa(g) = -C3xn+jxk cosh(/\)_n_2 cosh(A + 1¢)sinh(A + 19)? dA,
R

Fi(g) = Caxpkx;  cosh(A)™" "% cosh(A + 1¢)sinh(A+ 19)? dA,
R =«

Fa(g) = ~Caxn-kxns;  cosh(A)" % sinh(A+ 19)? dA, ®

with ¢ defined asin (6.3), C3 := 2n(2n+ 2)C1,Cs := 2(2n+ 2)Cz and C1, C2 are
as in (6.2). By resorting to the analytic continuation as in (2b) and using the
isolated zero point, we get that K; x(g) = 0 a.e. g @ H". Thus, non-degeneracy
condition in Theorem 3.1 holds.
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