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Ablation of certain highly volatile materials, such as camphor, naphthalene, and dry ice, can be achieved 
at relatively mild hypersonic conditions in unheated wind tunnels. This provides a convenient way to 
test fundamental aspects of the ablation process, develop measurement techniques, and validate numerical 
simulations. In this study, we develop a coupled framework between hypersonic flow and material response 
solvers and validate the numerical approach against recent experiments conducted by the von Karman Institute of 
Fluid Dynamics. The flow environment is modeled with an overset near body - Cartesian solver developed within 
CHAMPS. The solver is equipped with capabilities for automatic mesh generation, adaptive mesh refinement 
(AMR), and an interpolation algorithm for exchanging boundary conditions with external solvers. The material 
domain is modeled with a network of one-dimensional rays, incorporating a heat conduction solver, several types 
of surface ablation models, and a coupled system of surface balance equations required for coupling with the flow 
solver. The material environment in the simulation aims to closely match the experimental design of the ablating 
sample, which included a thin layer of camphor applied on top of a copper holder. By taking into account the 
cooling effect introduced by the back structure, we were able to achieve close agreement with the experimental 
data for the stagnation point recession and the overall shape change of the geometry. The obtained results are 
also compared to uncoupled equilibrium-based and steady-state (coupled) solutions, highlighting the importance 
of the coupled approach for modeling ablation problems. In addition, we explore the effects of different transport 
properties on the ablation rate of the material, highlighting a strong dependence on the diffusivity of the ablating 
species. Finally, using the flexibility of the developed algorithm, we explore the effect of the iterative scheme 
and coupling frequency between the solvers on the accuracy of the solution and the overall duration of the 
simulation.
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 Introduction

Designing the shape and thickness of a Thermal Protection System 
PS) for hypersonic vehicles is a complex and lengthy process that in-
lves multiple wind tunnel and arc-jet tests, numerical simulations, 
d potential flight experiments. Reliable numerical simulation tools 
n greatly reduce the time required for TPS design and help to ac-
unt for a range of conditions experienced in flight. A commonly 
ed material for TPS applications is carbon. At high heating rates, a 
rbon-based TPS experiences a range of thermo-chemical processes at 
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the surface, such as oxidation, nitridation, and sublimation. Sublima-
tion is the most efficient process among the three in absorbing energy 
from the flow, due to the endothermic reaction involved in the phase 
change of the material. However, sublimation is also the most violent 
process in terms of mass removal from the surface due to the exponen-
tial nature of the sublimation rate. Depending on the pressure, carbon 
begins to sublimate at temperatures exceeding 3000 K, which requires 
high enthalpy conditions in the experiment to activate this thermally 
driven process. An alternative method of studying the effect of subli-
mation on the material recession, shape change, and interaction with 
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e flow environment is to use low-temperature ablators, such as dry-
e [1], naphthalene and camphor [2,3]. These materials sublimate at 
latively low-enthalpy conditions that can be easily achieved in blow-
wn hypersonic tunnels.
Camphor is a widely tested low-temperature ablator due to its wide 
nge of sublimation conditions (triple point: 𝑇triple = 453.3 K, 𝑝triple =
.4 kPa) and ease of handling. Early tests on camphor include studies 
 nose-tip shape change at an angle of attack by Baker [2] and Char-
at [4], and investigations of transition phenomena and cross-hatching 
ttern formation on conical geometries by Stock [5] and others [6,7]. 
cent advancements in supercomputers and coupling procedures be-
een Direct Numerical Simulations (DNS) and ablative material codes 
ve led to renewed interest in studying transition-induced ablating 
tterns on a camphor surface [8,9]. In another study, the potential 
 predicting the shape change of a carbon-based heat shield with a 
rrogate material such as camphor was recently explored by Rotondi 
al. [10]. The study has shown that under certain conditions, there 

 a reasonable agreement between the pressure and recession profiles 
 a carbon-based heat shield at in-flight conditions and a camphor-
sed heat shield at low-enthalpy on-ground conditions. This outcome 

 making camphor or another surrogate, low-temperature ablator, an 
tractive option for prototyping heat shield shapes in low-enthalpy ex-
riments and using relatively simple numerical tools.
For many years, modeling the ablative behavior of TPS materials 

as performed with one-dimensional (1D) solvers due to their rela-
e numerical simplicity and computational efficiency. One of the most 
miliar 1D solvers for ablation problems is the FIAT code [11], devel-
ed at NASA Ames in the 1990s as a more numerically stable and 
rsatile successor of the CMA code from the Aerotherm Corporation 
2]. FIAT has been used in numerous TPS design and analysis activities 
nce its development, where the most recent include analysis of Star-
st, Mars Science Laboratory, and Orion missions [13–15]. Another 
cent 1D thermal response and ablation code was developed at the 
ndia National Laboratories [16,17]. The code was based on a control 
lume finite-element method, a contracting grid scheme, and fully-
plicit time integration. Later, based on the developed methodology, 
OPAR - material response code with surface ablation and pyrolysis 
s was developed by Martin and Boyd [18]. The code was applied to 
udy non-Darcian behavior of pyrolysis gas in TPS materials and later 
as successfully coupled to the hypersonic aerothermodynamics code 
MANS, showing a capability of simulating a generic re-entry of the 
V-2 vehicle [19].
Simulation of the coupled interaction between the hypersonic flow 
d material domains is a challenging task due to the large time scale 
fference between the two problems. Typically, the fluid solver needs a 
uch smaller time step to advance the solution in time compared to the 
aterial solver. Although it is computationally inefficient to advance 
e material solver at the fluid time step, advancing the coupled system 
 this manner potentially offers the most accurate solution. With this 
 mind, unified-type solvers utilize the integration of the entire system 
 equations for both the fluid and solid domains in order to achieve a 
amless coupling between two problems [20,21]. On the other hand, 
upling the two solvers in a segregated manner provides the advantage 
 setting each solver’s time step independently. In that approach, the 
undary conditions are explicitly exchanged at the interface, allowing 
 set each solver time step independently [22]. Taking coarser material 
e steps or performing multiple “uncoupled” material steps can sig-
ficantly reduce the computational time of the simulation. However, 
merical instabilities and a loss of accuracy of the material solution 
n occur [23]. Alternatively, an implicit coupling between the two 
lvers can be performed, as shown in the number of studies [23–25]. 
 the implicit approach, the flow boundary conditions are interpolated 
ring the “uncoupled” material steps. This can be achieved through an 
rative procedure where the flow solver obtains multiple converged 
lutions at two or more consecutive coupling junctions. The material 
2

lver is then rerun based on the interpolated boundary profiles and the (3
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w solver is re-converged again. A variation of the implicit approach 
r strong coupling was suggested by Martin and Boyd [19], where dur-
g the re-convergence of the flow domain, the material solver is called 
 a predefined frequency to update the boundary condition and leads 
e coupled system to a stronger convergence.
In this work, we develop a one-dimensional material response 
lver, applicable to non-charring surface ablation problems and cou-
e a network of the 1D solvers to the hypersonic flow solver CHAMPS 
BS-Cart [26–30] to simulate multi-dimensional problems. The cou-
ed framework is validated based on the recent experiments conducted 
 the Von-Karman Institute (VKI) [31,32], where a sub-scale Phoebus 
psule geometry covered with a thin layer of camphor was exposed to 
ach 6 flow at multiple total pressure conditions. The validation of the 
upled approach is performed against the measured stagnation point 
cession and shape change of the geometry. The sensitivity of the solu-
n is explored with different transport property models of the camphor 
s, utilizing available literature data, a Lewis number approach, and 
merically computed properties with quantum-chemical simulation. 
e material domain is modeled as a stack-up structure, consisting of 
e camphor layer and copper holder to account for the heat soak-back 
ect. Finally, the accuracy and total duration of the simulation are 
plored with respect to the iterative scheme and coupling frequency 
tween the solvers.
The outline of this work is as follows. The paper begins by pre-
nting the governing equations for the fluid and material domains, 
cluding a list of the transport and physical properties of the gas and 
lid environments. The coupling scheme between the solvers and the 
rative solution of surface balance equations is then presented. The 
sults section includes a verification study of the flow and material do-
ains, a validation study of the coupled framework, and concludes with 
sensitivity study concerning the camphor transport properties, abla-
n model, type of back wall boundary condition, and the effect of the 
upling scheme on the accuracy and duration of the solution.

 Flow solver framework

1. Governing equations

The low enthalpy conditions in the Phoebus capsule experiment per-
it the assumption of thermal equilibrium and a non-reactive mixture 
 the fluid domain, thus significantly simplifying the governing equa-
ns. Blowing of camphor gas into the boundary layer modifies the 
cal transport properties of the mixture and makes it important to 
odel the flow as a multi-species environment. To do this, the NBS-Cart 
lver makes use of the thermochemical non-equilibrium framework in 
AMPS for modeling the multi-component gas. Due to the relatively 
w peak temperature of the flow, no chemical reactions are assumed 
 take place and hence, the fluid is modeled as a 3-species gas given 
 N2, O2 and C10H16O (camphor). The governing equations for a non-
active, multi-component gas are given in Eqn. (1) as

𝑷

𝜕𝑷

𝜕𝑡
+∇ ⋅

(
𝑭 − 𝑭𝒅

)
= 0, (1)

here 𝑼 is the conservative state vector, 𝑷 is the primitive state vector, 
is the convective flux, and 𝑭𝒅 is the viscous flux. Eqn. (2) presents 
e primitive and conservative state vectors, such that 𝜌𝑠 is the species 
nsity, 𝜌 is the mixture density, 𝑽 = (𝑢, 𝑣, 𝑤)𝑇 is the fluid velocity vec-
r with its specified components in the Cartesian reference frame, and 
is the total energy component per unit volume.

=

⎧⎪⎪⎨⎪⎪⎩

𝜌𝑠
𝜌𝑢

𝜌𝑣

𝜌𝑤

𝐸

⎫⎪⎪⎬⎪⎪⎭
and 𝑷 =

⎧⎪⎪⎨⎪⎪⎩

𝜌𝑠
𝑢

𝑣

𝑤

𝑇

⎫⎪⎪⎬⎪⎪⎭
. (2)

The convective and viscous fluxes for direction 𝑖 are given in Eqn. 

) as
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=

⎧⎪⎪⎨⎪⎪⎩

𝜌𝑠𝑢̂

𝜌𝑢𝑢̂+ 𝑝𝛿1𝑖
𝜌𝑣𝑢̂+ 𝑝𝛿2𝑖
𝜌𝑤𝑢̂+ 𝑝𝛿3𝑖
(𝐸 + 𝑝)𝑢̂

⎫⎪⎪⎬⎪⎪⎭
and 𝑭𝒗 =

⎧⎪⎪⎨⎪⎪⎩

−𝑱𝒔,𝒊

𝝉𝟏𝒊
𝝉𝟐𝒊
𝝉𝟑𝒊(

𝜅𝑡𝑟 + 𝜅𝑣
)
𝛁𝑻 −

∑𝑛𝑠
𝑠=1 𝑱𝒔ℎ𝑠 + 𝝉 ⋅ 𝑽

⎫⎪⎪⎬⎪⎪⎭
,

(3)

here 𝑝 is the mixture pressure, 𝝉 is the viscous stress tensor, 𝜅𝑡𝑟 is 
e fluid thermal conductivity for the translational/rotational mode, 𝜅𝑣
 the fluid thermal conductivity for the vibrational mode, 𝐽𝑠,𝑖 is the 
ecies mass diffusion flux in direction 𝑖 for species 𝑠, ℎ𝑠 is the species 
thalpy and 𝑢̂ is defined as the contravariant velocity [33]. The total 
ergy contained by a multi-component fluid at a given state is defined 

=
𝑛𝑠∑
𝑠

𝜌𝑠𝐶𝑣,𝑡𝑟,𝑠𝑇 +
𝑛𝑠∑
𝑠

𝜌𝑠𝑒𝑣,𝑠 +
𝑛𝑠∑
𝑠

𝜌𝑠ℎ
𝑓
𝑠 + 1

2
𝜌(𝑢2 + 𝑣2 +𝑤2), (4)

here the first term represents the contribution from the translational 
d rotational energy modes, the second term is the contribution from 
e vibrational energy mode, the third term comes from the heat of 
rmation of species ℎ𝑓𝑠 , the final component is from the kinetic energy, 
d 𝑛𝑠 represents the number of species. The total vibrational energy 
ntained by the fluid is defined next as

𝑣 =
𝑛𝑠∑
𝑠

𝜌𝑠𝑒𝑣,𝑠, (5)

here,

,𝑠 =
⎧⎪⎨⎪⎩

𝑅𝑢

𝑀𝑠

𝜃𝑣,𝑠

exp(𝜃𝑣,𝑠∕𝑇𝑣)−1)
for molecules, and

0 for atoms.
(6)

e parameter 𝜃𝑣,𝑠 is the species characteristic vibrational temperature 
rovided in Table 4), 𝑅𝑢 is the universal gas constant, and 𝑀𝑠 is the 
olecular weight of species 𝑠. Both N2 and O2 do see vibrational activa-
n at sufficiently high temperatures, however, for the cases shown in 
is work, vibrational effects are expected to be minimal. Camphor has 
en assumed to have no vibrationally activated modes at these con-
tions. The fluid temperature is not high enough to see electronic or 
diative effects influencing the flow field, and so these contributions 
ve been neglected in this work. Modeling of the species mass diffu-
on is performed with Fick’s first law, however, this formulation does 
t guarantee that the mass diffusion fluxes will sum to zero, result-
g in accuracy issues. Due to that, the mass diffusion flux in this work 
 assumed to follow modified Fick’s law as suggested by Sutton and 
noffo [34]. To apply the modified law, first, the species mass diffusion 
x is computed with the equation below

= −𝜌𝐷𝑠𝛁𝑌𝑠, (7)

here 𝜌 is the bulk gas density, 𝐷𝑠 is the species diffusion coefficient 
d 𝛁𝑌𝑠 is the gradient of the species mass fraction. Then, the correction 

 applied to ensure the mass fluxes sum to zero as

𝒔 = 𝑰𝒔 − 𝑌𝑠

𝑛𝑠∑
𝑟=1

𝑰𝒓, (8)

here 𝑱𝒔 and 𝑰𝒔 both represent the species mass diffusion vectors. The 
ecies diffusion coefficients are approximated in this work with a sin-
e binary coefficient 𝐷, computed depending on the model described 
ter in this section.

2. Transport properties

The transport properties of the gaseous species include viscosity, 
ermal conductivity, and diffusivity, and the models for each property 
ill be presented here. The viscosity of the air species, N2 and O2 is 
3

mputed using the Blottner curve fit, Ref. [35], as shown in Eqn. (9) un
International Journal of Heat and Mass Transfer 218 (2024) 124728

ith the coefficients 𝐴𝑠, 𝐵𝑠, and 𝐶𝑠 presented in Table 5 in the Ap-
ndix.

= 0.1exp
[(

𝐴𝑠 ln(𝑇 ) +𝐵𝑠

)
ln(𝑇 ) +𝐶𝑠

]
, (9)

The air species conductivity is then related to the species viscosity 
ing Eucken’s relations, Ref. [36], as shown in Eqns. (10) and (11)

𝑟,𝑠 =
5
2
𝜇𝑠𝐶𝑣𝑡,𝑠

+ 𝜇𝑠𝐶𝑣𝑟,𝑠
, (10)

d

,𝑠 = 𝜇𝑠𝐶𝑣𝑣,𝑠
. (11)

e terms 𝐶𝑣𝑡,𝑠
, 𝐶𝑣𝑟,𝑠

, and 𝐶𝑣𝑣,𝑠
are the specific heats at constant volume 

r the translational, rotational, and vibrational energy modes given by

𝑡,𝑠
= 3

2
𝑅𝑢

𝑀𝑠

𝑟,𝑠
=

{ 𝑅𝑢

𝑀𝑠
for molecules,

0 for atoms and electrons.

𝑣,𝑠
=

𝜕𝑒𝑣,𝑠

𝜕𝑇𝑣
=
⎧⎪⎨⎪⎩
∑𝑚

𝑖=1 𝑔𝑠,𝑖
𝑅𝑢

𝑀𝑠

(𝜃𝑣𝑠,𝑖 ∕𝑇𝑣)
2 exp(𝜃𝑣𝑠,𝑖 ∕𝑇𝑣)

(exp(𝜃𝑣𝑠,𝑖 ∕𝑇𝑣)−1)
2 for molecules,

0 for atoms and electrons,

(12)

here 𝑚 denotes the number of vibrationally-activated energy modes 
r a given species, and 𝑔𝑠,𝑖 denotes the degeneracy of the i-th en-
gy level of species 𝑠. The two air species N2 and O2 have only one 
brationally-activated energy mode, 𝑚 = 1, and a single level of degen-
acy.

The conductivity and viscosity of the camphor species were modeled 
sed on the models from two sources. The first model was obtained 
om the Yaws’ Handbook, where the relevant chapters for the trans-
rt properties under consideration are given in Refs. [37–39]. The 
ndbook was compiled from available literature data and in general, 
ovides an extensive list of properties for organic and inorganic com-
unds. The properties of the compounds are provided in a convenient 
lynomial curve fit form with a specified valid temperature range. The 
cond model was obtained based on a Quantum Chemical (QC) simu-
tion of a camphor molecule, performed by Haskins [40]. The simula-
n provided thermodynamic and collision integral data and allowed 
mputing the transport properties of the camphor species using Mu-
tion++ library [41]. The input to the Mutation++ library included 
e thermodynamic data in NASA 7 format and collision integral data 
 the form of dipole polarizability and effective electrons participat-
g in polarization, shown in Table 6 and 7 in the Appendix. Utilizing 
e Mutation++ library, the viscosity and thermal conductivity of the 
mphor species were computed for a range of temperature values and 
rve-fitted into a polynomial form, similar to the Yaws’ model. The 
rve fits for the viscosity and thermal conductivity are provided in 
ns. (13) and (14)

𝑇 ) = 𝑐0 + 𝑐1𝑇 + 𝑐2𝑇
2 + 𝑐3𝑇

3 (13)

d

𝑇 ) = 𝑐0 + 𝑐1𝑇 + 𝑐2𝑇
2 + 𝑐3𝑇

3, (14)

here the coefficients for the two models, from Yaws and Haskins, can 
 found in Table 8 of the Appendix. A comparison of the two mod-
s’ prediction of viscosity and thermal conductivity has been plotted in 
g. 1(a) and 1(b), respectively. The magnitude of the properties differs 
 around a factor of two, showing higher viscosity and conductivity 
edicted from the QC simulation. It is difficult to point at the spe-
fic reason for the large difference between the two models as it is 

clear what method was used to obtain the properties of camphor in 
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Fig. 1. Comparison of Yaws [37,38] and Haskins [40] viscosity and thermal conductivity models for camphor.
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e Yaws handbook. However, as will be shown later in the results sec-
n, the given difference in the transport models is not proportional 
 the difference in the predicted surface quantities, and the factor of 
o differences between the models, leads to only a slight difference 
tween the predicted results.
Given the individual viscosity and thermal conductivity of the air 
d camphor species, the mixture properties are computed in this work 
ith Wilke’s mixing rule as shown in Eqns. (15), (16)

=
𝑛𝑠∑
𝑠

𝑋𝑠𝜇𝑠

𝜙𝑠

and 𝜅 =
𝑛𝑠∑
𝑠

𝑋𝑠𝜅𝑠

𝜙𝑠

, (15)

here 𝑋𝑠 is the molar fraction of species 𝑠 and 𝜙𝑠 is the mixing coeffi-
ent for species 𝑠 given by

=
𝑛𝑠∑
𝑟

𝑋𝑟

[
1 +

√
𝜇𝑠
𝜇𝑟

(
𝑀𝑟

𝑀𝑠

)1∕4
]2

√
8
(
1 + 𝑀𝑠

𝑀𝑟

) , (16)

The last required transport property is the diffusion coefficient, 
hich controls how effectively the near-wall species will diffuse away 
 toward the wall and thus, the sublimation rate of the material. In 
is work, three different models for a diffusion coefficient are tested 
 compare their relative effects. The first model uses a constant Lewis 
mber approach, shown in the equation below

=
Le𝜅tr
𝜌𝐶𝑝tr

, (17)

here Le is the Lewis number.3 By assuming a Lewis number in the 
mulation and computing the local mixture density, conductivity, and 
ecific heat, the effective diffusion coefficient of the mixture is derived.
In the second model, the binary coefficient for the diffusion of cam-
or in air is obtained from the Yaws’ Handbook, chapter [39]. The 
efficient is given as a function of temperature and is shown in a poly-
mial form below

(𝑇 ) = 𝑐0 + 𝑐1𝑇 + 𝑐2𝑇
2, (18)

here the coefficients are provided in Table 9 in the Appendix.
Finally, in the third model, the diffusion coefficient of camphor is 
mputed with the Mutation++ library based on the provided input 

note that the Lewis number in the hypersonic community is assumed to be 
4

ratio of thermal to mass diffusivity. st
om the QC simulation. The data was computed for a range of temper-
ure and pressure values expected in the simulation and is plotted in 
g. 2(a), showing a strong dependence of the coefficient on the tem-
rature at lower pressures. For convenience, the generated data was 
rve fitted with a polynomial product consisting of the temperature 
d pressure-dependent terms as shown in Eqn. (19) below. The coef-
ients of the polynomial were found with a least-squares method and 
e provided in Table 10 in the Appendix. Fig. 2(b) shows the com-
rison of the camphor diffusion coefficient computed with the Yaws’ 
d Haskins’ models. The Haskins’ data was plotted at three pressures 
rresponding to the stagnation pressure predicted in the simulation. 
mparatively, the diffusion coefficient from the Yaws model is lower 
an the one obtained from the QC simulation and the difference rapidly 
creases with decreasing pressure and mildly increases with increasing 
mperature.

(𝑇 , 𝑝) = (𝐵1𝑇
2 +𝐵2𝑇 +𝐵3)(𝐵4𝑝

𝐵5 ). (19)

3. Thermal properties

The gaseous enthalpy of each individual species can be computed 
ing the NASA 7 polynomials. The polynomial coefficients for the air 
ecies can be found in [42], while the coefficients for the camphor 
ecies were obtained based on the thermodynamic data computed in 
e QC simulation [40]. The coefficients in NASA 7 format for camphor 
ecies are given in Table 6 in the Appendix. The obtained gaseous 
thalpy of camphor based on the QC simulation was verified against 
e reference study [32] and was found to closely agree with the data. 
ith the known individual species enthalpies, the mixture enthalpy of 
e gas is computed in the following form

=
𝑛𝑠∑
𝑘=1

𝑌𝑘ℎ𝑘 (20)

The properties of solid materials, such as camphor and copper used 
 the study are given in Table 12 in the Appendix. The properties of 
th materials are assumed to be constant based on the relatively small 
mperature increase of the materials.

4. NBS - cart solver

The flow environment is solved with an overset near body Cartesian 
lver developed within the CHAMPS framework. The solver was de-
ribed in detail by McQuaid et al. [27] and is only briefly presented 
re. The solution starts by discretizing the entire domain with a block-

ructured Cartesian grid. The NBS grid is automatically generated from 
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Fig. 2. Diffusion coefficient of camphor in-air from a quantum-chemical (QC) simulation by Haskins [40] and polynomial curve fit by Yaws [39].
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g. 3. Cartesian grid with Adaptive Mesh Refinement and near body Curvilin-
r grid overlaid on top. Note that each block on the Cartesian mesh contains 
× 𝒏𝒚 grid points. (For interpretation of the colors in the figure(s), the reader 
referred to the web version of this article.)

surface mesh, composed of any arbitrary set of elements, which is 
ovided as an input at start-up. The surface nodes are used to project 
all-normal node point distributions into the freestream to resolve the 
tire boundary layer. The Cartesian solver is set to resolve the off-body 
gion and the AMR is used to track the shock structure during the sur-
ce recession. The NBS domain is solved in a sequential manner with 
e Cartesian grid solver, allowing the surface grid to be partitioned 
ually across all processors to maintain load balancing and scalability. 

 schematic of the mesh layout from the Phoebus capsule simulation is 
esented in Fig. 3. The gray grid denotes the off-body block-structured 
rtesian mesh which remains relatively coarse all the way up to the 
ometry surface. Each Cartesian mesh block contains 𝑛𝑥 × 𝑛𝑦 points. 
e NBS grid is marked in blue and is a body-conformal stretched grid 
 resolve the near-wall gradients. The red dots in the figure denote 
e guard cells set by the NBS. Only a single layer of cells is shown, 
wever, in practice, several layers are used to provide the means for 
gher-order accurate schemes. At the tip of each ray is an image point 
idway between the guard cell and the last interior cell) which con-
ins interpolated data from the Cartesian grid solution. The red guard 
5

lls can then be filled to impose the NBS inflow boundary condition. th
e NBS solution is coupled back onto the Cartesian near-wall cells via 
 overset interpolation algorithm, removing the need to treat any ir-
gular points in the vicinity of the immersed surface.
The NBS solver uses a conservative finite difference numerical 
heme on a generalized curvilinear grid to solve the full set of govern-
g equations previously presented. The convective terms are computed 
ing a 2nd-order MUSCL scheme with a modified Steger-warming flux 
heme. The viscous fluxes are computed on the cell faces to main-
in a 2nd order, conservative viscous treatment. The Cartesian grid 
lver employs a 5th-order WENO scheme [43] to accurately capture 
e off-body shock structure and uses a similar conservative viscous flux 
eatment as the NBS solver. The NBS resembles a structured grid layout 
 2D which allows for the use of an efficient line-implicit Gauss-Seidel 
lver which may be used in both steady and unsteady flow simulations.

 Material response solver framework

1. Governing equation and numerical model

The material thermal response with surface ablation is modeled with 
one-dimensional transient heat conduction solver and a contracting 
id scheme. The differential form of the one-dimensional transient ma-
rial conduction with grid advection fluxes is shown in the equation 
low

𝐸𝑠

𝑡
− 𝑑

𝑑𝑥

(
𝑘𝑠

𝑑𝑇

𝑑𝑥
+𝐸𝑠𝜔

)
= 0, (21)

here 𝐸𝑠 = 𝜌𝑠𝑐𝑝,𝑠𝑇 is the solid energy, 𝜌𝑠 is the solid density, 𝑐𝑝,𝑠 is the 
lid specific heat at constant pressure, 𝑘𝑠 is the solid conductivity and 
is the grid face velocity.
The governing equation is discretized using an implicit finite-volume 
heme with second-order accuracy in space and first-order accuracy in 
e. A schematic of a contracting one-dimensional mesh used for the 
scretization is shown in Fig. 4. The schematic includes two materials, 
e ablating part to the left and a back structure to the right. Two mate-
als are assumed to be in perfect contact at the interface. In the scheme, 
ly the left material is allowed to recess and the back structure main-
ins a constant length and a fixed size of the cells. The whole indices 
 the scheme represent cell centers and half indices represent face ele-
ents. The coordinate system is attached to the moving wall and points 
ward the end of the material. The residual length of the ablator is 𝐿𝑛

d the current size of a cell is Δ𝑥𝑖. The amount of surface recession in 

e current step is Δ𝑠𝑛 and the distance to the current and new location 
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Fig. 4. Schematics of contracting one-dimensional mesh with back structure.
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 the face is represented by 𝑟𝑛
𝑖+1∕2 and 𝑟

𝑛+1
𝑖+1∕2 respectively. As a result, 

e incremental displacement of the given face element is Δ𝑟𝑛
𝑖+1∕2.

To simplify the discretization scheme, it is derived for materials with 
nstant or quasi-constant properties, that do not vary “much” during 
e time and spatial integration. In the case of camphor and copper ma-
rials, that maintain constant properties, this assumption is applicable. 
e distribution of the cells is assumed non-uniform to better capture 
e near-wall gradients. The cross-sectional area of each cell is allowed 
 vary, depending on the type of element used: Cartesian, cylindrical 
 spherical. Following these assumptions, the compact form of the de-
ved numerical scheme is given below

𝑇 𝑛+1
𝑖

+ 𝑎𝑖−1𝑇
𝑛+1
𝑖−1 + 𝑎𝑖+1𝑇

𝑛+1
𝑖+1 + 𝑏𝑖𝑇

𝑛
𝑖 = 0. (22)

The linear coefficients of the discrete equation are written for the 
rrent time step as

=
[ 2𝛼𝑠𝐴𝑖+1∕2

Δ𝑥𝑖 +Δ𝑥𝑖+1
+

2𝛼𝑠𝐴𝑖−1∕2

Δ𝑥𝑖−1 + Δ𝑥𝑖

−
(
𝑓𝑖+1∕2𝜔𝑖+1∕2𝐴𝑖+1∕2 − (1 − 𝑓𝑖−1∕2)𝜔𝑖−1∕2𝐴𝑖−1∕2

)
+ 1

Δ𝑡
𝑉𝑖

]
,

−1 =
[
−

2𝛼𝑠𝐴𝑖−1∕2

Δ𝑥𝑖−1 + Δ𝑥𝑖
+ 𝑓𝑖−1∕2𝜔𝑖−1∕2𝐴𝑖−1∕2

]
,

+1 =
[
−

2𝛼𝑠𝐴𝑖+1∕2

Δ𝑥𝑖 +Δ𝑥𝑖+1
− (1 − 𝑓𝑖+1∕2)𝜔𝑖+1∕2𝐴𝑖+1∕2

]
d 𝑏𝑖 =

[
− 1
Δ𝑡

𝑉𝑖

]
, (23)

here 𝛼𝑠 =
𝑘𝑠

𝜌𝑠𝑐𝑝,𝑠
is the thermal diffusivity, 𝐴𝑖+1∕2 is the face area, 𝑉𝑖 is 

e cell volume and 𝑓𝑖+1∕2 =
Δ𝑥𝑖+1

Δ𝑥𝑖+Δ𝑥𝑖+1
represents a weighting coefficient 

 the piecewise linear profile of the heat conduction term. Variation in 
e area of the face elements in the discretized equation allows for the 
odeling of the material geometry in one of three coordinate systems, 
. Cartesian, cylindrical, or spherical. The geometry dependence on 
e type of the coordinate systems is represented by the incremental 
ea and volume elements in the grid as shown below

𝑖+1∕2 =
(2𝑅𝑖+1∕2)𝑚𝜋0.5𝑚(3−𝑚)

𝑁
and 𝑉𝑖 =

2𝑚𝜋0.5𝑚(3−𝑚)
𝑚+1

(
𝑅𝑚+1

𝑖+1∕2 −𝑅𝑚+1
𝑖−1∕2

)
𝑁

,

(24)

here 𝑚 = 0, 1 or 2 represent a rectangular, cylindrical, or spherical 
ometry, 𝑅𝑖+1∕2 is the distance to the face element from the base of 
e material stack-up and 𝑁 is a parameter, representing spatial dis-
etization of the modeled geometry in the case when the cylindrical or 
herical surface is discretized with more than one element.
Displacement of the grid nodes due to surface recession is performed 
ing a linear contraction scheme, where displacement of any given 
de is proportional to its distance from the back wall. With the known 
ount of surface recession Δ𝑠𝑛, the current ablator length 𝐿𝑛 and the 
rrent location of the node 𝑟𝑛

𝑖+1∕2, the new location of the node is given 
6

gi
+1
1∕2 = 𝑟𝑤 + 𝑟𝑛

𝑖+1∕2

(
1 − Δ𝑠𝑛

𝐿𝑛

)
, (25)

here 𝑟𝑤 is the location of the ablator back wall, as shown in Fig. 4. 
e grid face velocity in Eqn. (21) is then found from the incremental 
splacement of the face element with 𝜔𝑖+1∕2 = (Δ𝑟𝑛

𝑖+1∕2)∕Δ𝑡. It should 
 noted, that this simple algorithm allows not only the contraction of 
e grid but also the expansion as a result of mass addition at the wall 
egative Δ𝑠𝑛) due to possible condensation of the material. Once the 
ear system is constructed for each individual material ray, it forms 
tridiagonal system of equations and is solved with Thomas algorithm 
4].

 Fluid-material coupling framework

1. Surface balance equations for finite-rate chemistry

To apply the boundary conditions for the fluid and material domains 
set of surface balance equations for mass, momentum, and energy is 
lved at every interaction step between the solvers. The mass conserva-
n at the wall represents a balance between the species flux reaching 
e wall by diffusion and chemical production versus the net species 
x leaving the wall by advection and referred to as blowing. The mass 
lance equation is given below as

𝜌𝐷𝑘∇𝑌𝑘
⏞⏞⏟⏞⏞⏟
iffusion

+ 𝑚′′
𝑘

⏟⏟⏟
production

=𝑚′′
𝑤𝑌𝑘,𝑤

⏟⏟⏟
blowing

, (26)

here 𝑚′′
𝑘
is the species chemical production flux and 𝑚′′

𝑤 is the net 
ecies blowing flux away from the wall. The mass balance equation is 
lved for the species mass fraction at the wall 𝑌𝑘,𝑤.
The net blowing flux away from the wall is computed by summing 

 the mass balance equation over all species at the wall. Assuming a 
nary diffusion coefficient of the species, the blowing flux is given by

′′
𝑤 = (𝜌𝑢)𝑤 =

𝑛𝑠∑
𝑘

𝑚′′
𝑘
=𝑚′′

𝑐 , (27)

here the sum of production fluxes is equal to the ablation flux of 
mphor, 𝑚′′

𝑐 , since no other species are produced at the wall. The net 
ecies flux away from the wall introduces a momentum exchange with 
e fluid cell and can be represented by the following momentum con-
rvation at the wall, excluding the viscous fluxes

= 𝑝𝑓 + 𝜌𝑓 𝑢
2
𝑓
= 𝑝𝑤 + 𝜌𝑤𝑢

2
𝑤, (28)

here the subscripts “𝑤”, “𝑓” and “𝜂” represent wall, flow and net 
nditions. The thermodynamic state of the gas can be computed with 
rfect gas law as given in the equation below

= 𝜌𝑅𝑇 , (29)

here 𝑅 = 𝑅𝑢∕𝑀̄ and 𝑀̄ is the mixture averaged molecular weight 
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= 1∑𝑛𝑠
𝑘

(
𝑌𝑘∕𝑀𝑘

) . (30)

mbining Eqns. (27), (28) and (29) leads to expressions for the bulk 
s velocity, pressure, and density at the wall

=
2𝑅𝑇𝑤𝑚

′′
𝑤

𝑝𝜂 +
√

𝑝2𝜂 − 4𝑅𝑇𝑤𝑚
′′ 2
𝑤

, 𝑝𝑤 =
𝑝𝜂 +

√
𝑝2𝜂 − 4𝑅𝑇𝑤𝑚

′′ 2
𝑤

2

d 𝜌𝑤 =
𝑝𝜂 +

√
𝑝2𝜂 − 4𝑅𝑇𝑤𝑚

′′ 2
𝑤

2𝑅𝑇𝑤
.

(31)

nally, assuming negligible radiative heating from the flow, the one-
mensional surface energy balance is given by Eqn. (32),

−𝜅𝑓
𝑑𝑇

𝑑𝑥
⏟⏞⏟⏞⏟
w conduction

−
𝑛𝑠∑
𝑘=1

𝜌ℎ𝑘𝐷
𝑑𝑌𝑘

𝑑𝑥

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
diffusion heating

= −𝜅𝑠
𝑑𝑇

𝑑𝑥
⏟⏟⏟

solid conduction

+ 𝜖𝜎(𝑇 4
𝑤 − 𝑇 4

∞)
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟
re-radiation

+𝑚′′
𝑤

(
ℎ𝑤 − ℎ𝑠

)
⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟
ablation flux

,

(32)

here 𝑘𝑓 is the effective gas conductivity, ℎ𝑘 is the gaseous species 
thalpy, ℎ𝑤 is the mixture gas enthalpy at the wall, ℎ𝑠 is the solid 
mphor enthalpy at the wall temperature, 𝜖 is the surface emissivity 
d 𝜎 is the Stefan-Boltzmann constant.
Alternatively, the energy balance equation can be expressed in the 
rm of heat of reaction for the material ablation flux [3]. In this form, 
e heat diffusion term on the left-hand side is replaced by the sum 
 mass diffusion fluxes from Eqn. (26), multiplied by the species en-
alpies, leading to the following form of the energy balance equation

−𝜅𝑓
𝑑𝑇

𝑑𝑥
⏟⏞⏟⏞⏟
w conduction

= −𝜅𝑠
𝑑𝑇

𝑑𝑥
⏟⏟⏟

solid conduction

+ 𝜖𝜎(𝑇 4
𝑤 − 𝑇 4

∞)
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟
re-radiation

+

[∑
𝑘

ℎ𝑘𝑚
′′
𝑘
−𝑚′′

𝑤ℎ𝑠

]
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

heat of reaction

. (33)

is form of the energy balance is more accurate when the set of sur-
ce balance equations is solved on the material side. In this case, the 
mputation of the chemical production fluxes at the surface, described 
 the next subsection, directly accounts for the updated diffusive heat-
g toward the surface. This form of the energy balance was used in the 
rrent study.

2. Finite-rate ablation

Camphor is a highly volatile material that sublimates at a wide range 
 temperature conditions prior to melting. For instance, the triple point 
 camphor is (𝑇 = 453.3 K, 𝑃 = 51, 433 Pa), Ref. [4], which allows test-
g to be performed at relatively mild hypersonic conditions without 
aching the melting point. In this work, the sublimation of camphor is 
odeled with a Knudsen-Langmuir formulation, that represents a bal-
ce between the evaporation and condensation of camphor species at 
e surface. The sublimation mass flux of camphor is given by

′′
𝑐 = 𝛼

(
𝑝𝑣 − 𝑝𝑐

)√ 𝑀𝑐

2𝜋𝑅𝑢𝑇𝑤
, (34)

here 𝑝𝑣 and 𝑝𝑐 are the vapor and partial pressures of camphor at the 
all temperature and 𝛼 is the experimental vaporization coefficient rep-
senting a deviation of surface sublimation rates from the maximum 
ssible value predicted by kinetic theory. In this study, 𝛼 is assumed 
 be equal to 0.18 according to Ref. [45]. The partial pressure at the 
all is found based on the local pressure and mass fraction of camphor 
mputed from the momentum and mass balance equations. The vapor 
essure of camphor is given in the exponential form below as

=𝐴𝑒(𝐵∕𝑇+𝐶), (35)

here 𝑝𝑣 has the units of (Pa) and 𝑇 has units of (K). The values of the 
7

ting coefficients A, B, and C are given in Table 11 in the Appendix. It fu
International Journal of Heat and Mass Transfer 218 (2024) 124728

ould be noted that the equation for the sublimation mass flux, Eqn. 
4) allows for condensation of the material under certain conditions 
 the wall. Finally, given the sublimation mass flux of camphor, the 
rface recession rate is found with a simple relation below

𝑚′′
𝑐

𝜌𝑠
. (36)

3. Coupling algorithm

In this study, we use an unsteady implicit method with dual time 
epping in the NBS-Cart solver which allows for relatively large time 
eps to be used on the fluid side, on the order of 1 × 10−4 s. With this 
pability, the material time step is set by the flow solver. To achieve 
baseline accurate solution, the material solver performs a single step 
fore updating the boundary conditions. The coupling framework be-
een the two solvers along with the main solution blocks of each 
main is presented in Fig. 5. The whole solution procedure can be di-
ded into two distinct phases. The first phase is the convergence of the 
BS-Cart solver to achieve a steady-state initial solution for the coupled 
oblem. The second phase starts by interpolating the fluid boundary 
ndition onto the material nodes. Typically a 3-point stencil is suffi-
ent to obtain accurate interpolation. The material solution consists of 
o main blocks: solution of the surface balance equations and in-depth 
nduction. Due to the coupled nature of the equations, including the 
esh motion, the solution is achieved in an iterative manner as shown 
 the blue section of the scheme in the figure. The converged system of 
uations defines the chemical and thermodynamic state and recession 
 the surface which is interpolated back onto the flow domain.
To accurately model the surface recession, the material solution is 
aluated at the surface nodes that compose the NBS grid. Therefore, 
e recession is directly applied at the nodes and the surface state is 
terpolated to the face centroids. The material boundary condition is 
plied directly in the NBS solver whereas the Cartesian solver “feels” 
is new boundary condition via the overset interpolation. The solution 
 the flow domain starts by moving the surface grid and interpolating 
e previous step NBS solution onto the relevant Cartesian cells. Since 
e Cartesian and NBS domains are solved in a sequential manner, the 
rtesian domain is solved first, followed by interpolation and a solu-
n of the near body region. Each flow solver performs a number of 
eudo-steps to converge onto the next instant in time. Since the NBS 
id resolves the entire boundary layer, the off-body region is less sensi-
e to the material update, and hence, the NBS solver takes the majority 
 sub-steps to converge the solution. The operation of the framework 
 summarized in the algorithm below.

lgorithm 1 Coupled solution advancement procedure. Start from a 
nverged flow solution.
: Interpolate NBS surface state onto nodes (where the MR solver resides).
: Solve surface balance equations with in-depth material response.
: Interpolate MR surface state onto NBS centroids.
: Move surface grid.
: Interpolate previous step NBS solution onto relevant Cartesian cells.
: Solve governing equations on Cartesian grid.
: Interpolate Cartesian solution onto NBS inflow.
: Solve governing equations on NBS and advance solution forward in time.

 Uncoupled framework

1. Aerodynamic heating boundary condition

The practical principles for uncoupled simulation of material ther-
al response problems in the presence of chemically reacting boundary 
yer were developed during the Apollo era on the basis of film coef-
ient theory [12,46,47]. In this approach, for equal heat and mass-
ansfer rates in the boundary layer, the incident conduction and dif-

sion heat flux toward the surface can be estimated by the enthalpy 
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Fig. 5. Coupling diagram between CHAMPS and each 1D-MR solver.
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fference between the boundary layer edge and the wall, multiplied by 
e effective heat transfer coefficient as shown below

(ℎ𝑟 − ℎ𝑤) = −𝑘𝑠
𝑑𝑇

𝑑𝑥
+ 𝜖𝜎(𝑇 4

𝑤 − 𝑇 4
∞) +𝑚′′

𝑐 (ℎ𝑤 − ℎ𝑠), (37)

here 𝐶𝐻 is the heat-transfer coefficient and ℎ𝑟 is the recovery en-
alpy, set here to the free-stream enthalpy of the flow. The heat-
ansfer coefficient is given in the equation below

= 𝐶𝐻,0Ωblw, (38)

here 𝐶𝐻,0 is the initial (“unblown”) heat-transfer coefficient and Ωblw
 the blowing correction. The initial heat-transfer coefficient is com-
ted based on the cold wall heat flux and is given in the equation 
low

,0 =
𝑞′′0

ℎ𝑟 − ℎ𝑤,0
, (39)

here 𝑞′′0 is the cold wall heat flux and ℎ𝑤,0 is the mixture enthalpy at 
e initial wall temperature. The blowing correction in Eqn. (38) models 
e effect of the heat flux reduction due to the blowing of ablating 
ecies into the boundary layer and is given in the equation below

blw = Φ
𝑒Φ − 1

, (40)

here Φ = 2𝜆𝑚̇′′
𝑐 ∕𝐶𝐻,0 and the blowing reduction parameter (𝜆) is set to 

5 in this work.

2. Equilibrium-based ablation (Bprime)

The alternative way of computing the ablation rate of material in the 
coupled mode is to assume Couette-type flow in the boundary layer 
d equilibrium conditions. With these assumptions, the ablation rate 
n be derived by expressing the mass conservation (Eqn. (26)) across 
e boundary layer as(

𝑌𝑘,𝑒 − 𝑌𝑘,𝑤
)

𝛿
+𝑚′′

𝑘
=𝑚′′

𝑤𝑌𝑘,𝑤, (41)

here 𝛿 is the boundary layer thickness and subscripts “e” and “w” 
present the boundary layer edge and wall conditions. Assuming the 
uette-type flow, the mass-transfer coefficient is defined as 𝜌𝑒𝑢𝑒𝑆𝑡𝑚 =
8

∕𝛿, where 𝜌𝑒𝑢𝑒 is boundary layer edge mass flux and 𝑆𝑡𝑚 is the 𝑚
ass-transfer Stanton number. By substituting the definition of the 
ass-transfer coefficient into Eqn. (41) and assuming a single subli-
ating species at the wall (camphor), the mass conservation equation 
comes

𝑢𝑒𝑆𝑡𝑚
(
𝑌𝑐,𝑒 − 𝑌𝑐,𝑤

)
=𝑚′′

𝑐

(
𝑌𝑐,𝑤 − 1

)
. (42)

Defining a non-dimensional ablation rate of camphor as 𝐵′
𝑐 =

𝑚′′
𝑐

𝜌𝑒𝑢𝑒𝑆𝑡𝑚
d assuming zero mass fraction of camphor at the boundary layer edge 
o camphor gas in the freestream flow), the non-dimensional ablation 
te 𝐵′

𝑐 is expressed from the above equation in the following simple 
rm

′
𝑐 =

𝑌𝑐,𝑤

1 − 𝑌𝑐,𝑤
, (43)

here 𝑌𝑐,𝑤 is the equilibrium mass fraction of camphor gas at the wall 
nditions.

To find the equilibrium mass fraction of camphor we assume that 
e partial pressure of camphor is equal to the vapor pressure, given 
 Eqn. (35) previously. For the given mixture of three species in the 
stem: nitrogen, oxygen and camphor we define the molar fraction of 
mphor as

=
𝑝𝑐

𝑝
= 𝑌𝑐

𝑀̄

𝑀𝑐

= 𝑌𝑐
1

𝑀𝑐

(
𝑌𝑐
𝑀𝑐

+
𝑌𝑁2
𝑀𝑁2

+
𝑌𝑂2
𝑀𝑂2

) , (44)

here 𝑝 is the local pressure of the mixture. By assuming a non-reacting 
w, the relative mass fractions of nitrogen and oxygen species re-
ain the same through the boundary layer and can be expressed as 
function of the mass fraction of camphor as 𝑌𝑁2

= 𝑌𝑁2 ,∞(1 − 𝑌𝑐) and 
2
= 𝑌𝑂2 ,∞(1 − 𝑌𝑐). Substituting the mass fractions of nitrogen and oxy-

n species into Eqn. (44), the mass fraction of camphor at the wall can 
 computed as

,𝑤 =
𝜒𝑐,𝑤

(
𝑌𝑁2 ,∞𝑀𝑐∕𝑀𝑁2

+ 𝑌𝑂2 ,∞𝑀𝑐∕𝑀𝑂2

)
1 − 𝜒𝑐,𝑤

(
1 − 𝑌𝑁2 ,∞𝑀𝑐∕𝑀𝑁2

− 𝑌𝑂2 ,∞𝑀𝑐∕𝑀𝑂2

) . (45)

llowing the derived non-dimensional ablation rate, the ablation rate 
 camphor is then given by
′′
𝑐 = 𝐵′

𝑐𝜌𝑒𝑢𝑒𝑆𝑡𝑚 = 𝐵′
𝑐𝐶𝑀. (46)
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Fig. 6. Test case - 20 bar. Heat flux prediction by NBS-Cart solver under varying levels of near body grid resolution (T =298.15 K).
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e mass-transfer coefficient 𝐶𝑀 , can be found from the Chilton-
lburn relation between the mass- and heat-transfer rate given by

= 𝐶𝐻𝐿𝑒2∕3, (47)

here 𝐶𝐻 was defined previously in Eqn. (38).

 Verification study

1. Flow grid convergence study

The grid convergence study was performed using the overset 
AMPS NBS-Cart solver. A schematic of the grid layout for the Phoe-
s capsule test case was shown earlier in Fig. 3, where the near body 
rvilinear grid is overlaid on top of a block-structured Cartesian grid. 
e mesh of the NBS layer in the figure was intentionally coarsened 
 both wall-normal and stream-wise directions to make a clear visu-
ization. In general, the NBS layer in this work was set to resolve the 
tire boundary layer, which makes it possible to perform the grid con-
rgence study by varying only the NBS layer parameters. The grid 
nvergence of the off-body region with the Cartesian mesh is achieved 
pically automatically by using AMR and the requirement for the mesh 
finement level to be high enough to comply with the NBS mesh size 
 the overset region. The dimensions of the simulated geometry are 
own later in Fig. 8(a) with freestream conditions defined in Test 2, 
esented in Table 2. Apparently, in the overset approach the flow con-
rgence depends on the wall spacing and wall-normal distribution of 
e nodes in the NBS layer. The study was performed for two scenarios 
 explore the effect of both parameters and choose the optimal con-
uration while keeping a constant number of nodes in the streamwise 
rection, equal to 353. In the first scenario, the NBS layer is fixed to 
0 nodes in the wall-normal direction, and the wall spacing is halved 
om 2 × 10−6 m to 5 × 10−7 m. Fig. 6(a) presents the cold wall heat flux 
stribution for this scenario, showing a converged solution. In the sec-
d scenario, the wall spacing is kept constant at 1 × 10−6 m and the 
mber of nodes in the wall-normal direction is varied in 50-point in-
ements. Fig. 6(b) shows a close agreement for the two finest grids 
ith the stagnation point heat flux differing by less than 2%. Follow-
g the performed study, a medium level of refinement (100 nodes) and 
edium wall-spacing (1 × 10−6 m) was selected as being sufficiently 
ell-resolved and is used for all further simulations.

2. Material solver verification based on heat of ablation (Q-star) problem

Verification of the material response solver with the grid contraction 
9

heme was performed using the heat of ablation (Q-star) approach. tr
wall

 this approach, the in-depth material thermal response is modeled 
ith transient heat conduction and surface ablation occurs at a fixed 
mperature. Mathematically, this problem is modeled using an abla-
e one-dimensional, semi-infinite material slab with uniform density, 
nstant physical properties and isothermal boundaries. At steady state 
nditions, the governing equation that characterizes this problem is 
ven below

𝑑2𝑇

𝑑𝑥2
+ 𝑠̇𝜌𝑠𝑐𝑝,𝑠

𝑑𝑇

𝑑𝑥
= 0

ith 𝑇 (𝑥 = 0) = 𝑇abl and 𝑇 (𝑥 =∞) = 𝑇0.

(48)

ssuming a constant recession rate, the analytical solution to the above 
uation is given by

(𝑥) = 𝑇0 + (𝑇abl − 𝑇0)𝑒−𝑠̇𝑥∕𝛼𝑠 . (49)

 model this problem numerically with the developed solver, the fol-
wing boundary condition is used in the material response model

𝑘𝑠
𝑑𝑇

𝑑𝑥

]
𝑠
= 𝑞′′ − 𝜌𝑠𝑠̇𝑄

∗, (50)

here 𝑞′′ is the incident heat flux and 𝑄∗ is the material heat of abla-
n. To match the analytical solution given in Eqn. (49), the incident 
at flux should satisfy the energy balance at the surface that preserves 
e fixed ablating temperature. By substituting the analytical tempera-
re profile from Eqn. (49) into the ablating boundary condition, Eqn. 
0), the incident heat flux becomes

′ = 𝜌𝑠𝑠̇
[
𝑐𝑝,𝑠(𝑇abl − 𝑇0) +𝑄∗] . (51)

To converge to the analytical steady-state solution using the tran-
ent heat conduction equation, the material should be sufficiently long 
 allow for the formation of a steady-state temperature profile. Ta-
e 1 shows the verification study parameters, where the only derived 
antity in the table is the incident heat flux, which was computed by 
escribing the heat of ablation of the material, the fixed ablation tem-
rature and the recession rate.
It should be mentioned that the prescribed recession rate is used only 

 derive the imposed incident heat flux. In the numerical solution, the 
cession rate has to be iteratively evaluated to satisfy the fixed surface 
mperature 𝑇abl condition. In this study, an iterative bisection method 
as used to converge the recession rate to maintain the fixed surface 
mperature.

The material slab with a length of 3 cm was discretized into 30 cells 
ith a refinement provided by a geometric series with a constant ra-
 of 1.3. Fig. 7(a) shows the surface recession rate that, after a short 

ansient, converges to the prescribed steady-state value of 0.5 mm/s. 
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Table 1

Q-star verification study parameters.

Parameter 𝑘𝑠 (W/m-K) 𝜌𝑠 (kg/m
3) 𝑐𝑝,𝑠 (J/kg-K) 𝐿 (cm) 𝑄∗ (MJ/kg) 𝑠̇ (mm/s) 𝑇abl (K) 𝑇0 (K) 𝑞′′ (W/cm2)

Value 0.4 1500 1500 3 1 0.5 1100 300 165

Fig. 7. Verification of contracting 1-D mesh algorithm.
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Fig. 8. Sub-scale Phoebus capsule ge

g. 7(b), shows the in-depth steady-state temperature profile that was 
tained once the recession rate reached the steady state. A close match 
n be seen with the analytical solution from Eqn. (49). A slight mis-
atch between the approaches results from the discretization of the slab 
d likely the length of the domain to maintain semi-infinite slab con-
tions. The maximum error with respect to the analytical solution is 
6%. It should be mentioned that due to surface recession, the temper-
ure profile was translated with the recessing boundary. To compare 
e profile to the analytical solution, the numerical solution was shifted 
 the origin.

 Problem description

Validation of the coupled framework between CHAMPS and a net-
ork of 1D-MR solvers is based on the experimental campaign pre-
10

nted in Refs. [31,32]. In the experiment, a sub-scale Phoebus capsule m
etry and camphor layer setup.

ade of copper was covered by a layer of camphor and exposed to Mach 
flow in a hypersonic H3 facility at VKI. The experiment was performed 
 multiple total pressure conditions and included a photogrammetry 
tup to track camphor surface recession over time. The test article in 
e experiment is a spherically-blunted cone with a 20 mm nose radius, 
 degrees cone half-angle, 0.157 mm shoulder radius, and 20 mm front 
dius as shown in Fig. 8(a). In the simulation, the geometry is repre-
nted by an axisymmetric shape with an added extension behind the 
oulder. The extension is not part of the original geometry and was 
ded to provide extra sampling points at the domain edge for the fluid 
lver. The material is discretized with a network of one-dimensional 
lvers, called rays in this study. Fig. 8(b) shows the discretization of 
e camphor layer with 1D rays. The total number of rays is 353, how-
er, in the figure, the number of rays was reduced for clarity. It can 
 seen in the figure that due to the small radius of the shoulder, the 

aterial rays intersect in this region at approximately 60% of the lo-
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Table 2

Phoebus capsule experimental and simulation conditions 
[32].

Test 1 Test 2 Test 3

𝑝0 (bar) 15.65 20.57 25.66

𝑇0 (K) 524.8 487.2 511.0

Mach 6 6 6

𝑢∞ (m/s) 962.1 927.0 949.4

𝑝∞ (Pa) 991.0 1302.8 1625.2

𝑇∞ (K) 64 59.4 62.3

𝜌∞ (kg∕m3) 0.053956 0.076402 0.090868

𝑇wall (K) 298.15 298.15 298.15

𝑌𝑁2
0.767 0.767 0.767

𝑌𝑂2
0.233 0.233 0.233

𝑌cmp 1 × 10−10 1 × 10−10 1 × 10−10

Duration (s) 30 30 30

l thickness. The intersection of the rays is expected to deteriorate the 
curacy of the solution at the shoulder. However, the corruption of 
e solution would happen only later in the simulation, due to the thin 
ermal layer forming in low-conductivity materials such as camphor. 
s reported in Ref. [32], camphor was applied with a uniform thickness 
 2.5 mm on top of a copper holder. The exact geometry of the copper 
lder was not provided, instead, a uniform thickness of 2 mm was as-
med, corresponding to the thickness of the holder in the stagnation 
gion [48]. In general, simulation of high-conductivity materials such 
 copper with 1D solvers is not accurate, due to the strong conduction 
 the lateral direction. The inclusion of copper in the current study 
as done to justify the assumption of isothermal wall boundary condi-
ns for future studies. Each camphor layer ray is discretized with 50 
lls with geometric spacing and a minimum wall spacing of 1 ×10−6 m, 
entical to the fluid side. The copper layer is discretized with 10 cells 
ith uniform spacing.
All rays were discretized using the same geometrical factor for a 
ctangular geometry (m=0 in Eqn. (24)). The reason for that was 
 instability observed in the flow solution in the transition regions 
tween the sections of the geometry, such as the nose, cone, and shoul-
r. Using different geometrical factors for the geometry representation 
tentially led to a discontinuity in the surface response along the joints 
 the sections, causing a gradual growth of instability, and corrupting 
e flow and material solution. The simplification to a constant geo-
etrical factor is based on two assumptions: (1) the thin thermal layer 
 camphor as a result of the low conductivity of the material and (2) 
significant deviation of the cross-sectional area of each ray from the 
ctangular geometry. For the nose and conical sections, the ratio of the 
ack-up thickness to the radius of the geometry is 2/9, allowing for the 
sumption of a low effect of the cross-sectional area change on the fi-
l solution. For the shoulder region, the assumption of a rectangular 
oss-section would not be valid due to the intersection of the rays. This 
troduces additional inaccuracy in the solution in this region.
The numerical simulations were performed at three total pressure 
nditions and are presented in Table 2 above. All three experiments 
ere performed for 30 s, however, the stagnation and shoulder re-
on ablated faster and reached the copper sub-structure earlier [32]. 
 the experiment, no temperature measurements were performed of 
e material or environment. As an assumption, the ambient and ini-
l temperature of camphor was assumed equal to 298.15 K. The same 
mperature was assumed at the back wall of the copper holder.
In addition to the coupled simulations, uncoupled material sim-
ations with applied aerodynamic heating and equilibrium thermo-
emistry conditions were performed for reference. The uncoupled sim-
ations were performed only at the stagnation point. The aerodynamic 
ating parameters were computed based on the cold wall heat flux and 
suming a unity Prandtl and Lewis numbers for the recovery enthalpy. 
ble 3 summarizes the derived aerodynamic heating parameters. The 
11

uilibrium thermo-chemistry was computed using Eqn. (43) and Eqn. su
International Journal of Heat and Mass Transfer 218 (2024) 124728

Table 3

Stagnation point aerodynamic heating parameters.

Test 1 Test 2 Test 3

𝑞′′0 (W∕cm2) 10.84 10.32 13.0

𝑝𝑤 (kPa) 46.33 60.66 75.97

ℎ𝑟 = ℎ0 (J/kg) 524,403 491,461 511,847

ℎ𝑤,0 (J/kg) -9029 -7041 -5625

𝐶𝐻,0 (kg/m
2-s)) 0.203 0.207 0.251

5) for a range of pressure and temperature values expected in the sim-
ation. Fig. 9(a) shows the non-dimensional ablation rate and Fig. 9(b) 
ows the wall mixture enthalpy computed with respect to standard 
nditions.

 Results

In this section, numerical results from the three test cases at 15, 
, and 25 bar are presented and compared to the reference numeri-
l and experimental data. The baseline coupled solution is obtained 
 coupling the two solvers after every physical material time step. 
e material step is set to 2.3 × 10−4 sec, corresponding to the fluid 
urant–Friedrichs–Lewy condition of 10,000. The baseline simulation 
es camphor gas transport properties from the database compiled by 
ws [37–39]. Additional simulations explore the effect of alternative 
ansport property models, the type of boundary condition, and the in-
ence of “decoupled” material steps on the solution accuracy.

1. Validation of the coupled framework

Fig. 10 shows the temperature and velocity contours of the flow-field 
 0 and 30 s for the 20 bar case. Significant recession and shape change 
 the geometry can be observed in the bottom half of the figures. The 
iginal shoulder region completely smooths away, changing the local 
mperature and velocity distribution. The AMR algorithm used to re-
e the mesh around the shock and the wall accurately tracks the shock 
splacement as a result of surface motion.
The next set of plots in Fig. 11 shows the time evolution of the sur-
ce quantities such as conduction flux, temperature and mass blowing 
 the 20 bar case simulation. All graphs are plotted as a function of the 
itial axial length of the geometry and the vertical dashed lines mark 
e transition between the geometrical sections. It was observed that a 
oling effect of the copper holder starts to appear at around 12 s in 
e stagnation region after the start of the simulation and leading to the 
ange in the trend of the surface quantities. To show the trend in the 
ta, the plotted results are split into two rows: the upper row - “heat-
g” phase, duration 0 to 12 s and the bottom row - “cooling” phase, 
ration 12 to 30 s. It can be seen from the first row, that rapid heating 
 the material surface occurs in the first 0.5 s, leading to a drastic drop 
 the conduction heat flux and a rapid increase in the surface tempera-
re and mass blowing. In the course of the first few seconds, the initial 
ating spike at the transition from the conical to the shoulder sections 
ads to an increased ablation and smoothing of the shoulder curva-
re and subsequently smoothing away the initial heating spike. This 
teraction between the applied boundary conditions and the topology 
ange is accurately captured in the coupled simulation.
The bottom row of the figures shows the “cooling” trend in the sur-
ce quantities. Once the material becomes thin enough, especially in 
e stagnation region and shoulder, the thermal effect of the copper 
ck structure comes into play. The surface temperature starts to grad-
lly drop (Fig. 11(e)), leading to a gradual increase in the conduction 
x, but a massive decrease in the mass blowing. The rapid decrease 
 the mass blowing is caused by the exponential nature of the vapor 
essure of camphor, Eqn. (35), in the sublimation process. A small de-
ease in the surface temperature leads to a large decrease in the vapor 
essure, decreasing the vapor to the partial pressure difference and 

bsequent decrease in the sublimation mass flux, Eqn. (34).
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Fig. 9. Equilibrium-based camphor ablation thermochemistry.
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Fig. 10. Test case - 20 bar. Flow-field around capsule at 0 s and 30 s.

Fig. 12 shows the time evolution of surface pressure which is an 
dicator of the continuous topology change. It can be seen that the 
itial pressure distribution significantly changes as the surface ablates. 
e sharp transitions of pressure between the geometrical sections of 
e geometries are smoothed away.
The next set of figures presents the comparison of the numerical 
ta to experiments. Fig. 13 shows the comparison of the stagnation 
int recession between the experiment and three different numerical 
proaches. The solid curve represents the coupled results, obtained 
ith the finite-rate (FR) ablation model and diffusion coefficient from 
ws. The dashed curve represents the uncoupled results, simulated 
ing the equilibrium (EQ) B-prime ablation model and the assump-
n of equal heat- and mass-transfer coefficients. Finally, the dotted 
rve represents the steady-state results obtained by Bianchi et al. [32]. 
n excellent agreement is seen between the coupled results and the 
agnation point experimental data at all three pressure conditions. The 
ooling” effect of the copper holder is clearly seen in the results, where 
e recession rate starts to decrease after enough material has ablated 
ay and the cold thermal mass of copper starts to “sink” the heat 
om the surface. The uncoupled simulation shows a different trend 
an the coupled approach. The amount of recession stays within the 
perimental uncertainty in the first 6 to 10 s, depending on the pres-
re condition, but later deviates from the measurement and matches 
ain only after all material has ablated away at the stagnation point at 
ound 23 - 28 s. The steady-state simulation appears to follow the un-
12

upled curve data, but due to the lack of cooling effect by the copper bo
all, the solution predicts a constant ablation rate and eventually sig-
ficantly deviates from the experimental data. It should be mentioned, 
at the steady-state simulation, performed in the reference study, used 
fferent transport properties of camphor, that presumably were higher 
 magnitude than those used in the current study. The effect of the 
ansport properties will be shown later, but for the sake of compari-
n, the different trend in the steady-state data occurs not only from 
e lack of the back wall cooling but also from the difference in the 
ansport properties.
Fig. 14 shows the comparison of the predicted recessed shape of the 
ometry predicted with the coupled approach and the one measured in 
e experiment with a photogrammetry technique. The reference data 
cludes profiles at 11 s from the start of the experiment for all three 
ses and an additional profile at 19 s for the 20-bar case. Similarly to 
e previous set of results, the shape change of the geometry agrees ex-
ptionally well with the experimental data for most of the geometry, 
ven that the measurement contains uncertainty. Observing the shoul-
r region, smoothing of the initial curvature can be seen already in 
e 11 s profiles. Additionally, due to the local peak in the heating rate, 
en in Fig. 11(a), the increased ablation rate leads to a small concave 
rface in the shoulder region which is more visible in the 19 s profile, 
 bar case. The concave surface seems to align with the experimental 
ape, but it is hard to compare the data with full confidence, due to 
e measurement uncertainty and digitization of the experimental data.
To explore further the performance of the uncoupled approach we 
ot in Figs. 15(a) and 15(b) the distribution of surface temperature 
d recession extracted at 11 s and 19 s in the 20-bar case. It can 
 seen, that both plotted quantities strongly deviate from the predic-
n of the coupled approach. The deviation in the stagnation region 
pears to be related to the inaccurate model of the heat and mass 
ansfer coefficients since the stagnation region barely experiences non-
uilibrium conditions [29] and the shape change effect is minimal. 
way from the stagnation region, the non-equilibrium conditions and 
ape change take a stronger effect, peaking in the shoulder region. For 
ample, ablation of the shoulder leads to a local redistribution of the 
at flux, smoothing the initial spike and increasing the heating in the 
posed post-shoulder region as seen in Fig. 11(a). Mainly due to this 
ct, the uncoupled approach predicts drastically lower temperatures 
d the amount of recession in the post-shoulder region.

2. Sensitivity analysis

This section presents a sensitivity analysis with respect to the dif-
rent transport properties of the camphor gas, the type of back wall 

undary condition, and the coupling procedure between the solvers.
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Fig. 11. Test case - 20 bar. Distribution of surface quantities around the capsule. Figures are split into “heating” and “cooling” phases. Axial distance is set to the 
initial length of the geometry.
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Fig. 12. Test case - 20 bar. Pressure distribution.

2.1. Effect of transport properties and type of boundary condition
One of the challenges in modeling ablation problems lies in the 
certainty of estimation of the transport properties of the individual 
ecies and their mixture [49]. Uncertainty in the mixture conductivity 
d viscosity would affect the heating to the surface, while uncertainty 
 the diffusion model would affect the diffusion heat flux and the abla-
n rate of the material. In this study, camphor gas transport properties 
ere obtained from two different sources. In the literature, the data was 
und in the handbook of Yaws for organic and in-organic gaseous sub-
ances [37–39], providing a baseline property model in this study. The 
ternative transport data was obtained using the quantum chemical 
mulation performed by Haskins [40], where the dynamics of the cam-
or molecule were modeled based on first principles. Fig. 16 shows 
13

e comparison of the stagnation point recession between the Yaws and in
askins transport property models. The Haskins model predicts slightly 
tter agreement with the experimental data compared to Yaws’ model 
d agrees better with the final thickness of the material. In the 15 and 
-bar cases, the improvement in the prediction is higher compared to 
e 25-bar case. This result follows directly from the higher diffusion co-
cient predicted by the QC simulation at lower pressures, (Fig. 2(b)).
In general, the data for transport properties of each individual 
ecies in the mixture is not always available or requires complex com-
ter simulations to obtain one [50]. The diffusion transport, directly 
sponsible for the ablation rate of the material, is commonly modeled 
ith a constant Lewis number assumption in the absence of more accu-
te models. In this study, we present an additional set of simulations, 
owing the effect of Lewis number assumption on the ablation rate of 
e material.4
Fig. 17 shows the comparison of the baseline solution with Yaws’ 

ansport properties to the simulations, where conductivity and viscos-
 were modeled with the Yaws’ model, but the diffusion coefficient 
as modeled with a Lewis number of 1.0 and 1.4. This way, we can ob-
rve the sensitivity of the solution to the diffusion model. First, we see 
at the change in the diffusion coefficient has a substantial effect on 
e ablation rate, where the Lewis number approach predicts a higher 
te, compared to the Yaws model. The difference between the value 
 1.0 and 1.4 is less substantial. Second, the coupled results with the 
wis number of 1.0 and 1.4 get closer to the uncoupled data but are 
ill unable to match the obtained uncoupled solution. As was suggested 
rlier, the strong deviation of the uncoupled approach is attributed to 
e inaccurate model of the heat- and mass-transfer coefficients that di-
ctly affect the heating and ablation rate at the material surface. The 
ct that the diffusion model with a Lewis number of 1.0 and 1.4 is 

note that the Lewis number in this study and in the hypersonic community, 

 general, is defined as a ratio of mass and thermal diffusivity.
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Fig. 13. Comparison of the stagnation point recession profiles with available numerical and experimental data.

Fig. 14. Comparison of recession shape predicted with coupled approach and experimental measurement.
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Fig. 15. Test case - 20 bar. Comparison of coupled (finite-rat

ill far from the prediction of the uncoupled approach points to the 
ore complex behavior of the local transport properties. Further anal-
is of the deviation of the uncoupled approach is outside of the scope 
 the current work and is explored in detail in the follow-up study 
1].

Another common assumption in the simulation of ablation problems 
 the type of boundary condition at the back wall of the material. 
sually, the tested materials are either highly insulative and thick or 
 addition mounted on a highly insulative material such as LI-2200. 
nder such conditions, the assumption of an adiabatic back wall is rea-
14

nable. In the current case, however, the camphor thickness is only of
nd uncoupled (equilibrium) solutions at 11 s and 19 s.

5 mm and it is applied on a copper holder, which acts as a strong 
at sink. Fig. 18 shows the effect on the recession rate if the back wall 
as assumed to be adiabatic. For a duration of around 12 s, the stack-
 case with copper and the adiabatic wall case is perfectly aligned, 
wever, at the residual material thickness of around 1.5 mm, the two 
rves start to show the opposite trend. The recession rate in the adia-
tic case starts rapidly increasing and very quickly most of the material 
lates away, while in the copper stack-up case the recession rate grad-
lly decreases and conforms with the experimental data.
To show the cooling effect of the copper holder and justify the use 
 isothermal boundary conditions in future studies, the in-depth tem-
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Fig. 16. Effect of Yaws and Haskins transport properties on stagnation point recession prediction.
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g. 17. Test case - 20 bar. Effect of diffusion coefficient on stagnation point 
cession.

g. 18. Test case - 20 bar. Effect of adiabatic wall boundary condition on 
gnation point recession.

rature profiles inside the stagnation ray are plotted in Fig. 19(a). It 
n be seen that as the ablation front (axial displacement of the temper-
ure profiles) advances, the surface temperature reaches a maximum 
d then gradually goes down as less and less material remains. In addi-
n, the temperature rise at the camphor-copper interface appears to be 
ly a fraction of a degree, indicating that an isothermal wall assump-
n would be a reasonable choice in this study. In contrast, Fig. 19(b) 
ows the in-depth temperature distribution in the adiabatic wall case. 
e lack of cooling by copper leads to extreme heating of the residual 
15

aterial when almost the entire piece is at the same high temperature. te
2.2. Effect of coupling procedure
As described earlier in section 4, to account for the dependence 

 surface balance equations on the surface temperature, the balance 
uations were solved iteratively with the solution of the conduction 
uation and grid motion. In the current, one-dimensional framework 
 the material solver, the cost of moving the mesh and solving the 
ear system is very low. However, in two- and three-dimensional prob-
ms motion of the mesh and the solution of the governing equations 
pically requires the inversion of the linear system, which adds a signif-
ant cost to the computation. Finally, the convergence of the iterative 
op with the energy equation is a more complex system and not al-
ays a trivial task that might require additional resources to converge 
e solution. Thus, it is of high importance to check the sensitivity of the 
lution to the iterative procedure. Fig. 20 shows a comparison between 
e fully iterative and a semi-iterative procedure, where the solution of 
e conduction equation and mesh motion is excluded from the iter-
ive loop. In this case, the surface temperature is assumed constant 
ring the iteration, taken from the previous time step and the conduc-
n equation along with mesh motion is solved once after the surface 
lance loop has converged. The curves in the figure correspond to four 
ints on the material surface, stagnation (ray - 1), middle of the nose 
ction (ray - 75), middle of the conical section (ray - 225) and the first 
int on the shoulder (ray-302) that also corresponds to the spike in the 
at flux seen in Fig. 11(a).
Following the surface temperature and recession curves in Fig. 20, 
is evident that the solution is very similar between the fully-iterative 
d semi-iterative procedures, with only a small difference at the shoul-
r ray. This outcome is very advantageous, as it allows for savings on 
e computational cost of inverting the linear system and performing 
esh motion during the surface iteration loop. However, extrapolating 
is outcome to the higher heating rate cases should be done carefully. 
 higher heating rates, the surface temperature increases much faster 
d the assumption of constant temperature within the surface iterative 
op could lead to inaccuracy in the prediction of ablation mass flux and 
nce, the energy balance at the surface. It should be also mentioned, 
at the step size of the material solver would have an additional ef-
ct on the accuracy of the method. An increase in the time step would 
ad to a larger material state change per step and hence, the lack of 
mperature update in the iterative loop could lead to larger errors.
The computational time of the coupled simulation could be further 
proved if the flow and material solvers were allowed to be called at 
fferent frequencies. Stepping the material solver with a larger time 
ep or sub-stepping the solver multiple times before exchanging the 
undary conditions with the flow solver would speed up the advance-
ent of the physical time of the problem. In the last part of this study, 
e explore the effect of the coupling frequency between the solvers 
 the solution accuracy and computational time of the simulation. 
e compare the baseline solution, where the two solvers exchange 
e boundary conditions every step, to the approach where the ma-

rial solver is allowed to sub-step multiple “decoupled” steps before 
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Fig. 19. In-depth temperature profiles in isothermal and adiabatic boundary condition cases.

Fig. 20. Test case - 20 bar. Effect of exclusion of conduction solver and mesh motion from the surface balance loop (see Fig. 5).
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changing the boundary conditions with the flow solver. To compare 
e results to the baseline solution, we fix the maximum allowed num-
r of the fluid sub-steps used to re-converge the solution after every 
change of the boundary conditions. Figs. 21(a) and 21(b) show the 
mperature and recession time histories for the different number of 
ecoupled” material sub-steps. Specifically, the material solver is al-
wed to sub-step 2, 5, and 10 steps, compared to the baseline solution. 
ith this approach, the relative duration of the simulation has de-
eased by 11.3% in the 1/2 case, 50.5% in the 1/5 case, and 62.9% 
 the 1/10 case. The reduction in the simulation time between the 1/1 
d 1/10 cases is quite significant but is clearly non-linear with the 
mber of material sub-steps. The non-linearity occurs as a result of the 
creased number of flow solver sub-steps to achieve re-convergence. 
 clarify, as the simulation proceeds further, the change in the mate-
al state happens at a slower rate, leading to the faster re-convergence 
 the flow solver. By increasing the number of material sub-steps, the 
ange in the material state becomes larger per exchange step of the 
undary conditions with the flow solver. This leads to a larger num-
r of the fluid sub-steps to re-converge the solution before reaching 
e threshold. As a result, the expected decrease in the overall compu-
tional time due to material sub-stepping is adversely affected by the 
16

creased number of fluid sub-steps performed for re-convergence. co
In terms of the solution accuracy, we observe that increasing the 
aterial sub-steps increases the relative error of the solution. The be-
vior of the error in the temperature profiles is not monotonic, since 
e material experiences the “heating” and “cooling” phases and the ef-
ct of “decoupled” material sub-steps is alternating. The temperature 
nds to be underpredicted in the “heating” phase and overpredicted in 
e “cooling” phase. Overall, however, the average relative error in the 
10 stepping case is still very small and is less than 0.5%. The error 
 the amount of recession is reported at the end of the simulation for 
e 1/10 stepping case and appears to vary between 2.8% at the stag-
tion ray to 6.9% at the ray on the conical section of the geometry. 
e increase in the recession error in the conical region appears to be 
nsistent with the temperature error increase in this region. Interest-
gly, the highest error appears to be in the lower heating region on the 
ometry and the error in the stagnation region is the lowest.
Given the advantage of reducing the duration of the simulation with 
aterial sub-stepping, the accuracy of the solution can be improved 
 introducing a variable time-stepping. In the simplest approach, dur-
g the initial transient heating phase, the exchange frequency between 
e solvers can be identical. As the change in the surface tempera-
re or recession rate per time step decreases, the material can start 
king a larger number of sub-steps. A more robust methodology for 

ntrolling the number of sub-steps or the size of the material step can 
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Fig. 21. Test case - 20 bar. Effect of “decoupled” stepping frequency between the flow and material solvers.
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 done with the help of control theory and the use of proportional-
tegral-derivative controllers as suggested in Ref. [52]. In this work, 
ploration of the variable stepping methods is left for future studies.

 Conclusions

In this study, we presented a coupled framework between the NBS-
rt hypersonic flow solver within CHAMPS and a network of one-
mensional material solvers with surface ablation. We verified the 
wly developed material response solver by solving the heat of ab-
tion problem and ensuring the correct implementation of the moving 
undary condition. The validation of the coupled framework was per-
rmed by comparing it to a low-temperature ablation experiment un-
r different freestream conditions. The results showed excellent agree-
ent with the recession of the stagnation point and the overall shape 
ange of the geometry.
A sensitivity analysis was conducted to investigate the influence of 

ansport properties of camphor species on the ablation rate. The anal-
is revealed a strong dependence on the diffusion model, which partly 
plained the significant deviation observed in the uncoupled results. 
dditionally, we found that the copper holder behind the camphor layer 
d a significant impact on accurately predicting the material abla-
n rate. Furthermore, the sensitivity study on the back wall boundary 
nditions confirmed that an isothermal back wall assumption was ap-
opriate for this problem.
Finally, we explored the effect of the coupling procedure between 
e two solvers. Excluding the solution of material conduction and mesh 
otion from the surface balance loop had minimal impact on the solu-
n accuracy, as expected due to the small time step used for advancing 
e material solution. Alternatively, increasing the frequency of mate-
al solver steps compared to the flow solver resulted in an increased 
ror in surface temperature and recession. The maximum error in re-
ssion reached approximately 7% in the case with 10 material response 
lver sub-steps. However, increasing the number of material sub-steps 
d to a decrease in the overall computational time by approximately 
% in the case with 10 material sub-steps.
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ppendix A

The following table presents the species’ characteristic vibrational 
mperatures used to model the vibrational activation of both air 
ecies. Camphor was assumed to not be vibrationally activated in this 
ork due to the low temperature of the fluid.
Table 5 provides the coefficients for the Blottner curve fit for air 
ecies viscosity.
Table 6 provides the input to the Mutation++ library of the camphor 

ermodynamic properties in NASA 7 format. The coefficients for the 
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Table 4

Air species character-
istic vibrational tem-
perature.

Species 𝜃𝑣 (K)

N2 3395.0

O2 2239.0

Table 5

Blottner curve fit coefficients for air species.

Species 𝐴𝑠 𝐵𝑠 𝐶𝑠

N2 2.68142 × 10−2 3.177838 × 10−1 −1.13155513 × 101

O2 4.49290 × 10−2 −8.261580 × 10−2 −9.20194750 × 100

Table 6

Thermodynamic data coefficients for camphor in NASA-7 format.

C10H16O a03/21C 10.H 16.O 1. 0.G 200.000 550.0000 152.2300 1

8.32598410E+00-1.13808460E-02 3.43046471E-04-5.53445260E-07 2.87556562E-10 2

-3.62060071E+04-7.19365555E+00 8.32598410E+00-1.13808460E-02 3.43046471E-04 3

-5.53445260E-07 2.87556562E-10-3.62060071E+04-7.19365555E+00 0.00000000E+00 4

Table 7

Input to collision table in Mutation++ library for camphor 
species. The data was obtained from QC simulation by Hask-
ins [40].

<dipole-polarizabilities units="{\AA}-{\AA}-{\AA}">

<species name="C16H10O" value=" 16.5336"/>

</dipole-polarizabilities>

<effective-electrons>

<species name=" C16H10O" value=" 17.046"/>

</effective-electrons>

Table 8

Camphor viscosity and thermal conductivity curve fit coefficients [37,38,40].

Coefficient Yaws Haskins

𝜇 𝜅 𝜇 𝜅

𝑐0 −7.4390 × 10−8 −4.3828 × 10−3 1.5210 × 10−6 −8.4400 × 10−3

𝑐1 2.0215 × 10−8 1.0500 × 10−5 3.0470 × 10−8 6.6000 × 10−5

𝑐2 1.2145 × 10−12 1.3260 × 10−7 0.0000 6.8800 × 10−8

𝑐3 −1.5620 × 10−15 −4.9499 × 10−11 0.0000 2.6600 × 10−11
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ASA 7 polynomials were generated based on the data obtained from 
antum chemical simulation by Haskins [40].
Table 7 provides the input to the Mutation++ library of the camphor 
llision integral data, obtained from quantum chemical simulation.
Camphor viscosity and thermal conductivity were modeled with two 
parate models from Yaws [37,38] and Haskins [40], each with a set of 
lynomial coefficients which are given in Table 8. The Yaws viscosity 
odel is valid for the range of 200 K ≤ 𝑇 ≤ 1500 K whereas the Haskins 
odel is valid for the range of 200 K ≤ 𝑇 ≤ 800 K. Camphor diffusivity 
as modeled with two separate models from [39] and Haskins [40]. 
e Yaws’ model is provided in polynomial curve fit form in Eqn. (18)
d the coefficients are provided in Table 9.
In the second model, the diffusion coefficient of camphor was com-
ted with the Mutation++ library based on the thermodynamic and 
llision integral data obtained in quantum chemical simulation. The 
18

mperature and pressure-dependent data of the diffusion coefficient 
Table 9

Coefficients for camphor in air diffusion coefficient for 200 K ≤
𝑇 ≤ 1000 K from Yaws [39].

Coefficient 𝑐0 𝑐1 𝑐2

Value −3.6210 × 10−6 1.96310 × 10−8 4.46030 × 10−11

as curve fitted with a polynomial, provided in Eqn. (19), where the 
efficients are provided in Table 10.
Table 11 gives the coefficients for camphor vapor pressure defined 

 Eqn. (35).

Table 12 gives the properties of solid camphor and copper.
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Table 10

Coefficients for camphor diffusion coef-
ficient in air for 200 K ≤ 𝑇 ≤ 800 K and 
1000 Pa ≤ 𝑝 ≤ 70,000 Pa from Hask-
ins [40].

Coefficient Value

𝐵1 0.000018912588145

𝐵2 0.003222763711371

𝐵3 -0.429233442816354

𝐵4 0.408695307746624

𝐵5 -1.000951241396257

Table 11

Camphor vapor pres-
sure coefficients for 
exponential form. Fit-
ted from the logarith-
mic form in Ref. [32].

Coefficients

𝐴 120170

𝐵 -6117.1

𝐶 12.654

Table 12

Solid camphor [45,53] and copper prop-
erties.

Parameter Camphor Copper

𝜌𝑠 (kg/m
3) 990 8890

𝑘𝑠 (W/m-K) 0.2 388

𝑐𝑝,𝑠 (J/kg-K) 1781 385

ℎ
𝑓
𝑠 (MJ/kg) -2.1 0

𝜖 0.88 -
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