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A B S T R A C T

Arc-jet facilities play a primary role in recreating aerothermal conditions experienced by atmospheric entry
vehicles and are widely used to test the performance of thermal protection materials. In this work, we utilize a
developed coupled framework between an overset flow solver CHAMPS NBS-Cart, and a material solver KATS-
MR to study the ablation of graphite under arc-jet conditions. We implement a 12-species gas phase model
to accurately represent the air-carbon mixture, including argon species present in the flow. The gas phase
is modeled with a two-temperature thermo-chemical non-equilibrium model without considering electronic
and ionization effects. The gas-surface interactions are modeled with a newly developed air-carbon ablation
model accounting for oxidation, nitridation, and recombination reactions. In addition, the model is augmented
with carbon sublimation reactions experienced at high heating conditions. The chemical state at the surface is
tightly coupled with the flow solver, resulting in the improved accuracy and effectiveness of the simulation.
The coupled approach is applied to study two experimental test cases conducted at the IHF arc-jet facility at
NASA Ames. The predicted results are validated against measured recession, surface, and in-depth temperatures
and compared to the prediction of the uncoupled, equilibrium-based approach. Finally, the accuracy of the
prediction is explored with respect to the environmental properties, such as the diffusion coefficient, and
material thermal conductivity.
1. Introduction

Arc-jet facilities are capable of recreating extreme heating condi-
tions experienced by atmospheric entry vehicles and are widely used
to test the performance of thermal protection system (TPS) materials.
The enthalpy of the arc-jet is set to achieve the flight-relevant heating
rate on the arc-jet model (typically an iso-q, hemispherical, or flat-face
calorimeter). The total enthalpy of the arc-jet flow is set by heating
the injected gas to extreme temperatures in the plenum section with a
high-voltage DC electric arc discharge. Additional energy to the flow
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is added by accelerating the gas through the converging-diverging
nozzle connected to the plenum. The test gas is set based on the given
atmospheric composition with some addition of argon to protect the
electrodes of the arc heater. The NASA Ames Research Center houses
one of the largest arc-jet heating facilities in the world, which in-
cludes the Aerodynamic Heating Facility (AHF), the Interaction Heating
Facility (IHF), and the Panel Test Facility (PTF) [1].

The injected gas flow rates, the total enthalpy of the flow, and
the pressure in the plenum are used to estimate the inflow conditions
in the numerical simulation of the arc-jet flow. While the mass flow
rates and total pressure are measured quantities in the plenum, the
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total enthalpy is usually an estimated quantity based on the heat
balance method, calibration against measured heat flux, and other
techniques [2]. The gas flow rates set the elemental composition of
the flow, which, along with the estimated total enthalpy and measured
pressure allow extraction of the temperature, the equilibrium species
composition, and velocity at the entrance to the nozzle [3]. Equilibrium
conditions typically exist until reaching the nozzle throat, where the
flow starts to experience thermal non-equilibrium. The dissociated gas
species in the flow, however, are still in the frozen chemical state until
they reach the nozzle exit [4]. The flow in a thermal non-equilibrium
is typically modeled with the Park two-temperature model [5,6] that
was implemented in the number of thermochemical non-equilibrium
(TCNE) flow solvers [7–10].

Simulating the behavior of the TPS material in the presence of
a chemically reactive flow is not a trivial task not only due to the
complex physical and chemical processes in the flow and at the material
surface but also due to the various uncertainties in the estimated
flow conditions and models. One of the early and still widely used
approaches to simulate material thermal response and ablation was
developed using the film coefficient theory [11–13]. In this approach,
the heating to the material surface is modeled using the enthalpy
difference between the boundary layer edge and the wall, multiplied
by the effective heat- and mass-transfer coefficients, accounting for
the conduction and diffusion heat fluxes. The ablation rate of the
material is computed assuming equilibrium chemistry conditions at the
surface and mass-transfer coefficient. The main advantages of the film-
coefficient approach appear in the relative accuracy of the method
near the stagnation region of the geometry and an uncoupled nature
of the method that allows running material simulations quickly for
the preliminary design of the heatshield. In addition, the approach
is relatively insensitive to the assumed wall temperature, such as a
cold wall condition or radiative equilibrium, meaning that the cold
wall or radiative equilibrium heat transfer coefficient will not differ
much. Capabilities for material response simulations with surface abla-
tion and internal decomposition for charring ablators were developed
in a series of one-dimensional codes [14–16] and more recently in
multi-dimensional codes [17–22].

The performance of the film-coefficient approach starts to deteri-
orate away from the stagnation region due to the formation of non-
equilibrium conditions along the surface and a poor prediction of
the change of heat- and mass-transfer coefficients due to the blowing
of ablation gases [23,24]. Shape change of the geometry introduces
additional challenges to the approach due to the dependence of the
boundary conditions profiles on the surface topology [25,26]. At these
conditions, coupling between the flow and material solvers provides
an undeniable advantage as it is capable of accurate prediction of the
changing boundary conditions at the evolving material surface and
accounting for the non-equilibrium chemistry effects in the boundary
layer.

Coupling between the flow and material solvers is an active area of
research due to the multiple factors involved in the interaction between
the flow and material domains. The high-speed nature of the flow
during the atmospheric entry or at the exit from the arc-jet nozzle
leads to a vast difference in the time scales between the flow and
material physics. In addition, finite-rate chemical processes occurring
at the surface strongly affect the local conditions in the flow, thus
affecting the accuracy of the estimation of the heating environment.
One of the simplest approaches explored by Chen et al. [27] used a
loosely coupled procedure and equilibrium thermo-chemistry, where
the boundary conditions between the solvers were exchanged only after
a certain amount of surface recession had occurred. After each transfer
of the new surface geometry, the flow mesh was adjusted, and a new
flow solution was obtained. The same author implemented a higher
fidelity approach to the ablation problem [28], where instead, finite-
rate reactions were used to model the surface ablation, but the material
2

thermal response was estimated by a steady state heating assumption. v
Validation of the material response simulations is typically per-
formed based on the measured quantities, such as surface and in-depth
material temperature and amount of recession. However, little well-
characterized data is available in the open literature, making it hard
to conduct a thorough verification of the developed simulation. One
of the widely studied materials with available experimental data is
graphite, which has well-characterized material property data and
recent chemistry models to account for surface ablation. The ablation
mechanism of graphite also resembles other carbon-based ablators
allowing the application of the validated models to a wider range of
materials. Coupled studies of graphite ablation were performed with
varying levels of fidelity in the past. Graphite ablation under arc-jet
conditions was explored with GIANTS-TITAN simulation with equilib-
rium ablation thermo-chemistry at the surface and included material
thermal response and recession, but injection of the ablating species
into the boundary layer was not accounted for in the study [29]. The
same study was later refined with the inclusion of finite-rate surface
chemistry, but the material thermal response was modeled with a
steady-state assumption [28]. Several additional coupled studies of
graphite with various levels of fidelity were performed in the following
studies [30,31].

In this work, we employ a recently developed coupled simulation
capability between the overset flow solver CHAMPS NBS-Cart and
material response solver KATS-MR [26,32] to simulate the ablation of
graphite under arc-jet conditions. The coupled simulation employs a
high-fidelity approach, relying on finite-rate chemistry and full cou-
pling of the material thermal response solution to the flow domain.
The finite-rate ablation at the surface is modeled with the air-carbon
ablation (ACA) model recently developed by Prata et al. [33], aug-
mented with sublimation reactions to account for a range of conditions
occurring at the surface. The surface chemistry is tightly coupled with
the near-body solver increasing the accuracy of the estimated boundary
conditions and allowing larger material steps to be taken. The simula-
tions focus on studying two experimental test cases, aiming to predict
surface and in-depth temperatures and the amount of recession. The
sensitivity of the solution is examined by considering the diffusivity
of the gas species and the available thermal properties of the material.
Additionally, the coupled results are compared to equivalent uncoupled
solutions based on the equilibrium thermo-chemistry to assess the
relative performance and limitations of the latter approach.

2. Flow solver framework

2.1. Governing equations

In this work, the interaction of the chemically reactive flow and
graphite surface is modeled with a 12-species model. The model in-
cludes 5 air species, such as N2, O2, NO, N and O with additional
argon species present in one of the test cases. An additional 6 species
result from the gas-surface and solid phase reactions, such as CO2,
CO, CN, C, C2, and C3. The injection of ablation species leads to
additional chemical reactions in the boundary layer and also affects
the transport properties of the boundary layer gas. The thermal non-
equilibrium, resulting from the high-temperature gas of the arc-jet
flow, is modeled using Park’s two-temperature model [34] account-
ing for the translational–rotational temperature, 𝑇 , and a vibrational
temperature, 𝑇𝑣. Electronic, ionization and radiative effects within
the fluid phase are neglected in this work to reduce the computa-
tional cost of the employed gas model. The chemically-reacting flow
in thermo-chemical non-equilibrium is modeled using the compressible
Navier–Stokes equations shown below
𝜕𝑼
𝜕𝑷

𝜕𝑷
𝜕𝑡

+ 𝛁 ⋅
(

𝑭 − 𝑭 𝒅

)

= 𝑾 , (1)

where 𝑼 is the conservative state vector, 𝑷 is the primitive state
ector, 𝑭 is the convective flux, 𝑭 is the viscous flux and 𝑾 is the
𝒅
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thermo-chemical source term. The temporal derivative in the govern-
ing equation is represented in a split form to allow a direct solution
for the primitive quantities in the problem and increase the speed of
the computation. Eq. (2) presents the primitive and conservative state
ectors, such that 𝜌𝑘 is the species density, 𝜌 is the total fluid density,
= {𝑢, 𝑣,𝑤}𝑇 is the fluid velocity vector with its specified components

n the Cartesian reference frame, and 𝐸 and 𝐸𝑣 are the total energy and
ibrational energy components per unit volume
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The convective, viscous, and source term vectors are given in Eq. (3)
here 𝑝 is the mixture pressure, 𝑱𝒌 is the mass diffusion flux vector
f species 𝑘, 𝝉 is the viscous stress tensor, 𝜅𝑡𝑟 and 𝜅𝑣 are the fluid
onductivities for the translational/rotational and vibrational energy
odes respectively, ℎ𝑘 is the enthalpy of species 𝑘, 𝜔𝑘 is the source
erm for the chemical reactions, 𝑆𝑡2𝑣 is the source term for the energy
xchange between the translational and vibrational energy modes, 𝑆𝑐2𝑣
s the energy exchange due to chemical reactions, and 𝑢̂ is defined as
he contravariant velocity [35].
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The species viscosity and conductivity properties are computed us-
ng Blottner and Eucken models. The mixture viscosity and conductivity
re computed with Wilke’s mixing rule. Sutton and Gnoffo (1998) [36]
ave noted that Fick’s law does not guarantee that the mass diffusion
luxes will sum to zero resulting in errors in capturing the correct mass
raction gradients among other errors. Modified Fick’s law is used in
his work to improve the solution accuracy and is given by

𝒌≠𝒆 = 𝑰𝒌 − 𝑌𝑘
𝑛𝑠
∑

𝑟≠𝑒
𝑰𝒓, (4)

here ns is the number of species, 𝑌𝑘 is the species mass fraction and
denotes the electron species, not included in this work. The term 𝑰𝒌
s the individual species diffusive flux given by

𝒌 = −𝜌𝐷𝑘𝛁𝑌𝑘, (5)

here 𝐷𝑘 is the species diffusion coefficient. In this work, the species
iffusion coefficients are approximated with a single mixture coefficient
computed based on a predefined Lewis number as

=
Le𝜅𝑡𝑟
𝜌𝑐𝑝,tr

, (6)

here 𝑐𝑝,tr is the mixture translational/rotational specific heat at con-
3

tant pressure.
The chemical source term contains 17 reactions, chosen based on
he work of Chen and Milos [28]. The list of the implemented reactions
s shown below, where reactions 1–8 model dissociation of each molec-
lar species, while reactions 9–17 are exchange reactions. The Argon
pecies is assumed to not participate in chemical reactions.

1. N2 +M ⇌ N + N +M
2. O2 +M ⇌ O + O +M
3. NO +M ⇌ N + O +M
4. C3 +M ⇌ C2 + C +M
5. CO2 +M ⇌ CO + O +M
6. C2 +M ⇌ C + C +M
7. CO +M ⇌ C + O +M
8. CN +M ⇌ C + N +M

9. NO + O ⇌ O2 + N
10. N2 + O ⇌ NO + N
11. CO + O ⇌ C + O2
12. CN + O ⇌ NO + C
13. CO2 + O ⇌ O2 + CO
14. CO + C ⇌ C2 + O
15. N2 + C ⇌ CN + N
16. CN + C ⇌ C2 + N
17. CO + N ⇌ CN + O

The chemical source term, 𝜔𝑘 is defined as

𝑘 = 𝑀𝑘
∑

𝑟
𝑤̇𝑘𝑟, (7)

here the term 𝑤̇𝑘𝑟 is the production rate of species 𝑘 in reaction 𝑟 and
s given by

̇ 𝑘𝑟 = (𝜈′′𝑘𝑟 − 𝜈′𝑠𝑟)

[

𝑘𝑓𝑟
𝑛𝑠
∏

𝑗=1

( 𝜌𝑗
𝑀𝑗

)𝜈′𝑗𝑟 − 𝑘𝑏𝑟
𝑛𝑠
∏

𝑗=1

( 𝜌𝑗
𝑀𝑗

)𝜈′′𝑗𝑟
]

, (8)

where 𝑘𝑓𝑟 and 𝑘𝑏𝑟 represent the forward and backward reaction rates
and 𝜈′ and 𝜈′′ are the stoichiometric coefficients for reactants and prod-
ucts, respectively. The Arrhenius curve fit coefficients for dissociation
and exchange reactions are given in Tables 6 and 7 in Appendix A.
Further details on the chemical-reaction model can be found in the
work of McQuaid et al. [32].

2.2. NBS-Cart solver

The flow domain is solved with an overset near-body Cartesian
solver developed within the CHAMPS framework, as explained ex-
tensively by McQuaid et al. [32] and briefly summarized here. To
begin with, the entire domain is discretized using a block-structured
Cartesian grid. The near-body grid is automatically generated based
on a surface mesh, which can consist of any combination of elements
and is provided as an input during the initialization phase. By using
the surface nodes, the node point distributions in the wall-normal
direction are projected into the freestream, enabling the resolution of
the complete boundary layer. The Cartesian solver handles the off-
body region, while Adaptive Mesh Refinement (AMR) is employed to
track the shock structure and geometry as the surface recedes. The
NBS domain is sequentially solved alongside the Cartesian grid solver,
ensuring that the surface grid is evenly distributed across all processors
to maintain load balancing and scalability. The mesh layout, depicted
in Fig. 1, provides a visual representation of how the grid is organized.
The Cartesian mesh blocks remain relatively coarse until reaching the
geometry surface and each block contains a grid with dimensions of
𝑛𝑥 × 𝑛𝑦 points. The NBS grid employs a body-conformal stretched grid
approach to accurately capture near-wall gradients. The red dots in
the figure indicate the guard cells set by the NBS. Although only one
layer of cells is shown, multiple layers are typically used to enable
higher-order accurate schemes. At the end of each ray, there is an
image point positioned between the guard cell and the last interior
cell, which contains interpolated data obtained from the Cartesian grid
solution. The red guard cells are then filled in order to enforce the
NBS inflow boundary condition. An overset interpolation algorithm is
utilized to couple the NBS solution back to the Cartesian near-wall cells,
eliminating the need to handle any irregular points near the immersed
surface.

The NBS solver employs a conservative finite difference numeri-
cal scheme on a generalized curvilinear grid to solve the complete
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Fig. 1. Cartesian grid with Adaptive Mesh Refinement and near-body curvilinear grid
overlaid on top. Note that each block on the Cartesian mesh contains 𝑛𝑥×𝑛𝑦 grid points.

set of governing equations described previously. For the computation
of convective terms, a second-order MUSCL scheme with a modified
Steger-Warming flux scheme is employed [37]. Viscous fluxes are com-
puted on the cell faces to ensure a second-order conservative treatment
of viscosity. On the other hand, the Cartesian grid solver utilizes a
fifth-order WENO scheme of Jiang and Shu [38] to accurately capture
he shock structure away from the body, while employing a similar
onservative treatment of viscosity as the NBS solver. The lack of
lignment of the Cartesian structure with strong shocks can introduce
hock artifacts under certain conditions which impacts the accuracy
f the heat flux profile on the surface. This issue is corrected by
ully reducing to a first-order convective scheme in the presence of
trong shocks by using the classical Ducros sensor [39]. The NBS solver
adopts a structured grid layout similar to a two-dimensional (2D) grid,
which allows for the use of an efficient line-implicit Gauss–Seidel solver
suitable for both steady and unsteady flow simulations.

3. Material response solver framework

3.1. Governing equation

In this study, the material thermal response is modeled with a
KATS-MR solver. The model includes a solution of transient heat con-
duction equation equipped with a surface ablation module and mesh
motion scheme. The governing equation, represented in the Arbitrary
Lagrangian–Eulerian (ALE) framework, is given below
𝜕𝑈
𝜕𝑡

− 𝛁 ⋅
(

𝑭 𝒅 + 𝑭 𝒈

)

= 0, (9)

here 𝑈 = 𝜌𝑠𝑐𝑠𝑇 is the thermal energy storage term, 𝜌𝑠 is the solid
ensity and 𝑐𝑠 is the solid specific heat. The term, 𝑭 𝒅 = 𝑘𝑠𝛁𝑇 is the heat
diffusion flux, where 𝑘𝑠 is the solid thermal conductivity. The last term
𝑭 𝒈 = 𝑈𝝎 is the grid advection flux, where 𝝎 is the grid face velocity,
defined by 𝝎 ⋅ 𝑛̂ = 𝜔̄ in the integral form of the governing equation.
The average grid face velocity 𝜔̄ is computed using the face averaging
lgorithm proposed by Zhang et al. [40] and is given by

̄ = 𝛥𝑉
𝐴𝛥𝑡

, (10)

where 𝛥𝑉 is the averaged facial volumetric increment, 𝐴 is the face
rea and 𝛥𝑡 is the incremental time step.
The grid advection flux is responsible for the redistribution of

onserved quantities, such as thermal energy, between the cells of the
oving mesh. The mesh motion in KATS-MR utilizes the radial basis
unctions (RBF) approach to interpolate the recession from the surface
4

elements to the nodes in the entire domain. The approach is augmented
with implicit enforcement of sliding nodes located at the interface and
the axis of the geometry. Further details on the implementation of the
mesh motion algorithm can be found in our previous works [41,42].

3.2. Thermal and physical properties

The material simulated in this work is Poco graphite, modeled
with isotropic temperature-dependent properties, and constant den-
sity. The thermal properties of Poco graphite can be found in several
sources [43–47], showing a decent level of variability depending on
the grade of the material and measurement technique. In this work,
properties from two sources were used to simulate each test case. As
reported in the study of Chen et al. [29], which represents the first test
case, the material properties were taken from the work of Touloukian
et al. [44]. However, it remained unclear what exact properties data
was used in the reference study. Instead, the properties were extracted
from the work of Minyushkin and Kryukov [48] that reference the
same author. The second study uses the properties of Poco graphite
from Sheppard et al. [47] that provides more recently evaluated data.
Unfortunately, the measured temperature range of thermal conductivity
and surface emissivity in Sheppard’s data is quite limited and does
not cover the expected range. To overcome this issue, curve fits were
obtained for conductivity and emissivity, constructed for two grades
of Poco graphite later used in the study. The curve fit equations are
shown in Eqs. (11) and (12) respectively. The coefficients for the curve
fits are given in Tables 8 and 9 in Appendix B. Fig. 2 shows the
extracted properties data from both sources including two grades of
Poco graphite, ultra-fine and a fine one, as reported by Sheppard et al.
[47]. The symbols represent the sampled data from the sources and the
dashed curves represent the estimations with the curve fits or simple
linear interpolation. It can be seen that the thermal conductivity and
emissivity have the most substantial difference between the sources
which will be later reflected in the analysis of the results. Finally, the
used density of Poco graphite varies between 1660 to 1730 kg/m3 and
will be specified later for each test case.

𝜅(𝑇 ) =
𝑐0

𝑐1 + 𝑐2𝑇
(11)

and

𝜖(𝑇 ) = 𝑐0 + 𝑐1𝑇 . (12)

4. Fluid - material coupling framework

4.1. Surface balance equations

Coupling of the fluid and material domain with finite-rate surface
chemistry is performed by solving a set of conservation equations
for the exchange of mass, momentum, and energy at the interface.
The mass conservation equation for the surface species represents a
balance between the mass reaching the surface by diffusion and surface
reactions versus the mass flux leaving the surface by the net blowing.
In this form, the mass balance equation for pure surface ablator is given
by the following equation for each species

−𝜌𝑤𝐷𝑘
𝜕𝑌𝑘
𝜕𝜂

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟
diffusion

+ 𝑚′′
𝑘

⏟⏟⏟
production

= 𝑚′′
𝑤𝑌𝑘,𝑤

⏟⏟⏟
blowing

, (13)

where 𝑚′′
𝑘 is the individual species production flux at the wall, 𝑚′′

𝑤 is
he net species blowing flux away from the wall, given in Eq. (14) and
represents the normal direction between the flow cell and the wall.
he mass balance is solved for the species mass fraction at the wall 𝑌𝑘,𝑤.
he mass balance equation can be summed over all species to compute
he net blowing flux away from the wall as in the following equation

′′
𝑤 = 𝜌𝑤𝑢𝑤 =

𝑛𝑠
∑

𝑚′′
𝑘 . (14)
𝑘=1
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Fig. 2. Thermal properties of Poco graphite [43–45,47].
The net species blowing flux away from the wall introduces an
xchange of momentum at the surface, which can be defined between
he near-wall cell and the wall in the following form

𝜂 = 𝑝𝑓 + 𝜌𝑓 𝑢
2
𝑓 = 𝑝𝑤 + 𝜌𝑤𝑢

2
𝑤, (15)

here 𝑝 is the gas static pressure and the subscripts 𝑤, 𝑓 and 𝜂 represent
all, flow and net conditions respectively. The thermodynamic state of
he gas at the wall is represented by the perfect gas law given by

𝑤 = 𝜌𝑤𝑅𝑤𝑇𝑤, (16)

here 𝑅𝑤 = 𝑅𝑢∕𝑀̄𝑤 is the specific gas constant and 𝑀̄𝑤 is the
ixture molecular weight at the wall conditions. By combining the
omentum balance equation with the equation of state and the total
pecies blowing flux at the wall, the gas blowing velocity, pressure, and
ensity at the wall can be computed using the following set of equations

𝑤 =
2𝑅𝑤𝑇𝑤𝑚′′

𝑤

𝑝𝜂 +
√

𝑝2𝜂 − 4𝑅𝑤𝑇𝑤𝑚′′2
𝑤

, 𝑝𝑤 =
𝑝𝜂 +

√

𝑝2𝜂 − 4𝑅𝑤𝑇𝑤𝑚′′2
𝑤

2
and

𝜌𝑤 =
𝑝𝜂 +

√

𝑝2𝜂 − 4𝑅𝑤𝑇𝑤𝑚′′2
𝑤

2𝑅𝑤𝑇𝑤
. (17)
5

Finally, the energy balance between the TCNE solver and the ablat-
ing material surface can be defined in the following form

−𝜅𝑡𝑟𝛁𝑇 ⋅ 𝒏̂
⏟⏞⏞⏞⏟⏞⏞⏞⏟

translational-rotational
energy conduction

− 𝜅𝑣𝛁𝑇𝑣 ⋅ 𝒏̂
⏟⏞⏞⏟⏞⏞⏟

vibrational energy
conduction

−
𝑛𝑠
∑

𝑘=1
𝜌ℎ𝑘𝐷𝑘𝛁𝑌𝑘 ⋅ 𝒏̂

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
diffusion heating

=

−𝜅𝑠𝛁𝑇 ⋅ 𝒏̂
⏟⏞⏞⏞⏟⏞⏞⏞⏟
solid energy
conduction

+ 𝜖𝜎(𝑇 4
𝑤 − 𝑇 4

∞)
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟
re-radiation

+𝑚′′
𝑤
(

ℎ𝑤 − ℎ𝑠,𝑤
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟
ablation flux

,
(18)

where the first two terms on the left-hand side define the flow conduc-
tion fluxes by the translational–rotational and vibrational energy modes
and the third term is the net species diffusion heat flux toward the wall.
On the right-hand side, the first term is the solid conduction flux, the
second term is the re-radiation flux, and the last term is the material
ablation flux consisting of the net species enthalpy blowing flux and
solid ablation. In the equation, 𝑛̂ represents the wall normal vector
from the flow to the material domain, 𝜖 is the surface emissivity, 𝜎 is the
Stefan–Boltzmann constant, ℎ𝑤 is the mixture gas enthalpy evaluated at
the wall conditions, and ℎ𝑠,𝑤 is the solid enthalpy at the wall conditions.
It should be noted, that radiation from the gas phase toward the surface
is neglected here and that the energy equation is solved for the solid
conduction flux into the material.



Computers and Fluids 267 (2023) 106069A.L. Zibitsker et al.

o
o
a
t
i
s
F
d
e
t
i

s

m
s
c

w
a
s

𝑚

𝑝

A
t
w

𝑠

4.2. Surface finite-rate chemistry

Finite-rate chemistry for graphite surface is required to close the
set of surface balance equations. In general, graphite material exposed
to a hot reactive air environment can undergo a series of gas-surface
reactions, such as oxidation and nitridation [49–51], phase change
through sublimation at sufficiently high temperatures [52] and surface-
induced catalysis [53,54]. The heterogeneous gas-surface reactions are
irreversible and lead to the direct loss of material from the surface.
Sublimation reactions, in turn, can be reversible, depending on the
local pressure of carbon species, and lead to condensation back to
the material surface. Finally, surface catalysis does not consume the
material, but leads to the recombination of the local atomic species.
All aforementioned surface reactions eventually lead to the change of
chemical state at the surface and give rise to the mass diffusion fluxes
away or toward the wall and the corresponding diffusive heating caused
by the enthalpy carried by the diffusing species.

The gas-surface reactions can be modeled by a number of available
models such as the one developed by Park [55,56] and Zhluktov and
Abe [57]. Park’s model has oxidation and nitridation reactions but does
not consider catalytic recombination. In addition, the nitridation model
has been shown to strongly overpredict the experimental data [58]. Zh-
lutkov and Abe’s model has no nitridation but includes some catalytic
recombination reactions. In this study, we use the recently developed
air-carbon ablation (ACA) model by Prata et al. [33]. In this model,
reaction probabilities were constructed based on continuous beam
experiments where atomic oxygen and nitrogen, as well as molecular
oxygen species, were directed at the resistively heated vitreous carbon
surface at temperatures ranging from 800 to 1873 K. The resultant
products, desorbed from the surface, were detected with rotatable mass
spectrometers, and the relative fluxes of the resultant species were
measured. The constructed model consists of 20 reactions, including
oxidation with the formation of carbon monoxide and carbon dioxide,
nitridation reactions with the production of the cyanogen radical CN,
as well as catalytic recombination reactions to form molecular oxygen
and nitrogen at the surface. The list of the 20 reactions implemented
in the model is shown below

1. O + (s) → O(s)
2. O(s) → O + (s)
3. O+O(s)+C(b) → CO+O+

(s)
4. O+O(s)+C(b) → CO2 +(s)
5. O + (s) → O∗(s)
6. O∗(s) → O + (s)
7. O+O∗(s)+C(b) → CO+O+

(s)
8. O∗(𝑠) + O∗(s) → O2 + 2(s)
9. O(s) + O(s) → O2 + 2(s)
10. N + (s) → N(s)
11. N(s) → N + (s)

12. N+N(s)+C(b) → CN+N+
(s)

13. N + N(s) → N2 + (s)
14. N(s) + N(s) → N2 + 2(s)
15. N(s) + C(b) → CN + (s)
16. O2 + 2(s) → 2O(s)
17. O2 + O(s) + C(b) → CO +

O2 + (s)
18. O2 + O(s) + C(b) → CO2 +

O + (s)
19. O2 + 2(s) → 2O∗(s)
20. O2 + O∗(s) + C(b) → CO +

O2 + (s)

The rate equations for each species depend on the surface coverage
f available sites, where carbon or air species can adsorb to. Details
n the solution of the system of equations for the surface site density
nd the rate equations, as well as the rate constants, can be found in
he work of Prata et al. [33]. Verification of the model implementation
n 0-D simulation, as well as in the coupled mode at steady-state
urface conditions was verified in the work of McQuaid et al. [32].
inally, note that the ACA model was developed based on experimental
ata between 800 to 1873 K, and outside of this range the rates are
xtrapolated. As was observed in this work, the behavior of the rates in
he extrapolated region is reasonable, and based on that, the ACA model
s used in the full temperature range predicted in the simulations.
Finally, the gas-surface reactions listed above are augmented with
6

olid phase reactions such as sublimation. This type of reactions is
odeled using the Knudsen–Langmuir formulation for non-equilibrium
urface evaporation [52]. In this work, three sublimation reactions of
arbon are considered as shown below

1. C(b) + (𝑠) ↔ C + (𝑠)
2. 2C(b) + 2(𝑠) ↔ C2 + 2(𝑠)
3. 3C(b) + 3(𝑠) ↔ C3 + 3(𝑠),

here C(b) represents a solid carbon atom and (s) represents an avail-
ble surface bond site. The rates of sublimation/condensation of carbon
pecies are given by the Knudsen–Langmuir equation as

′′
𝑘 = 𝛼𝑘

(

𝑝𝑣,𝑘 − 𝑝𝑘
)

√

𝑀𝑘
2𝜋𝑅𝑢𝑇𝑤

, (19)

where 𝛼𝑘 is the experimentally determined vaporization coefficient and
𝑣,𝑘 and 𝑝𝑘 are the vapor and partial pressures of carbon species 𝑘. The
vapor pressure of each carbon species is given by

𝑝𝑣,𝑘 = 101300.0 exp
(

𝑃𝑘∕𝑇𝑤 +𝑄𝑘
)

, (20)

where the pressure has units of (Pa) and the temperature has units of
(K). The values of coefficients 𝛼𝑘, 𝑃𝑘, and 𝑄𝑘 are given in Table 10 in
ppendix B. Finally, given the total blowing flux of species away from
he surface, the recession rate, normal to the surface, can be obtained
ith the following simple relation

̇ =
𝑚′′
𝑤
𝜌𝑠

. (21)

4.3. Coupling algorithm

The coupling between the CHAMPS NBS-Cart and KATS-MR solvers
has been developed to handle large-scale problems with recessing
surface and non-matching interfaces. The coupling between the solvers
is performed through a shared library that handles the data exchange
in a global or local manner. Mapping the non-conformal grid solutions
between the solvers is performed by utilizing k-d trees to identify n-
nearest points to each surface centroid and build an interpolation cloud.
From the assembled point cloud, coefficients for the interpolation
polynomials are computed and stored. This process is performed on the
NBS surface partition because the KATS partition does not guarantee
optimal load balancing of the surface points whereas the NBS is solved
in a sequential manner to the Cartesian grid solver and so its partition
exists equally across all processors.

Since grids on the material and NBS surfaces are generated indepen-
dently, the coupled solution allows for a mismatch between the face
elements. The mismatched surface elements may lead to interpolation
errors due to significant surface recession. To treat this issue, the
interpolation point is projected onto the line segment connecting the
two nearest points within its own interpolation cloud. This modified
point coordinate is then used to generate the interpolating polynomial
coefficients. More details on the implemented interpolation procedure
and the mapping performed between the solvers can be found in the
previous work [32].

The time integration scheme between the two solvers with the main
solution blocks of each solver is shown in Fig. 3. It should be noted,
that in this work the time integration procedure has been changed
compared to the previous implementation [26,32,59] and is explained
in detail here. Prior to starting the coupled interaction the NBS-Cart
solver converges the flow domain to a steady-state with the given
initial boundary conditions at the interface. The coupling between the
solvers is performed in two stages. In the first stage, the NBS solver
calls directly for the surface balance (SB) solver, which is part of
the KATS-MR framework, and updates the surface chemical state and
blowing based on the solution of the finite-rate chemistry, momentum,
and mass balance equations. The mesh is not moved at this stage
and the surface temperature is taken from the previous step material
solution. The NBS solver performs pseudo-steps, calling every step for



Computers and Fluids 267 (2023) 106069A.L. Zibitsker et al.

i
s
p
u
d
t
a
t
c
b
t

5

e

Fig. 3. CHAMPS-KATS coupling scheme.
w
p
i

the surface balance solver to converge onto the new surface state.
Following this stage, the NBS solver computes the converged heat flux
at the wall, as well as momentum and species densities in the first flow
cell, interpolated in front of the material surface elements. KATS-MR
performs an additional call to the surface balance equations including
the energy balance and updates the ablation rate and conduction heat
flux into the material. The evaluated surface recession is interpolated
using RBF functions to the nodes in the entire domain and the grid
fluxes are computed. Following this step, KATS solves the linear system,
updates the temperature, and moves the mesh. The updated surface
temperature, chemical state, and blowing velocity are interpolated onto
the NBS centroids, while the recession vector is interpolated onto the
NBS nodes. The NBS solver regenerates the near-body mesh based on
the displaced surface nodes and interpolates the previous step NBS
solution onto the relevant Cartesian cells. The main steps of the coupled
framework are summarized in the algorithm 1.

Algorithm 1 Time integration procedure between NBS-Cart and
KATS-MR solver. Start from a converged flow solution.
1: Solve governing equations on NBS grid while calling surface
balance solver to converge on a new surface chemical state.

2: Interpolate NBS solution for the material solver.
3: Solve surface balance equations and compute ablation rate.
4: Interpolate surface recession to the nodes and compute grid fluxes.
5: Solve in-depth material response.
6: Move material mesh.
7: Interpolate material solution onto NBS centroids.
8: Move NBS surface nodes and regenerate near-body mesh.
9: Interpolate previous step NBS solution onto relevant Cartesian cells.
10: Solve governing equations on Cartesian grid.
11: Interpolate Cartesian solution onto NBS inflow.

The change in the coupling scheme compared to the previous stud-
es appears in the introduction of direct coupling between the NBS and
urface balance solvers. This type of coupling leads to a more accurate
rediction of the surface chemical state and hence the heating. The
pdate of the material temperature and mesh motion is not performed
uring the NBS-SB coupling due to the high expense of such a computa-
ion. However, as it will be shown later, the surface temperature update
nd recession during the NBS-SB coupling have a much lower effect on
he solution accuracy as opposed to the surface chemical state. In fact,
oupling in the surface balance solver allows for larger time steps to
e taken on the material side, thus decreasing the overall computation
ime of the simulation.

. Uncoupled - equilibrium framework

In the uncoupled approach, the heating toward the surface is mod-
led by the difference between the total enthalpy of the flow and the
7

mixture enthalpy at the wall, multiplied by the heat-transfer coefficient.
This form of applied heating is used when the flow conditions satisfy
unity Lewis and Prandtl numbers. When the Prandtl number is not
unity, the enthalpy at the boundary layer edge is represented by the
recovery enthalpy. When the Lewis number is not unity, the conduction
and diffusion heating by the flow are modeled by separate enthalpy
potentials. This general form of the applied aerodynamic heating is
implemented in KATS-MR and is shown in the equation below

𝑞′′qaero = 𝜌𝑒𝑢𝑒𝐶ℎ(ℎ𝑟,𝑒 − ℎ𝑤,𝑒)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
flow energy conduction

+ 𝜌𝑒𝑢𝑒𝐶𝑚(ℎ𝑤,𝑒 − ℎ𝑤)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

diffusion heating

=

= −𝜅𝑠𝛁𝑇 ⋅ 𝒏̂
⏟⏞⏞⏞⏟⏞⏞⏞⏟
solid energy
conduction

+ 𝜖𝜎(𝑇 4
𝑤 − 𝑇 4

∞)
⏟⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏟
re-radiation

+𝑚′′
𝑤
(

ℎ𝑤 − ℎ𝑠,𝑤
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏟
ablation flux

,
(22)

where the first term represents the heat conducted to the surface as a
result of the temperature gradient in the gas adjacent to the surface, and
the second term represents the effect of endothermic and exothermic
chemical reactions at the surface. The term 𝜌𝑒𝑢𝑒𝐶ℎ is the effective heat
transfer coefficient, where 𝜌𝑒𝑢𝑒 is the boundary layer edge mass flux
and 𝐶ℎ is the dimensionless Stanton number for heat transfer. In the
enthalpy terms, ℎ𝑟,𝑒 is the recovery enthalpy at the edge of the bound-
ary layer, ℎ𝑤,𝑒 =

∑𝑛𝑠
𝑘=1 𝑌𝑘,𝑒ℎ𝑘,𝑤 is the boundary layer edge gas enthalpy

frozen at the edge composition and computed at the wall temperature,
and 𝐶𝑚 is the dimensionless Stanton number for mass transfer. On the
right-hand side, all terms are identical to the terms in Eq. (18), except
that the ablation mass flux and wall enthalpy are evaluated based on
the equilibrium conditions. It should be noted, that the wall enthalpy
terms ℎ𝑤,𝑒 and ℎ𝑤 are easily computed with an equilibrium solver
such as Mutation++ [60]. The edge composition is obtained based
on the known elemental composition in the freestream and the wall
composition is obtained by equilibrating the edge composition with
ablating wall species. To define the conduction heat flux, the effective
heat transfer coefficient can be written in the following form

𝜌𝑒𝑢𝑒𝐶ℎ = 𝜌𝑒𝑢𝑒𝐶ℎ,0
𝐶ℎ
𝐶ℎ,0

= 𝐶𝐻,0𝛺blw = 𝐶𝐻 , (23)

where 𝐶𝐻,0 = 𝑞′′0 ∕(ℎ𝑟,𝑒−ℎ𝑤(𝑇0)) is the cold wall, ‘‘unblown’’ heat transfer
coefficient and 𝛺blw is the blowing correction, responsible for the
attenuation of the heat transfer due to the blowing of ablation products
into the boundary layer. The blowing correction was developed for a
Couette-type flow with transpiration at the wall, as presented in Kays
et al. [61], and can be written in the following form

𝛺blw = 𝛷
𝑒𝛷 − 1

, (24)

here 𝛷 = 2𝜆𝑚′′
𝑤∕𝐶𝐻,0 and 𝜆 is an empirical, blowing reduction

arameter, typically set to 0.5 for laminar flow. The recovery enthalpy
n Eq. (22) is given by the following equation

ℎ = ℎ + 𝑟
𝑢2𝑒 , (25)
𝑟,𝑒 𝑒 2
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where the first term is the boundary layer edge static enthalpy, given
by ℎ𝑒 =

∑𝑛𝑠
𝑘=1 𝑌𝑘,𝑒ℎ𝑘,𝑒 and the second term is the reduced kinetic energy

y a recovery factor. For a laminar boundary layer, 𝑟 ≈
√

𝑃𝑟 or
pproximately equal to 0.85 [62]. It should be noted, that the recovery
nthalpy at the edge of the boundary layer is typically computed at
he same time as the cold wall heat transfer coefficient by the flow
imulation. Estimation of the boundary layer edge can be done by
inding the distance from the wall where ℎ𝑒∕ℎ0 ≈ 0.99, i.e. the local
enthalpy is 1% from the total enthalpy of the flow.

To model the diffusion heating term in Eq. (22), the effective mass-
transfer coefficient needs to be evaluated. The mass transfer coefficient
can be related to the heat-transfer coefficient by the local Lewis number
in the following form

𝜌𝑒𝑢𝑒𝐶𝑚 = 𝐶𝑀 = 𝐶𝐻𝐿𝑒𝛾 , (26)

where the exponential 𝛾 is suggested to be equal to 2∕3 by Chilton and
olburn [63]. It should be noted, that for a unity Prandtl and Lewis
umber, the left-hand side of Eq. (22) reduces to the familiar form as
hown below
′′
aero = 𝜌𝑒𝑢𝑒𝐶ℎ(ℎ0,𝑒 − ℎ𝑤), (27)

here ℎ0,𝑒 is the total enthalpy at the edge of the boundary layer.
To close the boundary condition for the uncoupled problem, the

blation mass flux needs to be evaluated. It can be done by defining
he non-dimensional ablation rate as 𝐵′

𝑐 = 𝑚′′
𝑤∕(𝜌𝑒𝑢𝑒𝐶𝑚). With an

ssumption of Couette-type flow in the boundary layer and rewriting
he mass balance equation (13) in terms of the elemental conservation
across the boundary layer, the non-dimensional ablation rate can be
written in the following form

𝐵′
𝑐 =

𝑌𝑐,𝑤 − 𝑌𝑐,𝑒
1 − 𝑌𝑐,𝑤

, (28)

where the terms 𝑌𝑐,𝑒 and 𝑌𝑐,𝑤 represent the boundary layer edge and the
all elemental mass fraction of the ablating carbon element. Following
he derived non-dimensional ablation rate, the ablation rate from the
aterial surface is given by
′′
𝑤 = 𝐵′

𝑐𝜌𝑒𝑢𝑒𝐶𝑚 = 𝐵′
𝑐𝐶𝑀 . (29)

. Results and discussion

The coupled framework between the CHAMPS NBS-Cart and KATS-
R solvers is applied to study the ablation of graphite using two
xperimental test cases. In both cases, the problem is modeled as a two-
imensional axisymmetric slice at zero angle of attack. The flow wall
pacing is set to 5 × 10−7 m based on the performed grid convergence
tudy shown in Fig. 20 in Appendix C. The material wall spacing is set
o 1 × 10−6 m. The NBS-Cart solver uses an unsteady implicit method
ith dual time stepping which allows for relatively large time steps to
e taken on the fluid side, on the order of 1×10−4 s. On the other hand,
he KATS-MR solver uses the backward Euler implicit time stepping to
dvance the material solution with a time step set to 6×10−3 s through-
ut the simulation. During the coupled interaction, flow convergence
n the new wall state is typically achieved by reducing the residual 2–
orders of magnitude within the preset 200 sub-step operations. The
ifference in timescale between the flow and material physics permits
sing a lower time step size on the fluid side since the fluid time step
s quite large relative to the local timescale. This ensures sufficient
onvergence of the boundary layer during the coupled interaction with
he material solver.
Finally, the simulation of both test cases is performed with the

ssumption that the samples are inserted into the arc-jet stream with a
ertain delay caused by the motion of the sting. This delay leads to a
ransient increase in the heat flux and pressure on the sample surface
hich affects the material performance, especially in the short-duration
xperiments [64]. In this study, a 0.35 s heat flux linear ramping
8

s

Fig. 4. Case 1 — sphere-cone model.

was applied, which increases from the value of zero to the nominal
conditions. The sample extraction from the jet is modeled by linearly
damping the heat flux over the same 0.35 s interval. The pressure
ramping was not applied in the cases.

6.1. Case 1 — sphere cone model

The first test case is a sphere cone graphite model tested in the
IHF arc-jet facility at NASA Ames Research Center [28,29]. As reported
in the reference studies, the estimated total enthalpy in this test is
27 MJ/kg, with a stagnation point heat flux of 2100W/cm2, and a stag-
nation point pressure of 0.80 atm. At these high enthalpy conditions,
nitrogen gas is partially dissociated and oxygen is fully dissociated. The
geometry of the model is a 10◦ half-angle sphere cone with a nose
radius of 1.905 cm and length of 8.89 cm as shown in Fig. 4. The
back face of the model is connected to a water-cooled holder and the
wall temperature is assumed to remain at 312 K. The material is Poco
graphite, with properties extracted from the work of Minyushkin and
Kryukov [48] and a solid density of 1730 kg/m3. The flow conditions,
extracted upstream of the shock were obtained from Ref. [28] and are
shown in Table 1. The reported total duration of the experiment is
30 s The diagnostics of this test case included pyrometer and infrared
camera measurement at 45◦ location, as well as the measurement of
recession at 0◦ and 45◦ locations.

A visualization of the flow field and material temperature at 0 and
30 s is shown in Fig. 5 on separate scales for flow and material domains.
The surface temperature at the nose-cone exceeds 3000 K, leading to
a strong sublimation regime and a significant amount of recession and
displacement of the shock layer.

To compare the coupled results and experiment with the uncoupled
approach, a flow solution on a non-catalytic, cold wall was obtained
for the initial and final shape of the geometry predicted by the coupled
simulation. This is done to account for the considerable shape change
effect on the film coefficients. Figs. 6(a) and 6(b) show the normalized
heat flux and pressure profiles, where the solid line represents the
solution on the initial geometry and the dashed lines relate to the final
shape. Both profiles were normalized by the stagnation point value
shown in the figures in the legend. The simulations were performed
using Lewis number 1.4 and 1.0, however, the profiles are shown
only for the Lewis number 1.0. It can be seen from Fig. 6(a) that the
shape change leads to an approximately 10% decrease in the cold wall
heat flux at the stagnation point. The 10% decrease in the heat flux
translates directly to the 10% decrease in the heat and mass-transfer
coefficients, affecting the heating and ablation rate of the material.
Away from the stagnation point, toward the 45◦ the heat flux slightly
increases and then decreases again close to the transition to the conical
part of the geometry. The pressure profile in Fig. 6(b) shows only a
slight change away from the stagnation region on the nose section. This
amount of pressure change is not expected to lead to any significant
effect on the material response. The stagnation point heating, obtained
with Le = 1.0, is equal to 1768.6 W/cm2, which is considerably lower
than the reported value of 2100 W/cm2 in the experiment. With
Lewis number Le = 1.4 the heat flux grows to 1923 W/cm2, which is

till below the experimental value. Noting that both simulations were
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Table 1
Freestream conditions upstream of the shock for test case 1, obtained from Ref. [28].
Property 𝑢∞ (m/s) 𝜌∞ (kg/m3) 𝑇tr (K) 𝑇v (K) 𝑌N2

𝑌O2
𝑌NO 𝑌N 𝑌O

Value 5354 0.003 1428 1428 0.6169 0.0 0.0046 0.1212 0.2573
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Table 2
Aerodynamic heating parameters for case 1.
Condition 𝐶𝐻,0 (kg/m2-s) ℎ𝑟 (MJ/kg) 𝑝𝑤 (kPa)

Le = 1.4 0.8264 23.88 79.62
Le = 1.0 0.7606 23.88 79.75

Fig. 5. Case 1 — flow and material temperature contours at 0 and 30 s (on different
scales).

performed with non-catalytic wall conditions can explain the under-
prediction of the experimental value. Heat flux measurement probes
are typically made of copper, which is known to be catalytic to the
incoming atomic species, however, the choice of a non-catalytic wall
for graphite surface was based on the performed simulations, showing
that the fully catalytic assumption, at least in the current studies, is
too conservative. The predicted stagnation point pressure of 79.75 kPa
matches closely the experimental value of 0.8 atm.

Based on the obtained heat flux profiles, the film coefficient is com-
puted and shown along with other quantities in Table 2. The ‘‘unblown’’
wall heat transfer coefficient was estimated based on the cold wall heat
flux and recovery enthalpy extracted at the boundary layer edge at
the stagnation point. The wall enthalpy was computed based on the
equilibrium air composition at the wall. During the ablation simulation,
the edge and wall enthalpies are calculated with Mutation++.

The next set of figures shows the comparison of the predicted
esults to the experimental measurements. The numerical simulations
re performed with coupled, finite-rate (FR) and uncoupled, equilib-
ium (EQ) approaches using the assumption of Lewis number of 1.4
nd 1.0. Fig. 7(a) shows the predicted surface temperature history at
5◦ location relative to the stagnation point. The finite-rate results
ith Le = 1.4 and Le = 1.0 overestimate the measured temperature
btained with the pyrometer and IR camera, predicting approximately
00 K (Le = 1.4) and 100 K (Le = 1.0) higher temperature at the
9

nd of the simulation. On the contrary, the equilibrium simulation
redicts close agreement with the experimental data throughout the
hole duration of the measurement. It is apparent that the higher
emperatures predicted with Le = 1.4 are directly related to the effect
f the Lewis number on diffusion heating in both approaches. Fig. 7(b)
hows the distribution of the surface temperature at t = 30 s. The finite-
ate chemistry predicts higher temperature in the leading portion of the
ose region, however downstream the nose and especially at the flank,
he predicted temperature with Le = 1.0 closely aligns with the IR
easurement. The uncoupled, equilibrium approach, on the contrary,
redicts closer agreement with the experimental data at the upper
ose section but significantly deviates downstream. The deviation is
bviously caused by the under-predicted heating in this region which
ould be related to several factors. As a reminder, the heat-transfer
oefficient in the uncoupled approach was computed based on the
on-catalytic wall condition which results in the lower heating to the
urface. This can explain the lower temperature predicted downstream
f the nose. However, assuming a fully catalytic wall would increase the
eating not only downstream, but also at the stagnation region, leading
o a stronger overprediction of temperature at the nose. The second
otential reason for the deviation could be related to the inaccurate
stimation of the evolution of the heat- and mass-transfer coefficients
sing the blowing correction. In this case, the lower heating could be
aused by the too strong reduction of the heat flux by the blowing
orrelation. Finally, it is known that local chemical conditions start
o deviate from equilibrium downstream of the stagnation region.
eviation from the equilibrium would change the surface chemical
omposition and affect the wall enthalpy that controls the heating to
he surface. Apparently, multiple factors could affect the performance
f the uncoupled approach, depending on the region of the geometry.
urther analysis of the problem is left for future studies, however,
ome insight into the factors affecting the accuracy of the uncoupled
pproach can be derived from our recent work exploring the ablation
f camphor at hypersonic conditions [24].
The predicted amount of recession at 0◦ and 45◦ locations is shown

n Fig. 8(a). It can be seen that both finite-rate and equilibrium ap-
proaches predict very close agreement with the measured data at the
stagnation point with Le = 1.0. At 45◦ the equilibrium approach under-
predicts the amount of recession compared to the finite-rate data, which
matches perfectly the measurement. Typically, away from the stag-
nation point, non-equilibrium conditions develop along the geometry,
which would lead to the overestimation of the non-dimensional abla-
tion rate by the equilibrium solver. However, in the figure, we see an
underestimation of the ablation rate, which is linked to the inaccurate
estimation of the mass-transfer coefficient away from the stagnation
region. With the assumption of Le = 1.4 both approaches strongly over-
predict the measurement, showing stronger deviation at the stagnation
point. The direct reason for the overprediction at the higher Lewis
number is the strong effect of the diffusion coefficient on the ablation
rate. In addition, since both locations reach a sublimation regime, the
higher diffusion heat flux resulting from a higher Lewis number leads
to a higher temperature rise and hence, a higher sublimation rate.
An additional comparison of the ablation prediction by the finite-rate
and equilibrium approaches is shown in Fig. 8(b) where the ablation
mass flux is plotted along the surface. The two experimental points
shown in the figure were likely extracted by the original authors based
on the recession rate extracted from the previous figure multiplied
by the material density. The figure shows a snapshot of the material
ablation rate at the end of the simulation pointing at the comparative
performance of the two approaches. Away from the stagnation point the

equilibrium approach under-performs the finite-rate one, while at the
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Fig. 6. Case 1 — normalized cold wall heat flux and pressure profiles, predicted at initial (solid lines) and final geometry (dashed lines) shapes (Twall = 312 K, Le = 1.0,
on-catalytic wall).
Fig. 7. Case 1 — comparison of predicted and measured surface temperature with coupled (finite-rate) and uncoupled (equilibrium) models.
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tagnation point, both models predict an almost identical ablation rate
ith Le = 1.0. The assumption of Le = 1.4 leads to the deviation of two
pproaches also at the stagnation point. The difference is potentially
elated to the relation between the mass- and heat-transfer coefficients
hown in Eq. (26). For the non-unity Lewis number, the relationship
etween the two coefficients depends on the exponent value, which
ight be too high for the current case.
As it was presented earlier in Section 4.3, the new coupling scheme

etween the solvers, where the NBS interacts directly with the sur-
ace balance solver, provides a way to use larger material time steps.
igs. 9(a) and 9(b) show the sensitivity study results where the material
ime step is increased from 1.2×10−3 s to 1.2×10−2 s, by preserving all
ther simulation parameters, such as the fluid step and the convergence
riteria. The results show normalized temperature and ablation mass
lux time histories at 0◦ and 45◦ locations. The results are shown for
he first 15 s of the simulation. The normalization of the curves was
erformed by the highest predicted value in the most refined time step
ase. It can be seen, that increasing the material step by a factor of
0, only slightly affects the accuracy of the solution despite the strong
emperature gradients present at the wall in this high-heating case. The
emperature curves are almost identical at both locations, while the
blation mass flux shows a slight deviation at higher rates entering the
ublimation regime. It can also be seen, that as a general tendency, the
10

ncrease of the material time step leads to a decrease in the predicted
urface temperature and ablation rate. This effect is, however, relatively
mall even in the largest material step and can be tolerated as it leads
o a significantly lower computational cost for the simulation.

.2. Case 2 — iso-q model

The second test case studied in this work is an iso-q graphite
odel tested in an air environment with the addition of argon gas in
he IHF arc-jet facility at NASA Ames using the 6′′ nozzle [65]. The
est consisted of two arc-jet runs at identical conditions and material
etups, but different duration, with the first run lasting 5.8 s and
he second lasting 10.8 s In this work, only the shorter duration
ase is presented, however, both cases were analyzed and studied,
howing similar results. The estimated total enthalpy in this case, is
0.7 MJ/kg, with a stagnation point heat flux of 1306 W/cm2 and a
tagnation pressure of 127.3 kPa, measured with a 4-inch in diameter
emisphere coaxial calorimeter. The geometry of the graphite sample
s a 4-inch in diameter iso-q model mounted on top of LI2200 insulator
s shown in Fig. 10. The measurement in this test included a series
f one- and two-color pyrometers pointing at the stagnation point and
thermocouple (TC) plug with five thermocouples at different depths
s shown in Fig. 10(a). The arc-jet simulation was performed with

the DPLR code [7] by setting the plenum inflow conditions based
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Fig. 8. Case 1 — comparison of the predicted and measured surface recession and mass loss flux with coupled (finite-rate) and uncoupled (equilibrium) models.
Fig. 9. Case 1 — Effect of incremental material time step on solution accuracy in the implemented coupling scheme.
Table 3
Nozzle plenum and freestream conditions for case 2.
Property 𝑢∞ (m/s) 𝜌∞ (kg/m3) 𝑇tr (K) 𝑇v (K) 𝑌N2

𝑌O2
𝑌NO 𝑌N 𝑌O 𝑌Ar

Plenum 273.54 0.26987 7331.11 7331.11 0.491291 0.000357 0.012702 0.210864 0.209842 0.074944
Freestream 4327.4 0.00763 3812.44 4035.04 0.6317 3.0191 × 10−5 4.437 × 10−4 0.07617 0.2167 0.074944
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on the estimated total enthalpy and measured pressure and mass flow
rates of the oxygen, nitrogen, and argon gases. The flow conditions for
the CHAMPS-KATS coupled study were set by sampling the freestream
condition on the axis upstream of the shock. Table 3 summarizes the
rc-jet plenum conditions and the extracted freestream conditions. The
uggested material in this test case is ultra-fine Poco graphite, where
he thermal properties were obtained from Sheppard et al. [47] and the
ensity was assumed to equal 1660 kg/m3. The thermal and physical
roperties of LI2200 insulator were obtained from Refs. [66,67].
The coupled simulations were performed with the assembly of the

raphite coupon on top of the insulator and compared to the pure
oupon case. It was assumed that the coupon and the insulator were
n full contact at the interface, disregarding the air gap as shown in
ig. 11. The back wall of the insulator was assumed adiabatic. The
nitial temperature of the materials was set to 293.15 K based on the
C measurement prior to the heating phase. Two types of boundary
onditions were set along the surface. The graphite boundary was set
dentically to the previous case with applied conduction and diffusion
11

eating, chemical reactions based on the ACA model, and recession. a
he insulator surface was set to be non-catalytic (NC), enforcing zero
iffusion heat flux at the wall and non-recessing. Due to the short
uration of the run, the transient insertion and extraction of the sting
re expected to have a sensible effect on the material thermal response
nd similarly to the previous case, a 0.35 s linear ramping and damping
nterval was applied on the heat flux profile at the beginning and at the
nd of the heating phase. The actual steady heating phase, due to the
ransients lasted 5.1 s Following the extraction of the sample from the
et, the material was allowed to cool down by re-radiation until the end
f the simulation at t = 20 s.
Simulating material response based on the freestream conditions

xtracted upstream of the shock may introduce inaccuracies due to
he jet divergence exiting the nozzle and other factors. Fig. 12 shows
he comparison between the normalized heat flux and pressure profiles
btained from the full arc-jet simulation with DPLR and from the
reestream simulation performed by CHAMPS. The heat flux and
ressure profiles were normalized by the stagnation value shown in the
igures in the legend. The arc-jet simulation was performed with the

ssumption of a fully catalytic (FC) surface and a wall temperature of
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Fig. 10. Case 2 — assembly of iso-q coupon with TC plug mounted on top of insulator.
Fig. 11. Case 2 — axisymmetric computational model of ablator and insulator
assembly.

500 K, set to represent the conditions at the copper calorimeter surface.
The CHAMPS simulation was performed for graphite, assuming a non-
catalytic (NC) surface and an initial temperature of the material at
293.15 K, obtained from thermocouples. The non-catalytic assumption
was explained earlier and is related to the experience gained in simu-
lating graphite test cases. The Lewis number in the CHAMPS simulation
was set to 1.4. First, the predicted fully catalytic flux, reported at the
stagnation point in the legend, is higher than the non-catalytic one.
This fact indicates that the flow is dissociated past the shock layer and
recombination at the surface increases the diffusion heating. It can be
seen from the figure that a slight difference exists in the shape of the
profiles. The difference in the heat flux profile in Fig. 12(a) appears
ostly in the shoulder region, where the fully catalytic assumption
redicts a higher spike due to local recombination. The slight differ-
nce in the pressure profiles in Fig. 12(b) points to the effect of jet
ivergence. The assumption of the uniform inflow as in the freestream
imulation leads to a slightly thicker pressure profile, which increases
way from the stagnation point and stays slightly higher at the side of
he sample. Overall, the assumption of the uniform inflow conditions
xtracted from the arc-jet simulation appears to be reasonably accurate.
The aerodynamic heating parameters extracted for the uncoupled
12

imulations are given in Table 4. The cold wall heat transfer coefficient
Table 4
Aerodynamic heating parameters for case 2.
Condition 𝐶𝐻,0 (kg/m2-s) ℎ𝑟 (MJ/kg) 𝑝𝑤 (kPa)

Le = 1.4 0.5258 19.71 140.516
Le = 1.0 0.4729 19.71 140.502

is estimated similarly to the previous case based on the recovery
enthalpy and equilibrium air plus argon enthalpy at the wall conditions.

Fig. 13 shows a visualization of the temperature in the flow and
material domains, plotted at the beginning of the simulation and at
the end of the heating pulse at 5.45 s It can be seen that by the
end of the heating phase, a significant amount of heat penetrates into
the graphite material, while most of the insulator stays close to the
initial temperature. The insulator develops a distinct temperature rise
in the near-surface region due to the low conductivity of the material.
A similar behavior of the insulator temperature rise can be observed
in the work of Gokcen et al. [4]. Due to the short duration of the
test, the measured material recession is limited to around 0.1 mm at
the stagnation point and no significant shape change of the material is
observed.

The measured temperature from the thermocouples is first used
to perform a one-dimensional TC-driver simulation to estimate the
accuracy of the implemented material properties. In the TC-driver
approach, the measured temperature from the first shallow TC is used
as a boundary condition in the material simulation. The material length
is reduced accordingly, and an adiabatic condition is applied at the
back wall. Fig. 14 shows the predicted in-depth temperatures and a
comparison to the thermocouples. The two shallow TCs closely match
the experimental data and a slight overestimation is seen at the two
deeper locations. Given that the TC-driver approach is performed on a
1D geometry, the simulation does not consider the potential lateral flow
of heat into the centerline region. Since graphite is a highly conductive
material, some heat from the side wall may augment the centerline
temperature. Under these conditions, if the material properties are
accurate, the TC-driver approach would actually predict lower temper-
atures at the deeper locations compared to the measurement. Based
on that, the over-prediction of the TC data indicates that the material
thermal properties might be inaccurate. The next set of figures presents
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Fig. 12. Normalized cold wall heat flux and pressure profiles, predicted with full arc-jet simulation and based on the freestream conditions extracted upstream of the shock (Le
= 1.4).
Fig. 13. Case 2 — flow and material temperature contours at the beginning and at
he end of the heating phase.

he results from the coupled and uncoupled simulations and explores
he effect of different uncertainties on the solution accuracy.
Fig. 15(a) shows the comparison of the predicted surface tempera-

ture distribution with the data from the IR camera, extracted at t = 5.0
s. The predicted data is shown from the coupled (finite-rate) and uncou-
pled (equilibrium) approaches, simulated using Le = 1.4 and Le = 1.0.
The IR measurement was performed based on the assumption of surface
13
Fig. 14. In-depth temperature histories predicted with TC-driver approach.

emissivity of 1. In the presented data, the measurement was corrected
for the emissivity of ultra-fine graphite, using the emissivity data from
Eq. (12). Observing the results, we first see that both approaches align
very well between themselves along the front surface of the geometry
and deviate toward the shoulder and the side wall. Similarly to the
previous test case, the lower predicted temperature in the uncoupled
approach can be related to the deviation from equilibrium and the
decreased accuracy of the film coefficient approach away from the
stagnation region. Comparing the predictions to the experimental IR
data, we see that the assumption of Le = 1.4 leads to the closest agree-
ment with the measurement, showing a slight overestimation toward
the shoulder.

Performing the comparison with the measured recession (0.1 mm) is
somewhat tricky in this case, due to the very small amount of recession
and the lack of uncertainty data. For the sack of any future discussions,
the coupled simulations predict stagnation point recession of 0.25 mm
and 0.3 mm for the Le = 1.0 and Le = 1.4 cases, overestimating the
given experimental value by a significant factor. If comparing the
amount of recession in the longer duration case (10.8 s), the given
experimental value is 0.7 mm, while the coupled simulation with
Le = 1.4 predicts 0.56 mm, thus under-predicting the measurement. A
quantitative comparison of the mass loss flux between the coupled and
uncoupled approaches is shown in Fig. 15(b), extracted at t = 5.0 s for
consistency. With the assumption of Le = 1.0 the mass loss fluxes of
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Fig. 15. Comparison of the predicted distribution of surface temperature and mass loss flux using finite-rate (coupled) and equilibrium (uncoupled) approaches. The data is
extracted at t = 5.0 s.
Fig. 16. Case 2 — effect of insulator on temperature prediction with coupled approach.
he two approaches agree extremely well along the front portion of the
eometry, and deviate toward the shoulder and the side wall, similar
o the temperature profile in the previous figure. The assumption of
e = 1.4, however, leads to a considerable overprediction by the uncou-
led approach along the front surface. The peaks at the shoulder match
elatively well, with some minor spatial misalignment for unclear rea-
ons. At the side wall, the uncoupled approach consistently predicts
ower mass flux. The higher predicted values at the front surface can
e linked to the overestimation of the mass-transfer coefficient with the
hilton-Colburn correlation in Eq. (26). The reason for the lower values
at the side wall is harder to analyze as the prediction is affected by mul-
tiple factors, such as local non-equilibrium and the decreased accuracy
of the film coefficient approach. Finally, the apparent inconsistency
between the close alignment of the stagnation region temperature in
Fig. 15(a) and the misalignment of the mass loss flux in Fig. 15(b) in the
Le = 1.4 case is explained by the fact that the ablation heat flux has a
relatively small contribution to the overall energy balance at the surface
in the current case and hence, barely affects the material temperature.

Fig. 16(a) shows the comparison of the predicted temperatures per-
formed with the coupled approach using Le = 1.4 to the measurement
by the pyrometer and in-depth thermocouples. The figure includes
the results from the full assembly of the ablator and the insulator,
14

marked with solid lines, and results from the pure ablator case with
an adiabatic back wall condition, marked with dotted lines. As men-
tioned earlier, the experiment included multiple one- and two-color
pyrometers pointing at the stagnation point. The two-color pyrometers
experienced a strong overshoot in the first 3 s of the experiment and
this data is not shown, and only two one-color pyrometers showed a
consistent measurement. The temperature from these two pyrometers
was averaged and corrected for the surface emissivity of graphite and
is shown with a dashed black curve in the figure. The accuracy of the
transient pyrometer measurement raises additional concerns due to the
initially high-temperature jump, which seems to be inconsistent with
the shallow TCs response. The potential reason for this behavior could
be a strong emission from the dissociated species in the shock layer
that overcomes the emission from the graphite surface at the initial
low temperature of the material. The predicted surface temperature
appears to reach the pyrometer reading only by the end of the heating
phase. The in-depth temperatures follow closely the shallow TCs but
overestimate at the deeper locations. In fact, the deviation appears to
grow both in-depth and with increasing material temperature. During
the cool-down phase and by the end of the simulation, as shown
in the zoomed-in window, the material temperature stays above the
TC readings. Comparing the predicted temperatures between the two
material setups shows a negligible effect of the insulator on the in-
depth temperature predictions. The presence of the insulator appears

to decrease the graphite temperature during the cooling phase, as
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Fig. 17. Case 2 — effect of Lewis number on temperature prediction with coupled
approach (w/insulator).

some amount of heat is soaked back into the relatively cold insulator
structure.

The effect of the insulator on the thermal response is shown in
Fig. 16(b), where a series of time snapshots of temperature distribution
extracted along the axis is shown for two material setups. The presence
of the insulator affects the graphite temperature only in the very
vicinity of the back wall, and for the majority of the bulk material,
the temperatures in the two cases closely align. The adiabatic wall
condition at the graphite back wall proves to be an accurate assumption
if the region of interest lies further away from the back wall.

Overestimation of temperatures at the deeper locations appears
not to be linked to the effect of the insulator. The fact that at the
shallow locations, the temperatures are well predicted and at the
deeper locations the deviation increasingly grows could point to the
inaccurate thermal properties of the material. This fact alone, though,
cannot improve the prediction as the decrease in the material thermal
diffusivity, for example, would limit the flow of heat into the deeper
portion of the material, but in turn, would increase the near-surface
temperatures. The heating environment is another potential factor that
could affect the material thermal response. For example, uncertainty
in the estimated arc-jet conditions, such as total enthalpy, is one of the
factors that could affect the surface heating rates. Another factor is the
transport properties of the flow that dictate the rate of conduction and
diffusion heat fluxes toward the material. To build an intuition in this
problem, we explore first the effect of the Lewis number on the material
thermal response. Fig. 17 shows a comparison between two simulations
with Le = 1.4 and Le = 1.0. The decrease in the Lewis number leads to
a significant decrease in the material temperature due to the decrease
in diffusive heating. The surface and two shallow TCs temperatures are
strongly under-predicted, while the prediction in deeper locations is
improved. Interestingly though, despite the significant decrease of the
material heating the temperature at the two deepest locations is still
overpredicted.

Overestimation of the in-depth temperatures aligns with the earlier
observation in the TC-driver approach and implies that the material
thermal diffusivity tends to be over-estimated. The factors that affect
thermal diffusivity are specific heat, conductivity, and density. The
specific heat of different types of Poco graphites is very similar as
can be seen in Fig. 2(b) and as mentioned in Ref. [47]. Conductivity
has a stronger variation between different grades of Poco graphite and
has a strong temperature dependence. The conductivity of fine-grade
graphite, for example, is approximately 10% lower than the ultra-fine
grade graphite suggested for this study and somewhat comparable to
15

p

the conductivity provided by Touloukian et al. [44]. The effect of
density variation is also substantial and would lead to a shift in the
predicted temperatures. In this work, we explore the effect of conduc-
tivity on the material thermal response prediction. Assuming Le = 1.0,
we run two additional cases. In the first case, shown in Fig. 18(a), a
conductivity of fine-grade graphite is used and compared to the ultra-
fine one. The temperature in the shallow region has increased and in
the deeper locations has slightly decreased, confirming the intuition.
The deviation from the measured data is still high. The effect of the
further decrease in the conductivity is shown in Fig. 18(b), where the
conductivity of fine-grade graphite is artificially decreased by 10%. In
this case, the temperature in the three deepest locations is accurately
matching the measurements, while the temperature of the two shallow
TCs and surface is still slightly under-predicted.

Apparently, multiple uncertainties at once affect the accuracy of
the material thermal response prediction. Factors such as surface emis-
sivity, have a relatively low effect in the current case. Manufacturing
factors, such as potential thermal resistance across the TC plug or
suction of heat by the metallic bolts used to connect the assembly have
additional but secondary-level effects. Bad thermal contact between the
thermocouple tips and the material is ruled away in this study based
on the comparison of the TC readings with the longer duration run.
The thermocouple readings showed almost identical temperature rise
between the two runs, especially at the deeper locations.

To summarize the significant effects of the environmental and mate-
rial uncertainties Fig. 19 shows the computed Mean Signed Deviation
MSD) between the predicted in-depth temperatures and the thermo-
ouples. The surface temperature is not included in the evaluation due
o the strong discrepancy with the measured data. The horizontal axis
n the figure lists the different uncertainty scenarios, listed as cases,
umbered from 1 to 6, and each vertical bar in the case represents the
SD from the given thermocouple. The colors of the bars correspond
o the colors of the curves in the previous figures. The cases in the
igure are ordered based on the Mean Squared Error (MSE), averaged
ver five thermocouples. The summary of the analyzed cases is given
n Table 5, where the MSD and MSE columns represent the averaged
uantities over five thermocouples. The highest error corresponds to
he case that simulated pure ablator without the insulator and using
e = 1.4 and ultra-fine graphite properties. Remarkably, the lowest
rror corresponds to the combination of the Lewis number reduction
nd decrease in the material conductivity.
Overall, by comparing the results from the two test cases we observe

ome inconsistency in the predictions. The observed agreement with
he IR measurement predicted in the iso-q case with Le = 1.4 is some-
hat inconsistent with the sphere-cone case, where the assumption of
e = 1.4 leads to a strong overestimation of the surface temperature
nd recession. One difference between the two cases appears in the
mplemented material properties, where the conductivity and density
f the material are higher in the sphere-cone case. However, the con-
uctivity and density have an opposite effect on the thermal diffusivity,
omewhat compensating for the properties difference effect. Another
articular difference between the two cases appears in the heat flux
onditions that cause strong sublimation at the nose in the sphere-
one case and lead only to an oxidation regime in the iso-q case.
he additional chemical reactions involved in the sublimation regime
ead to a different chemical composition at the surface that affects the
iffusive heating and transport properties. In addition, the use of the
onstant Lewis number approach to estimate the diffusion coefficient
ntroduces another source of uncertainty. It is likely a case that species
o not have identical diffusion coefficients and hence, estimating the
nvironment by a single effective diffusion coefficient may lead to the
rong estimation of the individual diffusive heat fluxes. It is hard to
oint exactly at the reason for the discrepancy between the cases, but
odeling the diffusion with a higher fidelity model could rule out
ome of the uncertainties. Additionally, conducting experiments with
higher heat flux for the iso-q case could shed more light on the

erformance of the models in the sublimation regime.
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Table 5
Uncertainty scenarios affecting material thermal response. MSD and MSE values are the averaged quantities over five thermocouples.
Case Description MSD (K) MSE (K)

1 ultra-fine grade, Le = 1.4, w/o insulator. 57.3 61.26
2 ultra-fine grade, Le = 1.4, w/insulator. 42.79 46.92
3 ultra-fine grade, Le = 1.0, w/insulator. −18.52 46.68
4 fine grade, Le = 1.0, w/insulator. −13.01 31.83
5 fine grade, conductivity at 90%, Le = 1.0, w/insulator. −10.4 20.29
Fig. 18. Case 2 — effect of graphite conductivity on the temperature prediction with coupled approach (Le = 1).
Fig. 19. Summary of uncertainty analysis presented as a Mean Signed Deviation of
redicted temperatures from the thermocouples.

. Conclusions

In this work, graphite ablation in an arc-jet flow was studied with
oupled and uncoupled film-coefficient approaches using finite-rate
nd equilibrium surface ablation models. Two experimental test cases
ere explored consisting of a sphere-cone geometry exposed to a long-
uration high enthalpy flow and an iso-q geometry, exposed for a
uch shorter duration to a lower heating environment. It was observed
hat the diffusion coefficient has a significant effect on the predicted
aterial temperature and amount of surface ablation. In this work,
16
a simplistic approach for the diffusion coefficient indicated that the
unity Lewis number leads to a closer agreement with the experimental
data and closer agreement between the two simulation approaches,
especially at the stagnation region of the geometry. Away from the
stagnation region, the uncoupled approach tends to deviate and predict
lower temperatures and ablation rates which likely corresponds to the
decreased performance of the film-coefficient approach and deviation
from the equilibrium of the local chemical conditions.

Additionally, it was observed that the accuracy of the solution de-
pends on the ablation regime of the material. In the sublimation regime,
experienced at the nose section in the first case, the given models lead
to a consistent overprediction of the surface temperatures and amount
of recession. In the predominantly oxidation regime, experienced down
the cone in the first case and the whole surface in the second case,
the finite-rate simulations predict generally close agreement with the
measured data. The role of the sublimation regime of the solution
accuracy needs to be further investigated.

The scatter of thermo-physical properties of Poco graphite plays
another significant role in the accuracy of the predictions. It was
observed that a lower conductivity of the material (from the available
sources) leads to a more accurate prediction of the measured data,
assuming a unity Lewis number. Additionally, the available properties
clearly do not cover the expected range of the material temperatures
and the curve fits, used to extrapolate the data, incorporate additional
sources of uncertainty.

In terms of the coupling scheme, the use of the surface chemistry
module in the convergence of the near-body solver has improved the
accuracy of the heating predictions and allowed the use of larger
material time steps, without sacrificing the accuracy of the solution.

Finally, the diffusion-controlled regime observed in both problems
implies that the diffusion coefficient plays a significant role not only in

the predicted heating rate but also in the ablation rate of the material.
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Fig. 20. Case 1 — Heat flux prediction by NBS-Cart solver under varying levels of near-body grid resolution (Twall = 312 K, Le = 1.4, non-catalytic wall).
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In future studies, it can be interesting to explore the effect of higher
fidelity transport properties on the coupled solution prediction.
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Appendix A. Arrhenius curve fit coefficients

The forward reaction rate in Eq. (8) is computed using an Arrhenius
urve fit for the Park two-temperature model as

𝑓𝑟 = 𝐴𝑓𝑟𝑇
𝜂𝑟
𝑐 exp

(

−
𝑇𝑎𝑟
𝑇𝑐

)

, (30)

where,

𝑇 = 𝑇 𝑎𝑓 𝑇
𝑏𝑓 . (31)
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𝑐 𝑣
Here, 𝐴𝑓𝑟 and 𝜂𝑟 are coefficients for the Arrhenius curve fit, 𝑇𝑐 is
he forward controlling temperature, and 𝑇𝑎𝑟 represents the activation
emperature. The values used for the Arrhenius curve fit can be found
n Tables 6 and 7. The backward controlling reaction rate is a function
f the forward reaction rate and the equilibrium constant, 𝐾𝑐 , as
omputed using the backward controlling temperature, 𝑇𝑏𝑐 ,

𝑏𝑟(𝑇𝑏𝑐 ) =
𝑘𝑓𝑟(𝑇𝑏𝑐 )
𝐾𝑐(𝑇𝑏𝑐 )

, (32)

where the backward controlling temperature is defined in Eq. (33) as

𝑇𝑏𝑐 = 𝑇 𝑎𝑏𝑇 𝑏𝑏
𝑣 . (33)

For all dissociation reactions, the forward controlling temperature is
computed using 𝑎𝑓 = 0.5 and 𝑏𝑓 = 0.5 whereas the backward disso-
ciation reactions and all remaining exchange reactions are computed
using 𝑎𝑏 = 1 and 𝑏𝑏 = 0. The equilibrium constant is computed using a
NASA 9 polynomial curve fit for the normalized entropy and enthalpy
of each species [68].

Table 7 shows the exchange reactions used in this work with their
respective forward reaction rate coefficients. All exchange reactions
are evaluated at the same controlling temperature defined by the
translational/rotational temperature.

Appendix B. Thermal and transport properties

Tables 8 and 9 gives the coefficients for the curve fits in Eqs. (11)
nd (12) of thermal conductivity and surface emissivity of Poco
graphite, based on the data in Sheppard et al. [47].

Table 10 gives the coefficients for carbon vaporization coefficient
𝛼𝑘 in Eq. (19) and vaporization coefficients 𝑃𝑘 and 𝑄𝑘 in Eq. (20) for
each sublimation species.

Appendix C. Grid convergence study

Fig. 20 shows the results of the grid convergence study performed
for the sphere-cone case. The convergence of the cold wall heat flux was
achieved by varying the near-body grid resolution in terms of the wall
spacing and the number of wall-normal nodes. Performance of the con-
vergence study only in the near-body region was possible because the
convergence of the off-body Cartesian grid is achieved automatically
by using AMR and the requirement for the mesh refinement level to be
high enough to comply with the NBS mesh size in the overset region.
Based on the observed convergence, a wall spacing of 5 × 10−7 m and
100 points in the NBS layer were chosen to run all simulations.
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Table 6
Arrhenius curve fit coefficients for dissociation reactions.

Reaction Partner 𝑇𝑐 𝐴𝑓𝑟 (cm3/mol s) 𝜂𝑟 𝑇𝑎𝑟 (K) Source

1 N2 +M ⇌ N + N +M molecules
√

𝑇𝑇𝑣 7.00E21 −1.60 1.132E5 Ref. [69]
atoms

√

𝑇𝑇𝑣 3.00E22 −1.60 1.132E5 Ref. [69]
2 O2 +M ⇌ O + O +M molecules

√

𝑇𝑇𝑣 2.00E21 −1.50 5.936E4 Ref. [69]
atoms

√

𝑇𝑇𝑣 1.00E22 −1.50 5.936E4 Ref. [69]
3 NO +M ⇌ N + O +M other

√

𝑇𝑇𝑣 5.00E15 0.00 7.550E4 Ref. [70]
NO, CO2, N, O, C

√

𝑇𝑇𝑣 1.10E17 0.00 7.550E4 Ref. [70]
4 C3 +M ⇌ C2 + C +M all

√

𝑇𝑇𝑣 1.60E16 1.00 8.748E4 Ref. [71]
5 CO2 +M ⇌ CO + O +M molecules

√

𝑇𝑇𝑣 1.40E22 −1.50 6.3280E4 Ref. [72]
atoms

√

𝑇𝑇𝑣 2.80E22 −1.50 6.3280E4 Ref. [72]
6 C2 +M ⇌ C + C +M all

√

𝑇𝑇𝑣 3.70E14 0.00 6.9900E4 Ref. [73]
7 CO +M ⇌ C + O +M all

√

𝑇𝑇𝑣 3.00E21 −1.00 1.290E5 Ref. [72]
8 CN +M ⇌ C + N +M all

√

𝑇𝑇𝑣 2.50E14 0.00 7.100E4 Ref. [74]
Table 7
Arrhenius curve fit coefficients for exchange reactions.

Reaction 𝑇𝑐 𝐴𝑓𝑟 (cm3/mol s) 𝜂𝑟 𝑇𝑎𝑟 (K) Source

9 NO + O ⇌ O2 + N 𝑇 2.49E9 1.18 4.010E3 Ref. [75]
10 N2 + O ⇌ NO + N 𝑇 6.00E13 0.10 3.8000E4 Ref. [76]
11 CO + O ⇌ C + O2 𝑇 3.90E13 −0.18 6.9200E4 Ref. [77]
12 CN + O ⇌ NO + C 𝑇 1.60E12 0.10 1.4600E4 Ref. [72]
13 CO2 + O ⇌ O2 + CO 𝑇 2.71E14 0.00 3.3800E4 Ref. [78]
14 CO + C ⇌ C2 + O 𝑇 2.00E17 −1.00 5.8000E4 Ref. [77]
15 N2 + C ⇌ CN + N 𝑇 1.10E14 −0.11 2.3200E4 Ref. [79]
16 CN + C ⇌ C2 + N 𝑇 5.00E13 0.00 1.3000E4 Ref. [74]
17 CO + N ⇌ CN + O 𝑇 1.00E14 0.00 3.8600E4 Ref. [77]
Table 8
Curve fit coefficients for thermal conductivity of ultra-fine and fine-grade Poco graphite
[47].
Coefficient 𝑐0 𝑐1 𝑐2
ultra-fine 45, 516.1 260.068 0.432289
fine 51 250.6 338.421 0.541335

Table 9
Curve fit coefficients for the surface emissivity of Poco graphite [47].
Coefficient 𝑐0 𝑐1
ultra-fine 0.794 2.28 × 10−5

Table 10
Carbon vapor pressure coefficients [80].

C C2 C3

𝛼𝑘 0.14 0.26 0.03
𝑃𝑘 −85715 −98363 −93227
𝑄𝑘 18.69 22.20 23.93
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