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With the increasing threat of ocean acidification and the important role of the oceans in the global carbon cycle,
highly precise, accurate, and intercomparable determination of inorganic carbon system parameters is required.
Thermodynamic relationships enable the system to be fully constrained using a combination of direct mea-
surements and calculations. However, calculations are complicated by many formulations for dissociation con-
stants (over 120 possible combinations). To address these important issues of uncertainty and comparability, we
evaluated the various combinations of constants and their (dis)agreement with direct measurements over a range
of temperature (—1.9-40 °C), practical salinity (15-39) and pCO5 (150-1200 patm). The results demonstrate that
differences between the calculations and measurements are significantly larger than measurement uncertainties,
meaning the oft-stated paradigm that one only needs to measure two parameters and the others can be calculated
does not apply for climate quality ocean acidification research. The uncertainties in calculated pH; prevent
climate quality pH; from being calculated from total alkalinity (TA) and dissolved inorganic carbon (DIC) and
should be directly measured instead. However, climate quality TA and DIC can often be calculated using
measured pH and DIC or TA respectively. Calculations are notably biased at medium-to-high pCO, values
(~500-800 patm) implying models underestimate future ocean acidification. Uncertainty in the dissociation
constants leads to significant uncertainty in the depth of the aragonite saturation horizon (>500 m in the
Southern Ocean) and must be considered when studying calcium carbonate cycling. Significant improvements in

the precision of the thermodynamic constants are required to improve pH; calculations.

1. Introduction

The oceans play a vital role in Earth’s carbon cycle. The oceans are
the largest reservoir of carbon on Earth’s surface (Canadell et al., 2021;
Houghton, 2007) and they act to mitigate climate change through the
uptake and storage of anthropogenic carbon emissions (Caldeira and
Wickett, 2003). This anthropogenic carbon storage acts to change the
chemistry of the oceans through the dissociation of carbonic acid,
resulting in a decrease in ocean pH and carbonate ion concentration
(Doney et al., 2009), a process termed ocean acidification (OA). Such
alterations in the ocean chemistry are known to have many, often
detrimental, effects on ocean life (Andersson et al., 2015; Busch et al.,
2015; Doney et al., 2020), particularly organisms that produce calcium
carbonate (CaCO3) shells (Gazeau et al., 2013; Sutton et al., 2015). The
inorganic carbon system is complex (Millero, 2007) and monitoring or
modeling changes in ocean chemistry, along with the resulting impacts
on ocean life and ecosystems, requires highly accurate and precise
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measurements that are comparable across locations, laboratories, and
decades (Newton et al., 2015; Woosley, 2021a).

The inorganic carbon system can be directly observed through four
measurable parameters, total alkalinity (TA), dissolved inorganic carbon
(DIC), partial pressure or fugacity of CO2 (pCO» and fCO, respectively),
and -log([H']) (pH), or can be calculated using thermodynamic re-
lationships (Park, 1969) along with ancillary parameters such as indi-
vidual ion concentrations and CaCOs saturation states. For simplicity,
pH on the total scale (pHy) will be used here (Dickson, 1993; Dickson
et al., 2016). This ability has led to the mantra that one only needs to
measure two parameters and the rest can be calculated. In principle any
two can be measured, but in practice some pairs are better than others
(McLaughlin et al., 2015; Millero, 2007) as a result of differences in the
propagation of uncertainties for the different calculations (Orr et al.,
2018). Historically TA and DIC are the most often measured (Olsen
et al., 2016) despite the large uncertainties that result in calculated pH¢
and fCO, (Millero, 2007). However, development and improvements in

Received 6 April 2023; Received in revised form 12 May 2023; Accepted 14 May 2023

Available online 16 May 2023

0304-4203/© 2023 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-

nc-nd/4.0/).


mailto:rwoosley@mit.edu
www.sciencedirect.com/science/journal/03044203
https://www.elsevier.com/locate/marchem
https://doi.org/10.1016/j.marchem.2023.104247
https://doi.org/10.1016/j.marchem.2023.104247
https://doi.org/10.1016/j.marchem.2023.104247
http://crossmark.crossref.org/dialog/?doi=10.1016/j.marchem.2023.104247&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/

R.J. Woosley and J.-Y. Moon

spectrophotometric (spec.) pHy (Carter et al., 2013; Clayton and Byrne,
1993; Liu et al., 2011) have resulted in a large increase in pH; mea-
surements in the last few decades.

The rapid increase in the number of pH; measurements has allowed a
better understanding of the inorganic carbon system model and associ-
ated uncertainties through over-determinization of the system (Alvarez
et al., 2020; Carter et al.,, 2018; Fong and Dickson, 2019; Woosley,
2021a; Woosley et al., 2017). The result has been the discovery of a pH;
(and by extension pCOj) dependent discrepancy when comparing
calculated and measured pH; values (Carter et al., 2018). Many expla-
nations have been explored, including uncertainty in the dissociation
constants (K;*), measurement uncertainty, or an unidentified compo-
nent of alkalinity, but the issue remains unresolved (Alvarez et al., 2020;
Fong and Dickson, 2019; Takeshita et al., 2021). Recent work has also
renewed debate in the presence of organic or unidentified alkalinity (Ay)
in open ocean seawater (Alvarez et al., 2020; Fong and Dickson, 2019;
Hunt, 2021; Kerr et al., 2021; Millero et al., 2002; Sharp and Byrne,
2020, 2021). A non-negligible A;x would bias calculations involving TA
as it would overestimate the carbonate alkalinity.

Although the above inconsistencies are small relative to background
concentrations, they are significant enough to have important implica-
tions for studying the marine carbon cycle and OA. In the open surface
ocean, pH is decreasing at a global average rate of approximately
—0.0018 units yr’1 (Jiang et al., 2023; Waters et al., 2011). However, in
coastal and coral reef systems OA is highly variable in both time and
space (Shaw et al., 2012). The different rates lead to different levels of
precision and accuracy requirements for studying OA in different envi-
ronments. Such requirements resulted in the development of ‘weather’
and ‘climate’ quality carbon measurement criteria (Newton et al., 2015).
Weather quality research requires uncertainties of approximately 0.02
in pH and 10 pmol kgs_‘,& in TA and DIC and is suitable for highly variable
environments. Climate quality research is more precise and required in
open ocean systems, with uncertainties of 0.003 in pH; and 2 pmol kg,
in TA and DIC (Newton et al., 2015). All inorganic carbon system pa-
rameters can be measured to climate level precision when best practices
are followed (Dickson et al., 2007), but that is not always the case for
calculated values (Orr et al., 2018).

A significant source of uncertainty in calculated values comes from
the large number (>20) of formulations for the carbonic acid dissocia-
tion constants and other parameters needed to perform the calculations.
Currently there is no consensus on which constants are ‘best’ or exactly
how comparable measured and calculated values are. The lack of
consensus has significant implications for the long-term study of OA and
comparability among studies, specifically for modeling of OA. Most
carbon system models use TA and DIC due to their semi-conservative
nature (Orr and Epitalon, 2015) and calculate pH;. However, given the
uncertainty in calculated pH; from this pair, it is unknown if that
modeled pH; can achieve climate level precision or the implications if it
cannot.

Internal consistency is a common method to evaluate the carbon
system model (constants) (Byrne et al., 1999; Lee and Millero, 1997;
Wanninkhof et al., 1999). A system is said to be internally consistent
when the same value is determined (within known uncertainties)
regardless of the method used to determine it. Here, internal consistency
is determined by comparing measured and calculated carbon parame-
ters, namely pH;. Internal consistency is achieved when the calculated
values agree with the measured values to within measurement uncer-
tainty (~0.003 for pHy). This work expands on the work of Woosley
(2021a) by evaluating the constants and calculations over a range of
practical salinity (Sp), temperature, and pCO (15-40, —1.9-40 °C, and
~ 150-1200 patm respectively). The results are then used to make
recommendations for measurements and calculations as well as the
potential biogeochemical implications.
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2. Methods

The methods used here are very similar to those used in Woosley
(2021a) with modifications to cover a range of Sp and pCO2. Natural
seawater was used for all experiments. Twenty-six batches of seawater
were prepared with S, between 15 and 39 and pCO, ~ 150-1200 patm
at room temperature. Batch 1 was a test batch and will not be discussed
further. Batches 2 and 3 were prepared by modifying the pCO- or S;, of
certified reference material (CRMs). The remaining batches were pre-
pared using oligotrophic Atlantic surface seawater collected from 39°
46.406' N and 70° 53.065 W on October 10, 2019, with S, = 35.67. For
each batch, a total of 20 L of water was prepared by adjusting nominally
to the desired S, via dilution with 18.2 MQ ultra-pure water or through
slow evaporation by gentle heating in a gravity convection oven at
60 °C. Water was filtered through a 0.2 pm filter (either a Millipore
Optiscale 47 capsule 0.5/0.2 pm filter or Pall Scientific Supor Acropak
800 0.8/0.2 pm filter) twice; first when preparing and mixing the batch
and second when transferring the batch to the equilibration bottle.
Water was poisoned with ~0.02% v/v saturated mercuric chloride when
preparing the individual batches to prevent biological growth.

The pCO; (and DIC) of each batch was modified by bubbling with gas
of the desired molar fraction of CO5 (xCO3), nominally 150, 400, 600,
800, or 1200 ppm with the balance air (Airgas Inc., Billerica, MA USA).
The gas was flown through a 1 L borosilicate glass gas washing bottle
containing ultra-pure water in order to moisten the gas and minimize
evaporation of the seawater during gas equilibration. The gas then
flowed through the batch of seawater contained in a 20 L borosilicate
glass gas washing bottle. During equilibration, the water was mixed
vigorously using a magnetic stir bar. The gas washing bottle was
wrapped in % inch neoprene insulating foam to minimize temperature
variability during bottling. The temperature of the water was generally
stable to ~0.2 °C during bottling. The outflow gas was passed through a
Li-Cor 865 (Li-Cor Inc., Lincoln, NE USA) in order to monitor the xCO; of
the seawater and determine when the batch was equilibrated. The Li-Cor
used factory calibration and did not follow best practices for flowing
pCO, seawater measurements (Pierrot et al., 2009); therefore, the ac-
curacy of the measurements is unknown and cannot be used in calcu-
lations for analyzing the results. Once the xCO, became stable, the gas
was allowed to flow for an additional one to two hours to ensure the
batch was well mixed before bottling.

Once equilibrated, samples were collected for measurement of S,
and nutrients (reactive silicate and phosphorus) into acid washed 50 mL
falcon tubes. After bottling, a second sample was collected for Sy. The S,
was measured using a Mettler-Toledo LLC (Columbus, OH USA) con-
ductivity probe (InLab 731-SM) calibrated immediately prior to analysis
using a Yellow Spring Instrument (Yellow Springs, OH USA) 50 Siemen
conductivity standard. It was determined that the accuracy of the con-
ductivity probe was lower than expected. Thus, starting with batch 10,
salinity was measured using both the conductivity probe and an Anton-
Paar GmbH (Graz, Austria) DMA35 vibrating tube densitometer. Density
was converted to practical salinity using the TEOS-10 Matlab software
package (McDougall and Baker, 2011). The average of the salinity
collected at the beginning and end of bottling was used for all calcula-
tions. For batches 2-10, S, from the conductivity probe was used and for
batches 11-26, S, from the densitometer was used. The accuracy and
precision of the conductivity probe S, are estimated to be 0.5 and 0.01,
and for the densitometer S, 0.1 and 0.01 respectively. All salinity values
are practical salinity, thus salinity and S;, are used interchangeably.

Nutrients (reactive silicate and phosphorus) were measured imme-
diately after bottling using the molybdate colorimetric method (Strick-
land and Parsons, 1972) modified according to NOAA National Centers
for Environmental Information (NCEI) protocols (https://www.nodc.
noaa.gov/archive/arc0001,/9900162/2.2/data/0-data/jgofscd/Files
/protocols/). An Agilent Technologies Inc. (Santa Clara, CA USA) 8454
spectrophotometer with a 1 cm pathlength cell was used. For reactive
phosphorus the limit of detection is estimated to be 0.01 pmol kgg., and
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values less than or equal to that were considered zero for all calculations.
The average standard deviations were 0.05 and 0.13 for phosphate and
silicate respectively. The values for each batch can be found in Table S1.
The uncertainty in nutrients does not make a significant contribution to
the uncertainty in the calculations.

The batches were bottled into 250 mL borosilicate glass (Pyrex) re-
agent bottles (Corning Inc. Corning, NY USA). Prior to use, bottles and
caps were washed using Micro-90 cleaning solution and baked in a
muffle furnace at 560 °C for 6.5 h. To fill the bottles, water was first
allowed to flow for ~2 s in order to clear the silicone sampling tube. The
bottle was then filled from the bottom without rinsing, similar to how
CRMs are filled (personal communications, Andrew Dickson, University
of California, San Diego). Differing from how CRMs are filled, once filled
to the brim the sampling tube was removed with water still flowing in
order to keep the bottle completely full. A precise and reproducible
headspace was then created using a pipette to remove 8.48 mL, allowing
for ~1% by volume headspace once the cap was inserted. After pipetting
out the headspace, a cap pre-greased with Apiezon L vacuum grease
(Manchester, United Kingdom) was placed in the bottle creating a gas
tight seal. The cap was then held in place using a plastic hose clamp and
rubber band. A total of 44 bottles per batch were filled. Bottling took
~45 min. The xCO; was continuously monitored throughout bottling to
check for drift. All batches were stable with a standard deviation of xCO-
during bottling <1.2 ppm except for batch 25 which showed a slight
trend and had a standard deviation of 1.8 ppm. The DIC and pH; of batch
25 also indicate a trend, which is evidenced by the larger uncertainty in
measurements from this batch (Table S1). Batch 26 also had a very slight
trend, but the standard deviation was 0.63 ppm. A trend was not evident
in the DIC and pH; of batch 26 (Table S1).

Bottles were numbered in the order in which they were filled. The
bottles were then randomly divided into 11 sets of 4 using a random
number generator (random.org) with one bottle in each set coming from
bottles 1-11, 12-22, 23-33, and 33-44. This method ensured that bottle
treatments were randomly assigned, but also that the bottles were
distributed throughout the bottling process to account for any variability
in the batch during bottling. From each batch, one set of 4 bottles was
used to measure TA, 1 set to measure DIC, and 9 sets to measure pH; at 9
different temperatures.

The TA was measured by open cell HCI titration using a custom
system designed and built by the laboratory of Andrew Dickson (Uni-
versity of California, San Diego). The instrument is the same type used to
certify CRMs for TA (Dickson et al., 2003). Samples were analyzed for
TA within 2 months of bottling. The DIC was measured via coulometry
(Johnson, 1992) by the Carbon Program at NOAA Pacific Marine Envi-
ronmental Laboratory. DIC samples were analyzed within one year of
bottling. The mean standard deviation of TA and DIC measurements was
0.99 and 1.17 pmol kgzt respectively. For purposes of discussion an
uncertainty of 2 pmol kggs is used for both, although for some batches
the standard deviation was larger (Table S1).

The remaining bottles were used to measure pH; over the oceanic
range of temperatures (—1.9 to 40 °C). One set of four bottles for each
batch was measured at 40, 35, 30, 25, 20, 15, 10, 5 °C and approxi-
mately 0.2 °C above the freezing point of the batch, which varied with
salinity. The bottles were equilibrated to the measurement temperature
(£ ~0.1 °C) for a minimum of one hour once the bath temperature
stabilized prior to analysis in a Versacool refrigerated recirculating bath
(ThemoFischer Scientific, Newington, NH USA). The pH; at each tem-
perature was measured using a custom designed automated spec. pH
system similar to Carter et al. (2013) and described in more detail in
Woosley (2021a). Two batches of purified meta-cresol purple (mCp)
obtained from the laboratory of Dr. Robert H. Byrne (University of South
Florida) were used. Indicator batches 1 and 3 (as described in Woosley
(2021b)) were used, and the purity of the indicator was confirmed
following the recommendations of (Woosley, 2021b). To ensure conti-
nuity between indicator batches, measurements of TRIS were made at
the switchover, and agreed to within 0.0003 (N = 4). For every
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treatment, the set of four bottles was each measured four times for a total
of 16 measurements per condition. The pH; was calculated using the
equations of Liu et al. (2011) and the mean temperature for each set of
measurements. The temperature during analysis was measured using a
Fluke Calibration (Everett, WA USA) 1523 platinum resistance ther-
mometer located in the water-jacketed cell holder immediately adjacent
to the 10 cm quartz micro-volume spectrophotometer cell (Starna Cells
Inc., Atascadero, CA USA). The temperature was generally stable to
~0.01 °C during analysis. The amount of indicator was varied for each
measurement, alternating starting with high or low amounts of indicator
between bottles. This procedure allowed for the correction of the pH, for
the perturbation caused by the indicator itself, and to detect exchange of
CO4 between the bottle and lab atmosphere. For temperatures 35 and
40 °C, gas exchange was detected in the third and fourth measurements
from each bottle (reps C and D). These values have been excluded from
analysis for all batches. These two temperatures thus have only 8 mea-
surements per batch and generally have a higher uncertainty than the
lower temperatures (Table S1).

The perturbation of pH; caused by the addition of the indicator was
adjusted individually for each condition (Woosley, 2021a). The iso-
sbestic point (488 nm) was fit to pH; using the MatLab ‘fitlm’ function
with RobustFit ‘on.” Since RobustFit was used, primary quality control
was very conservative under the assumption that questionable points
would receive a lower weight during fitting and minimize their influ-
ence. The intercept of the fit is the pH; with zero indicator and the value
used for all calculations. The standard error in the intercept was taken to
be the uncertainty in the measured pH; value (Table S1). It is important
to note that this is a measure of the uncertainty in the measurement and
is not the same as the instrument precision often reported. This uncer-
tainty includes instrument precision as well as other sources of uncer-
tainty including uncertainty in the dye perturbation correction and
bottle to bottle variability. The precision of the instrument is 0.0005 as
determined from measurements of TRIS and CRMs. The spectropho-
tometer bandwidth and absorbance (A) calibrations were verified using
National Institute of Standards and Technology (NIST) traceable certi-
fied references. The spectral bandwidth was checked with a holmium
glass filter and A was checked using neutral density filters (both at 440,
546, 635, 434, 578, and 730 nm wavelengths; Starna Cells, Inc.)
approximately monthly. The accuracy of the spectral bandwidth was
within manufacturer specifications (< 0.5 nm), and the absorbances
were within the expanded uncertainty of the reference material over an
absorbance range of 0.3-1.2 (+ 0.0027 A). The raw absorbance values
for all measurements including quality flags along with pH, TA, DIC, Sp,
and nutrients for each batch are archived in BCO-DMO (https://www.
bco-dmo.org/project/813194).

The mean standard error for pH; was 0.0032. For purposes of dis-
cussion, a measurement uncertainty of 0.003 is used. There are some
conditions where the standard error was larger than 0.003. Generally,
the conditions with higher uncertainties are high temperatures (>
35 °C), low S;, (< 20), or batch 25 and 26 as noted above. As discussed
further in the results and discussion, most of these conditions are outside
the valid range of the pH; indicator calibration and are excluded from
analysis. However, some of the scatter can be explained by conditions
with higher uncertainty.

These experiments used purified indicator, but the broad conclusions
are likely applicable to measurements made with impure indicator
although with significantly higher uncertainties. A full evaluation of
impure indicators is beyond the scope of this work.

2.1. Data analysis

The pH; was calculated using the CO2sys version 3.1.1 for Matlab
(Sharp et al., 2020) from TA and DIC along with temperature, S,, and
nutrients. All calculated pH values are on the total scale. Calculations
were performed using all possible combinations of 10 different sets of
carbonic acid dissociation constants: Mehrbach et al. (1973) as refit by
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Dickson and Millero (1987) or by Lueker et al. (2000) as well as Cai and
Wang (1998), Goyet and Poisson (1989), Millero (2010), Millero et al.
(2002, 2006), Mojica Prieto and Millero (2002), Schockman et al.
(Submitted), and Waters and Millero (2013). In addition, three bisulfate
dissociation constants, Kygo4. (Dickson, 1990; Khoo et al., 1977; Waters
and Millero, 2013), two hydrogen fluoride dissociation constants, Ky
(Dickson and Riley, 1979; Perez and Fraga, 1987), and two values for the
total boron (Br) concentration (Lee et al., 2010; Uppstrom, 1974)
resulting in 120 possible combinations of constants needed to calculate
the inorganic carbon system parameters. These are the same constants
evaluated previously (Woosley, 2021a) but with the addition of
Schockman et al. (Submitted) which are newly determined, Cai and
Wang (1998) which are often used in low salinity waters, and Goyet and
Poisson (1989) which were determined in artificial seawater, but are
still sometimes used in polar regions because some studies have found
them to be the most internally consistent for high latitudes (Laika et al.,
2009; Wanninkhof et al., 1999). Schockman and Byrne (2021) were
determined from 15 to 35 °C, however, they have extended the constants
to low temperatures, and we were provided with a prepublication
version of the constants for evaluation (Katelyn Schockman, personal
communication), therefore we use their constants over the full tem-
perature range (Schockman et al. Submitted). The internal consistency
of each calculation was then determined by subtracting the calculated
pH; from the measured pH; (ApH; = pH¢(meas) — PHi(calc))- A positive
value means the calculation underestimates the measured value and a
negative value means the calculation overestimates the measured value.
The closer to zero, the more internally consistent the pH; is. The internal
consistency of DIC and TA was also examined, using the same procedure
as for pH;. However, only the pH; and TA internal consistency will be
discussed in detail.

In the definition of TA (Dickson, 1981), organic alkalinity is gener-
ally assumed to be either not present or present at negligible quantities.
Most carbon system calculation software like CO2sys use this assump-
tion and do not include a term for Ay. To assess the impact that a hy-
pothetical Ay component would have on internal consistency, the above
calculations were carried out again with a defined amount of Ay. For
simplicity, and because CO2sys does not have a way to directly include
additional forms of alkalinity, a defined amount of Ay was subtracted
from the measured TA. Millero (2007) found that a hypothetical A, of 8
pmol kggt improved internal consistency of fCOs, particularly at high
fCO3 values. Fong and Dickson (2019) found that Ay of 4 0.3 pmol kgs",\}
was needed after making other adjustments to achieve the most inter-
nally consistent pH;. Sharp and Byrne (2021) found values of Ay of
approximately —5-10 pmol kgg,! using Gulf of Mexico water and CRMs.
For the calculations done here, it is assumed that the starting seawater
(Sp = 35.67) had 4 pmol kgs_v} of Ay. The A, of the batches was therefore
in proportion to salinity:

A, =4/3567"S, €))

assuming that the ultra-pure water used for dilution contained no
alkalinity and that gentle heating for the high salinity batches did not
result in a loss or alteration of Ay. No direct measurements of Ay were
made (Kerr et al., 2021), making this a purely hypothetical scenario. The
value of 4 pmol kgz+ was chosen based on Fong and Dickson (2019) and
is similar to the amount estimated by Sharp and Byrne (2021) for CRMs
when using By of Lee et al. (2010). A value of 8 pmol kga, was tested and
found to produce a very large (and unrealistic) over correction. It should
be noted that under this scenario Ay decreases with salinity, but that
does not necessarily represent what happens in the natural ocean where
coastal regions with low salinity can have high values of Ay (Ko et al.,
2016).

3. Results and discussion

The internal consistency of the measurements was evaluated by
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comparing measured and calculated values. There is a large uncertainty
in the accuracy of pH; of >0.01 (Dickson, 1993) due to methodological
limitations of potentiometric measurements in seawater as well as for
calibrating the indicator for spec. pH; measurements. This uncertainty in
accuracy is significantly larger than the measurement uncertainty. The
reason for this large discrepancy is described in detail in several other
publications (DelValls and Dickson, 1998; Dickson et al., 2016). For this
analysis, internal consistency is said to exist when the measured and
calculated values agree within the measurement uncertainty as deter-
mined in the prior section (generally ~0.003 for pH; and 2 pmol kgg,! for
TA and DIC), and agrees well with the requirements of climate quality
research (Newton et al., 2015). It cannot be emphasized enough that
internal consistency is not a measure of accuracy. Therefore, both the
measurements and calculated values may agree, but could be off from
the ‘true’ value. Alternately a set of constants could be regarded as not
internally consistent, however the calculated values could be more ac-
curate than a set of constants determined to be internally consistent (e.g.
as a result of ignoring Ay). This is especially true for pH; due to the large
difference in uncertainties in accuracy and precision. Despite the limi-
tations of internal consistency, it is still extremely useful because
studying the marine carbon cycle and specifically OA relies on detecting
changes over time. Such analysis requires highly consistent and com-
parable values across decades and many different laboratories and
methods.

The 225 different conditions and 120 possible combinations of
constants produces hundreds of figure panels. Only a few representative
examples will be given here, however, additional figures and raw data
needed to create them are available in the supplemental material and
archived at the biological & chemical oceanography data management
office (https://www.bco-dmo.org/project/813194). For ease of discus-
sion, the various constants will be abbreviated by authors’ last initial(s)
and year of publication (e.g. Millero et al. (2002) will be referred to as
MO02). The study of Dickson and Millero (1987) provided multiple fits to
different data. Since only the refit of Mehrbach et al. (1973) is discussed
here it will be referred to simply as DM87. A full list of the constants,
their abbreviations, ranges of applicability, estimated uncertainty, and
other pertinent information can be found in Table 1.

No set of constants is internally consistent (within the uncertainty of
the measurements, + 0.003) over the full range of conditions evaluated
(Fig. S1). Yet, there are conditions under which each set of constants is
internally consistent. For all sets of constants, there are conditions under
which the results are outside the range of the large uncertainty in the
accuracy of pH; (0.01-0.02). Excluding conditions outside the range that
the indicator is calibrated, ApH; ranges from —0.06 to 0.06. Excluding
the constants of M02, which have a very limited salinity range only
reduces the range to —0.05 to 0.05. This scatter is of similar magnitude
to what is found in field measurements (Carter et al., 2018). On average
the calculations tend to overestimate measured pH; (i.e., negative ApH,)
although positive values are not uncommon.

Fig. 1 shows all the results limited to conditions under which the
indicator is well calibrated. The results here broadly agree with those of
Woosley (2021a) over similar conditions (open surface ocean in near
equilibrium with the current atmosphere). Also, in agreement with that
work, using the Br concentration of L10 generally produces more
internally consistent results, but there are some exceptions. Most ex-
ceptions involve the constants of GP89 or S23. Calculations using the By
of U74, produce higher calculated pH; values (more negative internal
consistency values) than those using L10. This result is expected since
the By of U74 is lower than L10 resulting in a higher carbonate alkalinity
when using U74. The impact of B on the calculations will be discussed
in more detail in the following sections. Except where noted, further
discussion uses the Bt of L10.

Three different values of Kygps. were considered (Table 1). Woosley
(2021a) found the differences to be insignificant but noted that it may
become significant in cold waters at high salinities. The results here
agree with Woosley (2021a); the differences between the three Kygoas-
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Table 1
References, abbreviations, and applicable ranges along with other pertinent information for each constant or quantity evaluated in this study.
Reference Abbreviation  Salinity Temp. range Stated Original data/ Media
range (O] uncertainty” refit”
Carbonic Acid Dissociation Constants (K*; and K*5)
Mehrbach et al. (1973) refit by Dickson and Millero pK*; 0.011
(1987)¢ DM87 19-40 2-35 pK*3 0.020 R Real seawater

pK*; 0.011

Lueker et al. (2000)° LOO 19-40 2-35 pK*, 0.020 R Real seawater
pK*; 0.011

Mojica Prieto and Millero (2002) MPMO02 12-45 5-45 pK*2 0.020 o Real seawater
pK*; 0.010

Millero et al. (2002) MO02 33-37 —1.6-38 pK*, 0.016 (0] Real seawater
pK*; 0.014

Millero et al. (2006) MO06 0.1-50 1-50 pK*3 0.022 (0] Real seawater
pK*; 0.016

Millero (2010) M10 0.1-50 1-50 pK*3 0.022 R Real seawater
pK*; 0.014

Waters and Millero (2013) (with Waters et al., 2014) WM13 0.1-50 1-50 pK*, 0.022 R Real seawater
pK*; 0.014

Schockman et al. (Submitted)® S23 19.6-41 15-35 pK*3 0.010 (0] Real seawater
pK*; 0.030' Real and Artificial

Cai and Wang (1998) CW98 0-40 2-35 pK*5 0.080' R Seawater
pK*; 0.01

Goyet and Poisson (1989) GP89 10-50 —1-40 pK*, 0.02 (6] Artificial Seawater

Total Boron Concentration

Uppstrom (1974) u74 — - B/Cl 0.005 (0] Real seawater

Lee et al. (2010) L10 - - B/Cl1 0.0009 (0] Real seawater

Bisulfate Dissociation Constant

Khoo et al. (1977) K77 20-45 5-40 In(Kysog4.) 0.042 o Artificial Seawater

Dickson (1990) D90 5-45 0-45 In(Kyso4.) 0.042 (o} Artificial Seawater

Waters and Millero (2013) WM13 5-45 0-45 In(Kyso4.) 0.05 R Artificial Seawater

Hydrogen Fluoride Dissociation Constant

26.7 and

Dickson and Riley (1979)¢ DR79 34.6 25 unknown R Real seawater

Perez and Fraga (1987) PF87 10-40 9-33 In(Kyp) 0.10 (0] Real seawater

meta-Cresol Purple (mCp) Indicator

Liu et al. (2011) L11 20-40 5-35 PpH, 0.001 (6] TRIS Buffers
pH; 0.002-0.01'

Miiller and Rehder (2018) MR18 5-35 0-40 (Sp dependent) O/R TRIS Buffers

Douglas and Byrne (2017) DB17 5-35 0-40 pH; 0.004 R TRIS Buffers

# As determined individually by each study. Dissociation constants are reported as 2 times 6. For most studies, ¢ is a measure of the goodness of fit, but methods of
determination may vary by study and may not be directly comparable. The uncertainties for MR18 and DB17 are generally relative to L11.
T Indicates uncertainty in parameter was unclear in the original study and a best estimate is given here where possible.

b O = Original Data, R = Refit.
¢ Woosley (2021a) incorrectly stated the salinity range as 19-35.

4 Original data at 2 salinities and 1 temp, extended using enthalpy and infinite dilution data, but not stated over what range equations are applicable. Real seawater is

assumed, though not explicitly stated.

¢ Prepublication version of equations provided by Dr. Katelyn Schockman (University of South Florida).

are generally comparable to or smaller than spec. pH; instrument pre-
cision (0.0005), even at low temperatures in high salinity water. D90
and WM13 agree with each other better than with K77, in agreement
with earlier work (Millero, 1995; Waters and Millero, 2013; Woosley,
2021a). For consistency with earlier studies and the recommendation of
recent modeling work (Humphreys et al., 2022), further discussion will
use D90. Results for all Kygps. can be found in the supplemental
material.

The Kyr is also important for these calculations. Woosley (2021a)
found small but non-negligible differences between the options included
in CO2sys (DR79 and PF87), and the results here agree. The differences
are small but can be several times larger than the pH; instrument pre-
cision (0.0005). The maximum difference is ~|0.0019|, making Ky
secondary to the Bt and carbonic acid dissociation constants. In general,
the differences are largest at high temperatures (>30 °C) for low salin-
ities (< 35) and low temperatures (< 10 °C) for high salinities (40). For
constants determined on the total pH scale (LOO and S23) the choice

does not matter (when using the total scale) as it cancels out in the
calculations, contributing a rounding error at most. It is unknown which
Kyr is more accurate and there is no clear reason to choose one over the
other. Although, PF87 does include more direct measurements over a
broader range of temperature and salinity, neither covers the full range
of temperature and salinity considered here. The applicable range of
DR?79 is unclear from that paper (see Table 1). Averaging over all cal-
culations the mean, median, and standard deviation are the same. For
consistency with Woosley (2021a) further discussion will use PF87
(unless otherwise stated), but under certain conditions, particularly
those noted above, the differences are non-negligible. At S, = 35, DR79
tends to be slightly better than PF87. Therefore, Ky should be consid-
ered when estimating uncertainties. DM87 and LOO are both based on
the same data (Mehrbach et al., 1973) but on different pH scales. They
are nearly identical over their applicable salinity range (19-40). Dif-
ferences can generally be attributed to the choice of Ky, since treatment
of Fluoride is the main difference between the scales. There are also
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Fig. 1. Violin plots showing pH; internal consistency for all conditions for which the indicator is calibrated (T = 5-35 °C, S, = 20-40) for a.) Total Boron of U74 and
b.) Total Boron of L10 using Kyso4 of D90 and Kyr of PF87. White dots and text are median values. * indicates median is internally consistent. Colored horizontal lines
are the means. Dashed purple lines indicate internal consistency bounds. Constant abbreviation meanings can be found in Table 1. (For interpretation of the ref-
erences to colour in this figure legend, the reader is referred to the web version of this article.)

small differences at extreme temperatures. Differences are largest at
lower temperatures (<15 °C).

The constants of M02, which were determined from field data using
back calculation techniques were internally consistent under a very
narrow range of conditions, but the scatter is too large to be considered
internally consistent for most applications. The constants of CW98,
which are often used as a link between low and high salinity waters
performed poorly under nearly all conditions and had very large scatter.
MPMO?2 is also internally consistent on average, but with more scatter
(fatter tails) than other constants. These sets of constants (M02, MPMO02,
and CW98) will not be discussed further.

Taylor Diagrams (Fig. S2) support the broad conclusions. As a whole,
over the conditions in which the indicator is calibrated, M10 is techni-
cally the best. However, M06, WM13, DM87, and LOO all fall nearly on
top of each other. S23 also performs very similarly to the others but with
a slightly lower correlation coefficient and improved precision.

3.1. pH; internal consistency with salinity

The various carbonic acid dissociation constants cover differing
ranges of salinity (Table 1) with all covering the open ocean salinity
ranges, and a few applicable to low salinity or even freshwater. The
salinity range evaluated here (nominally 15-39) extends beyond the
range of many of the constants, which must be considered when inter-
preting the results. More importantly, the meta-cresol purple indicator
was only calibrated down to a salinity of 20 by Liu et al. (2011). There
are calibrations for low salinities (Douglas and Byrne, 2017; Miiller and

Rehder, 2018). The calibration of MR18 is based on buffers prepared
according to Miiller et al. (2018) for low salinities and L11 for high
salinities. Recent modeling work has brought the applicability of those
buffers to seawater into question, suggesting a systematic bias (Clegg
et al., 2022b). The calibration of DB17 relied on low salinity measure-
ments made using impure indictor and correcting for the impurities.
Compounding the issues at low salinities is that the total scale is only
well constrained down to S, = 20 (DelValls and Dickson, 1998).

For nominal salinities of 15 (Fig. 2), none of the constants produced
internally consistent results. The best median internal consistency was
still —0.0164 (using GP89, L10 and temperatures 5-35 °C). Given the
calibration of the indicator, this result is unsurprising. When using the
MR18 indicator calibration, the measured pH; increased by ~0.01
relative to L11. Although the internal consistency improved, none of the
results were internally consistent. MO6 and M10 performed better than
the other sets, but were not internally consistent, especially when
considering the scatter. Measured pH; using the indicator calibration of
DB17 falls about halfway between the values when using L11 and MR18.
A thorough evaluation of the different indicator calibrations is beyond
the scope of this work, but these results show that the uncertainties at
low salinities are significantly larger than at higher salinities and that
issues likely exist with both the indicator calibration and the constants.
Although extending the total scale to low salinities is an area of active
research, the current state of knowledge prevents an evaluation of the
constants for S, < 20, even for constants determined at low salinities.
Measurements at S, = 15 are excluded from further analysis. The issues
with indicator calibration highlight the need for raw absorbances to
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Fig. 2. Violin plots showing pH, internal consistency for all conditions at S, = 15 and T = 5-35 °C using the By of L10, Kugo4 of D90 and Kyr of PF87. White dots and
text are median values. Colored horizontal lines are the means. Dashed purple lines indicate internal consistency bounds. Constant abbreviation meanings can be
found in Table 1. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

always be made available so that values can be recalculated when
improved calibrations become available. These results at S, = 15 also
highlight the need for improving all aspects of the inorganic carbon
system for low salinity coastal systems.

At all other salinities (Figs. S3-5S6) and temperature ranges from 5 to
35°C, DM87, L00, M06, M10, WM13, and S23 perform comparably with
median values that are internally consistent, or close to, but with

significant scatter and ranges outside the accuracy of pH;. MPMO2 is also
similar, but with larger scatter and range. GP89 is the least internally
consistent, although there is improved consistency when using By of
U74. GP89 tends to have a positive ApHy, indicating an underestimation
of measured pHy, while the others tend to overestimate measured pH;.
The higher calculated pH; is likely why GP89 has better internal con-
sistency when using U74 for Br. GP89 is the only set evaluated here
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Fig. 3. Violin plots showing pH; internal consistency for all conditions for T = 25 °C and Sp = 20-40 for a.) Total Boron of U74 and b.) Total Boron of L10 using Kysos
of D90 and Kyr of PF87. White dots and text are median values. * indicates median is internally consistent. Colored horizontal lines are the means. Dashed purple
lines indicate internal consistency bounds. Constant abbreviation meanings can be found in Table 1. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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determined in artificial seawater and constants in artificial seawater
tend to be biased higher, relative to constants in real seawater (Dickson
and Millero, 1987; Mojica Prieto and Millero, 2002). In general, salin-
ities between 25 and 35 have more internally consistent conditions than
higher or lower salinities, although still with considerable scatter. For S,
= 39 the By of U74 was usually more internally consistent.

For open ocean conditions (near Sp = 35 and all pCO5 examined), the
Taylor Diagrams are similar to all conditions (Fig. S2), but with S23
being the ‘best” and DM87 and LOO being very similar. Although MO06,
M10, and WM13 are slightly worse, it is not statistically significant.

3.2. pH, internal consistency with temperature

As with salinity, the indicator is not calibrated over the full tem-
perature range covered here and is only valid from 5 to 35 °C. GP89 is
the only set of constants calibrated below zero, but the median value is
not internally consistent at negative temperatures. M06, M10, and
WM13 do have median values that are internally consistent, but with
significant scatter, at negative temperatures (Fig. S7). At 40 °C (Fig. S14)
no set had a median value that was internally consistent. Therefore,
negative temperatures and 40 °C were excluded from further analysis.

For 20-25 °C (Figs. 3 and S11), the temperatures at which most spec.
pH; measurements are made, S23 had the best median value, but DM87
and LOO had similar results. At temperatures <15 °C, M06, M10, and
WM13 have the best median values, with DM87 and L0O having median
values just outside the internal consistency cut off. S23 has decreasing
consistency with decreasing temperatures. GP89 is sometimes used in
polar waters due to early work showing them to be the best at cold
temperatures (Laika et al., 2009; Wanninkhof et al., 1999). Indeed, their
best internal consistency is at very low temperatures; however, M06,
M10, and WM13 have better consistency than GP89 at all temperatures,
particularly at low temperatures, suggesting these constants are better at
polar temperatures than GP89. Recent modeling work showed GP89 to
have more scatter than other sets of constants (Clegg et al., 2022a)
which is also shown in the Taylor diagrams (Fig. S2). At high temper-
atures (20-35 °C, Figs. S11-14) DM87, L00, M06, M10, WM13, and S23
have reasonable median internal consistency across the range of tem-
peratures, although their median values are not always internally
consistent.

In general, MO6 and M10 have comparatively good internal consis-
tency over the full range of temperatures (although other constants are
better at 25 °C where measurements are typically made). WM13 is
similar to MO6 and M10 but the median values tend to be slightly more
negative often making them not internally consistent. DM87 and LOO
have reasonable internal consistency over the broad range of tempera-
tures, but the median value is not internally consistent at the extremes.
S23 has the best internal consistency for temperatures >20 °C but is
significantly worse at lower temperatures (Figs. S7-S10). GP89 is only
internally consistent in the 5-10 °C range. The important caveat is that
all constants have significant scatter at all temperatures, with the ma-
jority of points not being internally consistent. Although DM87, L0O,
and S23 are better at typical pH; measurement temperatures (20-25 °C),
MO06 and M10 are better over the broad range of temperatures.

3.3. pH, internal consistency with pCO>

The batches of seawater were bubbled with gases of different CO,
concentrations (balance air). The result is seawater at the bottling
temperature (generally ~22-23 °C) with pCO5 nominally equal to the
concentration of the gas cylinder. Since pCO; is a strong function of
temperature (~4.23% °C™! (Takahashi et al., 1993)) the pCO; of the
bottles at the pH; measurement temperature varies significantly for a
given batch. For simplicity, the pCO5 value used in this discussion will
be based on the concentration of the gas cylinder and corresponds
approximately to the pCO, of the batch at room temperature. The
nominal concentrations were 150 (very low, Fig. S15), 400 (low,
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Fig. S16), 600 (medium, Fig. 4), 800 (high, Fig. S17), and 1200 patm
(very high, Fig. S18).

Several prior studies have found a decrease in internal consistency
with increasing pCO2 (Lueker et al., 2000; Millero, 2007). The results
here are more complicated. The internal consistency is best at low (<
400 patm) pCO, and then indeed deteriorates at medium pCOy (600
patm, Fig. 4) but begins to improve at high pCO, (800 patm). At very
high pCO2 (1200 patm) conditions the median value is internally
consistent (or close), but with significant scatter and a bimodal distri-
bution. This is actually in semi-agreement with the verification experi-
ments of Lueker et al. (2000) which showed large offsets at 600 and 800
patm but improved internal consistency (albeit with significant scatter)
at values > ~ 1300 patm (Figs. 4, S15-S18). The bimodal distribution at
1200 patm can be attributed to salinity, with S, 25-35, being somewhat
internally consistent and low (< 20) and high (39) being internally
inconsistent. The pattern is similar at 600 patm, but with no salinity
being internally consistent. As with salinity, M06 and M10 are generally
the best over the full range, but DM87 and LOO do better at 400 patm
pCO,. S23 performs best at medium to high pCO2 (> 400 patm), but
worse at lower values. Only GP89 has an internally consistent median
value at 600 and 800 patm pCO,. It is important to note that the un-
certainty in measured pH; was significantly larger for many tempera-
tures at 150 patm (Table S1) making the conclusions for these
treatments more uncertain. The reason for the higher measurement
uncertainty is unknown but could be related to the indicator calibration
at these very high pH; values (> 8.2), or the batches not being fully
equilibrated as noted for some batches in the methods.

3.4. pH; internal consistency and excess alkalinity

As mentioned in the methods, there is increasing evidence of an
unidentified minor component of TA (Ay). To assess the impact Ax would
have on pH; calculations, the internal consistency calculations were
repeated with a small amount of Ay (Eq. (1); see methods). In general,
the inclusion of Ay (Fig. 5) shifted the ApH; in the positive direction (i.e.
calculated pH; was lower than when A, was not considered). When using
the By of L10, there appears to be an over correction with a positive shift
of the median pH; internal consistency of ~0.08-0.09, making none of
the constants internally consistent (median value). However, when
using Br of U74 the median values are shifted into the internally
consistent range. The scatter of the data points is largely unchanged with
the addition of Ay. The switch from better internal consistency with L10
to better internal consistency with U74 when Ay is added makes sense
because the magnitude of Ay is similar to the difference in borate alka-
linity between the two By values (Lee et al., 2010). This would suggest
that the comparatively large value (8 pmol kgg,\) estimated by Millero
et al. (2002) is partially explained by Br. The overall median hides some
of the trends. At 600 ppm pCOs, there is still a bimodal distribution, but
one mode is now internally consistent. For 25 < S, < 39, internal con-
sistency is improved for DM87, L0O0O, M06, M10, and WM13; but is
significantly worsened for $S23. The improvement for most constants
supports the presence of non-negligible Ay, but the differing results for
S23 do not. Prior studies have found A, to improve internal consistency
at high pCOy/DIC most (Millero, 2007), but that is not the case here.
This result could indicate that deep water Ay varies from that of the
surface waters used here. From these results it is clear that Ay alone
cannot explain poor internal consistency and that there must be non-
negligible errors in the constants or measurements as well, in agree-
ment with the conclusions of Fong and Dickson (2019). The results also
suggest that, for the seawater used here, 4 pmol kgg,. is too large for Ay,
although other uncertainties could be obscuring the true amount of Ay.
Uncertainty in the accuracy of Br is a significant hinderance to deter-
mining Ay.



R.J. Woosley and J.-Y. Moon

a.) pCO, = 600 patm, Total Boron Uppstrom (1974)

Marine Chemistry 250 (2023) 104247

0.04 T | | 3 T T | T T T
0.02 . i —
’,._. R 2 ¢ ; .",._ . G
0:—:::::::::::::::::::1:::::?’- e e R g ——— :,:::::::::::%:::5
603 - -—l—' ) i p :l' p ,\.: & 3[,; -1_-.: s 'L 8 i
—~.004F .. - -
©o 4
8 -0.0175 -0.0161 00107 -0.0191, = -0.0163 -0.0157 -0.0178 -0.0101 0.0199 -0.0028*
| -0.06 ! ! | - | ! ! | | |
% DM87 LOO MPMO02 Mo02 MO06 M10 WM13 S23 Cwas GP89
GE) b.) pCO, = 600 patm, Total Boron Lee et al. (2010)
— 0.04 | T | T | T | T | T
=
o o e
< 0.02 -
0
-0.02
-0.04
-0.0124 -0.0111 -0.0059  -0.0140° 0,013 -0.0107 -0.0128 -0.0051 -0.0150 0.0020*
-0.06 | | | -1 | ! ! f | |
DM87 LOO MPMO02 Mo02 MO06 M10 WM13 S23 Ccwos GP89

Fig. 4. Violin plots showing pH; internal consistency for all conditions bubbled with pCO, of ~600 patm (balance air at room temperature), T = 5-40 °C, and Sp =
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3.5. pH, internal consistency discussion

Making broad conclusions from the above results is challenging. On
average M06 and M10 are internally consistent and D87, L0O0, WM13,
and S23 are nearly so. Yet, the scatter is so large that the majority of
conditions are not internally consistent within the estimated uncertainty
of spec. pH; measurements (~0.0030). At most, only ~25% of condi-
tions are internally consistent for a given set of constants. Looking at
individual conditions, it becomes apparent that each of the above con-
stants does best under a different set of conditions, such that on average
they are quite comparable. Considering the median value as well as
Taylor Diagrams (Fig. S2), M10 is the best over the range of conditions
for which the indicator is calibrated (S = 20-40, t = 5-35 °C); however,
the others mentioned above are not statistically different. The difference
is under what specific conditions a given set of constants is most inter-
nally consistent.

The reason for these results is easy to explain by comparing differ-
ences in the pK;* of the different formulations. Considering pK;* and
PK>* at S, = 35 across temperatures (Fig. 6a and c), it becomes clear
that, with a few exceptions (M02, CW98, and GP89) all of the pK;*s
agree within the error of the fit (20, Table 1), even extending beyond
their valid range. The differences are similar for pKy* except that S23 is
statistically different at low and high temperatures. A similar compari-
son for salinity at 25 °C (Fig. 6b and d) show that pK;* tends to agree
with each other over the salinity range they were determined (with the
same exceptions as temperature). The results are similar for pKy*, but
there is significant divergence below Sp = 20, which is expected given
many constants are not calibrated at low salinities and the uncertainties

are higher. In all of the comparisons, it is worth noting that differences
between constants are not linear. The non-linearity combined with the
uncertainty in the constants explains why the internal consistency cal-
culations for most constants are comparable on average, but vastly
different for given conditions. It also helps to explain why S23 and GP89
have somewhat different patterns than the other constants. The non-
linearity also partially explains some of the scatter in the results. All
of this suggests differences in the internal consistency can largely be
attributed to residuals of the fits and that the uncertainty in the con-
stants is too large to meet the needs of climate quality research when
calculating pH; from TA and DIC. Further improvement to the marine
inorganic carbon system model will require a significant improvement
in the precision of each pK*, particularly pKy*.

These results should not be interpreted as these 6 sets of constants
being equal or that the choice of carbonic acid dissociation constants is
unimportant. There are real, and significant, differences between the
constants that must be taken into consideration. One could consider the
range of conditions covered by their study and choose the one that
performs the ‘best.” However, that makes comparison among studies
difficult if not impossible. Alternately, the ‘best’ constants over the
broad range of oceanic conditions could become the standard. Based on
these results that would be M10. At a minimum, one must take into
consideration the added uncertainties of using different constants when
comparing studies or when using calculated values to fill in missing
measured data. Not having a universal set of constants is not only un-
desirable, but problematic.

Internal consistency was defined here as agreement between
measured and calculated values within the pH; measurement
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Fig. 5. Violin plots showing pH; internal consistency with a hypothetical excess alkalinity, Ay under all conditions for which the indicator is calibrated (T = 5-35 °C,
S, = 20-40) for a.) Total Boron of U74 and b.) Total Boron of L10 using Kyso4 of D90 and Kyr of PF87. White dots and text are median values. * indicates median is
internally consistent. Colored horizontal lines are the means. Dashed purple lines indicate internal consistency bounds. Constant abbreviation meanings can be found
in Table 1. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

uncertainty (not accuracy). This definition was chosen because it agrees
with the climate quality level (Newton et al., 2015), and at this level,
calculated data could be considered equivalent to measured data. In
other words, disparate data collection methods would result in non-
disparate data, the goal of internal consistency. Although several con-
stants produced reasonable median values, the large scatter is highly
problematic. Perhaps the uncertainty in the calculation should also be
taken into consideration when determining what constitutes internally
consistent. The CO2sys add-on of Orr et al. (2018) provides an easy way
to estimate uncertainty in the calculation by propagating the estimated
uncertainties of the constants and measurements. From these calcula-
tions it becomes clear that the uncertainty in calculated pH; is not
constant and covers a very large range (~ 0.005-0.1). The large range
helps to explain why there is such large scatter in the ApH; values; for
some conditions the calculation uncertainty is orders of magnitude
larger than our defined internal consistency bounds. The large uncer-
tainty in pH; calculated from DIC and TA has been shown many times
(McLaughlin et al., 2015; Millero, 1995, 2007; Orr et al., 2018). DIC and
TA have long been recognized as a poor input pair for carbon system
calculations. Combining the large calculation uncertainty with the
enormous scatter demonstrated here it has become increasingly clear
that calculated pH; does not meet the requirements for most weather or
climate level studies of ocean acidification, and that pH; should be
measured rather than calculated. One could argue that because OA fo-
cuses on changes rather than absolute values, having a biased pH; is not
of primary concern. The results here and elsewhere (Fassbender et al.,
2021) suggest otherwise, as the bias is non-linear and highly dependent
on temperature, salinity, and DIC, such that accounting for it would be
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more challenging than measuring pH; directly. Somewhat comforting is
that the results are generally close to internally consistent for open
ocean surface water conditions (salinity near 35 and pCOy near 400
patm) where ocean acidification is most acute, meaning current and
historical measurements may be comparable to calculations even if not
quite achieving climate quality. Nevertheless, at pCO3 between
~500-800 patm, conditions expected in the next several decades,
calculated pH; tends to be significantly overestimated relative to the
measured values. This implies that models, which generally calculate pH
from TA and DIC (Orr and Epitalon, 2015), are underestimating ocean
acidification for the second half of this century; approximately
0.01-0.02 at a pCO3 of 600 patm, which is equivalent to almost a decade
at current acidification rates. Although the exact bias will depend on the
specific regional conditions and constants used.

3.6. TA and DIC internal consistency

If pH; cannot be calculated to the required precision, it brings into
question the oft cited statement “one must only measure two carbon
system parameters, and the others can be calculated.” At least by today’s
level of understanding of the marine inorganic carbon system. If it is not
true, then what are the implications for parameters that cannot be
directly measured (e.g., saturation state) and for models that calculate
rather than model pH? Measuring three parameters is uncommon, and
all four is extremely rare, making calculations necessary. Just as the
propagation of uncertainties in calculated pH; varies by condition, the
chosen measured parameters strongly influence the uncertainties in
calculated values. It has long been known that measurement of a



R.J. Woosley and J.-Y. Moon

a.)
0.04
0.03+
% 0.02]
c
o
? 0.01 L
D !
+ s -0.01 | —
4
o
q 002+
-0.03 -
0.04 ‘ ‘ ‘ ‘ ‘
10 15 20 25 30 35 40
Temp (°C)

(DM87-const)

*
K
.
o
o
=
—
!
]

10 15 20

Temp (°C)

Marine Chemistry 250 (2023) 104247

b.)
0.04

0.03 1

0.02

-0.02

-0.03 1

-0.04 | ‘ ‘ | s ‘ | J
0

d.)
0.04

0.03

0.02

0.01

-0.01

-0.02

-0.03 - ]

-0.04 I 1 I I L I 1 J
0 25 30 35 40

Fig. 6. Comparison of the carbonic acid dissociation constants relative to DM87 (ApK;* = DM87 — constant) for pK;* as a function of temperature (a) at Sp = 35 and
salinity (b) at T = 25 °C, and pKy* as a function of temperatures (c) at Sp = 35 and salinity (d) at T = 25 °C. Gray shading indicates the uncertainty in the constants

based on DM87. Meanings of the abbreviations can be found in Table 1.

temperature and pressure independent parameter (TA or DIC) paired
with a temperature and pressure dependent parameter (pH; or pCOy
(fCO3)) produces lower uncertainties in the calculated values
(McLaughlin et al., 2015; Millero, 2007).

Considering TA internal consistency, where ATA = (TApeas — TAcalc),
over the conditions where the pH; indicator is calibrated (Fig. 7), all
constants except GP89 and CW98 have median values within the mea-
surement uncertainty (2 pmol kgs’v}) of TA. As with pH; internal con-
sistency, the constants of M10 were the most internally consistent, but
DM87, L00, M06, WM13 and S23 were not statistically different.
Although there is considerable scatter outside the internal consistency
bounds, the majority is within +5 pmol kgs., and aside from a few
conditions, all are within +£10 pmol kg;,}. Even for Sp = 15 (not shown),
although not internally consistent, the median is only slightly offset,
with nearly all conditions within +10 pmol kgs,!. Patterns over different
conditions and between constants were very similar to those using pHy,
but with lower scatter, and therefore improved internal consistency. As
with pH, 600 patm pCO5 had a bimodal distribution, with almost no
conditions being internally consistent, while higher pCO, had median
values that were internally consistent. At 1200 patm pCOg, nearly all
conditions were + 5 pmol kgs’v} for the above-mentioned constants. For
GP89, the median value was not internally consistent when using Bt of
L10, but was when using U74, however, there was increased scatter
compared to the other constants. The total estimated uncertainty in the
calculations (Orr et al., 2018), using default individual uncertainties,
ranges from 2 to 10 pmol {é Thus, unlike pHy, the calculated and
measured TA almost always agree within the estimated calculation un-
certainties. Therefore, open ocean TA can almost always be calculated to

11

the weather quality limit (10 pmol kg;&), and can be calculated to
climate level precision of 2 pmol kg;v\} (Newton et al., 2015) in
approximately 30-35% of conditions.

For most sets of constants, there is a small positive bias in ATA. The
bias suggests a small amount of Ay. When including A, as was done with
pH; internal consistency, there is a negative shift in median ATA, with a
small (~5%) increase in the number of conditions that are internally
consistent. However, this is largely a rearrangement of which conditions
are internally consistent as the added Ay is an over correction for most of
the conditions that were internally consistent without Ax. A notable
exception is the constants of $23. The median value of all data (where
mCp is calibrated) is slightly negative, and the addition of Ay makes the
constants inconsistent, on average. The addition of Ay tends to make the
internal consistency when using Byt of U74 better than L10, again sug-
gesting that the generally lower internal consistency using U74 is a
result of lower accuracy in the By value. The disparate results of S23
compared to the other constants suggests Ay may not be necessary to
achieve internal consistency, its magnitude may be smaller than other
studies suggest, or Ay is not approximately constant in the ocean. Results
using DIC internal consistency are nearly identical except with opposite
sign (a negative value in ATA results in a positive value in ADIC).

3.7. Fong and Dickson adjustments

The results so far suggest uncertainties in multiple aspects of the
calculations lead to large biases and scatter that prevent broad internal
consistency. Due to the non-linearity of the system and several sources of
uncertainty being indistinguishable, accounting for errors in one
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parameter (e.g., including Ay or applying adjustments to the constants)
often leads to unclear or mixed results making it nearly impossible to
identify the specific causes of the offsets or scatter. Fong and Dickson
(2019) considered how accounting for uncertainties in many different
components of the calculations might improve internal consistency.
They determined a suit of possible adjustments to constants, Br,
measured TA and DIC, and Ay from Pacific Ocean field data. The ad-
justments are not a unique combination, but they are realistic. The ad-
justments to the carbonic acid dissociation constants were applied to
L00. The median ApH; was improved relative to LOO, but scatter did not
improve with a long positive tail being present. Much of the large pos-
itive ApH; values were at 1200 patm pCO,. This contrasts with their
results where high CO; deep waters were most improved. There are a
few possible reasons for the discrepancy. They used field data, while
laboratory manipulated surface water was used here. Ay may vary be-
tween surface and deep waters, or between Atlantic and Pacific
seawater. The analytical methods were nearly identical (automated
spec. pH; with purified indicator, open cell TA titration, and coulometric
DIC), but there may be small inter-laboratory differences. A broader
range of oceanic conditions was examined here, which could imply that
their results are only applicable to a narrow range of Sp that exists in the
Pacific Ocean. However, considering only S, = 35, the improvement
relative to LOO is negligible (median increased by 0.0008).

One of their major conclusions was that the field data could not be
made internally consistent with adjustments to the constants and
measured values alone. A small but non-negligible contribution of Ay,
was required. The slight negative bias in most of the constants here
supports that conclusion. However, S23 was unique in that it had a slight
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positive bias suggesting Ay was not necessary to explain the results. Also,
TA internal consistency suggested a nearly negligible amount of Ay.
These disparate results could be due to methodological differences or
real differences in the seawaters examined. Unfortunately, this study is
unable to resolve the lingering question of Ay in open ocean waters.

3.8. Implications for saturation state

CaCOg3 cycling is strongly dependent on the saturation state (Q),
which describes the thermodynamic stability of the minerals with Q =1
being in equilibrium (Millero, 2007). The depth at which Q = 1 for
aragonite is the aragonite saturation horizon (ASH) and defines the
thermodynamic division between dissolution and precipitation. Theo-
retically, aragonite should not dissolve above the ASH, but multiple lines
of evidence suggest >50% of CaCOj3 dissolves in the upper ocean (Feely
et al., 2002; Milliman et al., 1999) and models often find dissolution
above the ASH is required to reproduce observations (Buitenhuis et al.,
2019), creating a long standing and unresolved paradox (Woosley et al.,
2012). Resolving this paradox relies in part on knowing the depth of the
ASH precisely, however uncertainty in the depth is rarely considered.

Uncertainty in Q from the different constants is approximately
+2.5% for temperatures <25 °C but can be >10% at higher tempera-
tures. Using GLODAPv2.2022 (Lauvset et al., 2022), ASH was calculated
for the global ocean. Using Bt of L10 generally had a deeper ASH in
agreement with prior work (Orr and Epitalon, 2015). Since most studies
showing shallow dissolution were conducted before 2010, it would
imply that more CaCOg dissolves above the ASH than previously esti-
mated if L10 is more accurate. Considering both the carbonic acid
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dissociation constants and Br, the depth of the ASH can vary by as much
as 680 m based on the entire GLODAPv2.2022 database. Fig. 8 shows
representative sections for the major basins. The uncertainty is largest in
the Southern Ocean (south of 50°S) where pteropods are abundant
(Bednarsek et al., 2012) and shallow CaCOg dissolution rates are highest
(Feely et al., 2004). The uncertainty is also large in the North Atlantic
where the depth of the ASH exceeds.

2000 m (Feely et al., 2004) and cold water corals can be found above
the ASH (Garcia-Ibanez et al., 2021). In the North Pacific uncertainties
from the constants are insignificant for ASH, but in other oceans the
uncertainty range is generally 100-400 m. These calculations only
consider the uncertainty contribution from the constants and not mea-
surement uncertainty. Prior work has shown measurement uncertainty
in DIC and TA can contribute ~200 m of uncertainty to ASH (Patsavas
et al.,, 2015), meaning the estimates presented here are likely un-
derestimations of the overall uncertainty in ASH. The uncertainty has
significant implications for cycling of CaCO3 and contributes to our poor
understanding of its dissolution in shallow waters.

4. Conclusions

Over a broad range of temperatures, salinities, and pCO5 conditions,
the carbonic acid dissociation constants of Millero (2010) when using Br
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of Lee et al., 2010 and Schockman et al. (Submitted) when using Bt of
Uppstrom (1974) had the best performance in estimating pH; from TA
and DIC. However, other constants performed comparably (when using
Brof Lee et al. (2010)) and no set was always (or even mostly) internally
consistent within the pH; measurement uncertainty (~0.0030) across all
conditions tested. Each set of constants performed well under some
conditions, but poor under others. When considering the uncertainties in
the fits of the constants we contend that the results imply that, with a
few exceptions, all of the constants are statistically indistinguishable and
much of the differences can be attributed to residuals in the fits. How-
ever, the lack of broad internal consistency means that significant and
non-negligible differences exist and often prevent measurements and
calculations from being equivalent, hindering inter-comparability,
especially when different sets of constants are used. Such disparity
prevents many calculated pH; values from obtaining climate quality
levels. The calculations are particularly biased at pCO, values between
~500-800 patm (at ~22 °C) where pH; calculated from TA and DIC
overestimates measured pHy, indicating that many models are under-
estimating ocean acidification for the latter half of this century. A
reduction in the uncertainties in the carbonic acid dissociation constants
(i.e., improved precision), particularly pK»*, will be required to make
PH; calculations and measurements internally consistent at the climate
quality level. Uncertainties at salinities <20 are too large to draw any
conclusions indicating significant improvement in both measurements
and constants is required.

In agreement with prior work (Lee et al., 2010; Woosley, 2021a) the
use of the By concentration of Lee et al. (2010) generally produces more
internally consistent results and is recommended for most purposes. A
notable exception is when using the newly determined constants of
Schockman et al. (Submitted). Most constants tend to have a negative
ApH; implying the presence of a small, but non-negligible, amount of Ay,
but the constants of Schockman et al. (Submitted) run counter to that,
making these results inconclusive on the existence and importance of Ay.
An important caveat is that these experiments only used surface waters
and the presence or amount of Ay may vary by location and depth,
hindering the ability of these experiments to address this important
question. The disparate results for Bt further highlight the difficulty in
determining Ay as uncertainties between the two are often indistin-
guishable (Sharp and Byrne, 2021). Current literature disagrees on the
uncertainty in By (Fong and Dickson, 2019; Lee et al., 2010; Orr et al.,
2018). Improving or increasing certainty in the accuracy of Br is
required to address questions of Ay.

While pH; calculated from TA and DIC does not meet the analytical
requirements of many studies, calculations of TA or DIC from pH; and
DIC or TA respectively often do. Therefore, it is strongly recommended
that all future studies measure pH; rather than calculate it from DIC and
TA. Instead DIC or TA should be calculated if all parameters cannot be
directly measured. Models that calculate pH; from TA and DIC likely
underestimate ocean acidification for conditions expected in second half
of this century. The implications and solutions should be investigated.
We exclude making statements about fCO; calculations since measure-
ments were not made in these experiments, but other recent work has
explored this in field measurements (Garcia-Ibanez et al., 2022) and
uncertainty estimates suggest results would be similar in that un-
certainties in calculations of fCO, from TA and DIC are too large for
many purposes.

Not all carbon system parameters can be measured. Ancillary pa-
rameters, such as CaCOs3 saturation state, must still be calculated. Un-
certainties arising from the use of different sets of constants were
explored. Uncertainty in the depth of the aragonite saturation horizon
can be significant (>400 m) from the constants alone. Uncertainty in the
saturation horizon from measurement uncertainty can also be signifi-
cant (Patsavas et al., 2015), but was not considered here. This uncer-
tainty has important implications for cycling and dissolution of
particulate inorganic carbon. Studies that use Q, particularly when
distinguishing between dissolution and preservation of CaCOs, must
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consider the constants in estimating the uncertainty of the saturation
horizon, particularly in determining if and how much CaCO3 dissolves in
supersaturated waters.
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