Real-time Height-field Simulation of Sand and Water Mixtures

Haozhe Su Siyu Zhang Zherong Pan
haozhesu@global.tencent.com cuzhang@global.tencent.com zrpan@global.tencent.com
LightSpeed Studios LightSpeed Studios LightSpeed Studios
Los Angeles, CA, USA Los Angeles, CA, USA Seattle, WA, USA
Mridul Aanjaneya Xifeng Gao Kui Wu
ma635@cs.rutgers.edu xifgao@global.tencent.com kwwu@global.tencent.com
Rutgers University LightSpeed Studios LightSpeed Studios

New Brunswick, NJ, USA

&/

GGRAPH
SIA 2023

NEY | 12 - 15 DEC

Seattle, WA, USA

Los Angeles, CA, USA

Figure 1: Flush: The sand letters and logo are washed away by the flow.

ABSTRACT

We propose a height-field-based real-time simulation method for
sand and water mixtures. Inspired by the shallow-water assumption,
our approach extends the governing equations to handle two-phase
flows of sand and water using height fields. Our depth-integrated
governing equations can model the elastoplastic behavior of sand,
as well as sand-water-mixing phenomena such as friction, diffu-
sion, saturation, and momentum exchange. We further propose an
operator-splitting time integrator that is both GPU-friendly and sta-
ble under moderate time step sizes. We have evaluated our method
on a set of benchmark scenarios involving large bodies of heteroge-
neous materials, where our GPU-based algorithm runs at real-time
frame rates. Our method achieves a desirable trade-off between
fidelity and performance, bringing an unprecedentedly immersive
experience for real-time applications.

CCS CONCEPTS

« Computing methodologies — Physical simulation.
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1 INTRODUCTION

Water and sand are both ubiquitous in our daily life. Many peo-
ple have likely enjoyed the experience of playing with sand at the
beach, where damp sand retains its shape, allowing for the creation
of intricate sandcastles, only to be washed away by the powerful
forces of the waves. Replicating these phenomena is a challenging
research topic. Although significant progress for offline applica-
tions [Gao et al. 2018a; Tampubolon et al. 2017] has been made over
the past decade, we are still missing these phenomena in real-time
applications, such as video games.

Several directions of research have contributed to the maturity
of high-quality 3D simulation of sand and water mixtures. Widely
used multi-physics simulation algorithms employ the meshless
methods, which use particles to represent materials with different
attributes or phases, such as Smoothed Particle Hydrodynamics
(SPH) [Alduén and Otaduy 2011; Lenaerts and Dutré 2009; Ren et al.
2021; Yan et al. 2016; Yang et al. 2017], Discrete-Element Method
(DEM) [Bell et al. 2005], and hybrid SPH-DEM [Bell et al. 2005;
Rungjiratananon et al. 2008; Wang et al. 2021]. However, these
methods become intractable when we need to handle billions of
particle-particle interactions in large-scale 3D scenarios. To miti-
gate the computational cost, hybrid Eulerian/Lagrangian methods,
such as the Material Point Method (MPM) [Daviet and Bertails-
Descoubes 2016; Gao et al. 2018a; Klar et al. 2016; Tampubolon et al.
2017], are naturally more efficient due to the interactions between
particles being handled on a coarse Eulerian grid, while the dy-
namics are traced in Lagrangian space using particles. Although
significant efforts have been made to accelerate both SPH and MPM
methods via GPU parallelization [Gao et al. 2018b; Goswami et al.
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2010], hierarchical [Solenthaler and Gross 2011], or advanced nu-
merical algorithms [Wang et al. 2020], dealing with large-scale sce-
narios still requires millions of particles, making them intractable
for real-time applications.

Regarding real-time applications such as games, trade-offs have
to be made between fidelity and performance in order to fit the
computation into low-end desktop machines. There has been a body
of research works on real-time fluid simulation techniques based
on simplified governing equations, including reduced-order mod-
els [Treuille et al. 2006], Wave Equation [Jeschke and Wojtan 2017;
Yuksel et al. 2007], and Shallow-Water Equations (SWE) [Chentanez
and Miller 2010; Layton and van de Panne 2002; Thurey et al. 2007].
Recently, the shallow water assumption has been further applied
to simulate dry granular flows efficiently [Zhu and Yang 2010]. A
key component in all these techniques is dimension reduction. In
particular, the (S)WE equations use 2.5D height-field-based data
structures to reduce the number of decision variables by several
orders of magnitude. However, all these works are focused on a
homogeneous material model, and none of them can simulate the
interaction between multiple phases, which, up-to-date, is only
possible via full 3D modeling.

In this work, we propose the first height-field-based real-time
framework to simulate sand, water, and their mixture. Inspired by
2.5D sand simulation [Zhu and Yang 2010], our method derives
a depth-integrated 2.5D governing equation that allows the mod-
eling of the well-studied elastoplastic behavior of sand, as well
as sand-water-mixing phenomena, on top of the existing shallow
water framework. We present a novel spatial-temporal discretiza-
tion scheme for our governing equations and use operator-splitting
to handle each force term, including water diffusion, external fric-
tion, internal elastoplastic force, and momentum exchange between
sand and water. We introduce a piecewise linear function to de-
fine the relationship between sand cohesion and saturation. We
further adopt an asynchronous update routine to improve the per-
formance. Putting together, our method allows GPU-friendly simu-
lation of large-scale sand-water scenarios at real-time frame rates.
We demonstrate our approach with various sand-water coupling
phenomena. We summarize our contributions as follows:

e A 2.5D governing equation for sand-water mixtures.

o A grid-based elastoplastic formulation for sand.

o A piecewise linear saturation control function.

o A semi-implicit operator splitting discretization scheme.

2 BACKGROUND

In this section, we briefly review previous works on sand simulation,
sand-water mixture, and height-field simulation methods.
Particle-based sand simulation needs to model millions of indi-
vidual grains, and the straightforward way is to model the sand
as interactions between individual particles [Luciani et al. 1995].
Following this direction, researchers introduced several approaches
to handle the interaction between sand particles, e.g., Discrete-
Element Method (DEM) [Bell et al. 2005], Smoothed Particle Hy-
drodynamics (SPH) [Alduan and Otaduy 2011; Benes et al. 2006],
hybrid SPH-DEM approach [Bell et al. 2005], and Projective Peri-
dynamics [He et al. 2018]. Recently, Takahashi and Batty [2021]
proposed a monolithic pressure-friction-contact solver to simulate
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rigid bodies’ two-way interactions with continuum granular ma-
terials. The major drawback of particle-based methods is the high
computational cost of detecting and handling particle-particle inter-
actions, which can be intractable in large-scale 3D scenarios with
billions of particles.

Hybrid Lagrangian/Eulerian sand simulation is naturally more
efficient in handling the interactions between particles in Eulerian
space while tracing the dynamics in Lagrangian space. Zhu and
Bridson [2005] modified the Particle-in-Cell (PIC) method to sim-
ulate sand as an incompressible fluid with frictional stress, which
is extended later with a unilateral variational constraint [Narain
et al. 2010]. By allowing particles to carry more attributes such
as deformation gradient, the Material Point Method (MPM) has
been demonstrated to reproduce realistic visual effects for sand
simulations [Daviet and Bertails-Descoubes 2016; Klar et al. 2016].
Yue et al. [2018] also introduced a hybrid method to efficiently cou-
ple a continuum material point simulation with a discrete element
simulation. Unfortunately, even accelerated by the GPU [Gao et al.
2018b], the Hybrid Lagrangian/Eulerian method still cannot meet
the requirements of real-time applications.

Eulerian-based simulation typically has a lower memory cost with
higher performance than the particle-based method due to fewer
degrees of freedom. It is a prevalent method for simulating materials
in games, such as stable fluids [Stam 1999]. Koike et al. [2020]
accelerated the Eulerian fluid simulation with an asynchronous
time integrator. Levin et al. [2011] developed an Eulerian solid
simulation method with contact, which was extended later to couple
deformable objects with incompressible fluids [Teng et al. 2016].
Even using the grid, it takes minutes to solve the fluid and solid
dynamics, which makes it impossible to deploy in games.

Sand-water mixture can be modeled by treating water and sand
as particles of different types, phases, or materials. Several coupling
frameworks have been proposed to model interactions between
fluids and granular materials, e.g., SPH-DEM [Rungjiratananon
et al. 2008] and unified SPH [Lenaerts and Dutré 2009; Ren et al.
2021; Yan et al. 2016; Yang et al. 2017]. Recently, Wang et al. [2021]
also introduced a capillary model to capture various soil-structure
destruction phenomena under the SPH-DEM framework. Tampub-
olon et al. [2017] used a two-grid MPM to discretize the water and
sand continuum equations. Similarly, Gao et al. [2018a] solved the
momentum exchange between fluid and sediment through two
background grids. Our method borrows a similar idea to simulate
water and sand using different background height fields and ex-
change the momentum between these two fields.

Height-field simulation is a popular approach to accelerating
3D simulation in real-time applications such as games. Benes and
Forsbach [2001] introduced layered representation for terrain ero-
sion simulation, which was later extended in [St’ava et al. 2008]
to achieve interactive modeling. Fei et al. [2019] also proposed
a shallow water-style approach to address non-Newtonian fluids
along the hair strand. Sumner et al. [1999] deformed the ground
surface to model sand, mud, and snow, and [Onoue and Nishita
2005] extended this idea by adding rigid body interactions for non-
physical editing. Layton and van de Panne [2002] first introduced
Shallow Water Equations (SWE) to the computer graphics commu-
nity, which included a 2D velocity field in addition to the water
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columns. Since waterfalls or overturning waves cannot be repre-
sented by a 2D height field, phenomena that can be simulated using
SWE are limited. Thurey et al. [2007] resolved breaking waves by
generating and evolving proxy patches, and [Chentanez and Miiller
2010] introduced particles to the SWE system for waterfalls. Later,
the 3D grid, height field, and particles were combined into one
system for large-scale water with details [Chentanez et al. 2015].
Hagen et al. [2005] addressed complex irregular boundaries in SWE
with a finite volume method. The height field simulation idea was
also utilized by Zhu and Yang [2010] to simulate sand as a surface
flow. Recently, Zhu et al. [2021] modeled dry granular flows by
depth-integrating three-dimensional governing equations along
its vertical direction, yielding the Shallow Sand Equations (SSE).
This work extends SSE wtih an elastoplastic internal force and a
coupling scheme for sand-water mixture.

3 PHYSICAL MODELS

In this section, we first introduce the layered height field for repre-
senting sand-water mixtures, then describe the governing equations
for the two phases, and finally introduce the two-way coupling.

3.1 Layered Height-field Representation

Our representation is based on the shallow assumption [Randall
2006], i.e., the vertical scale along the z-axis is negligible as com-
pared with the horizontal scale so that 3D governing equations can
be depth-integrated to eliminate the vertical velocity. We use h and
v to denote height and velocity fields, respectively. We also use
h(x,y) and v(x,y) to indicate the height and velocity at location
x = (x,y), where x and y denote horizontal axis-wise components.
For brevity, we ignore the parameters without confusion. (See Ta-
ble 1 for a complete notation list.)

Our framework uses a discrete layered height-field model that

unifies the representation of different materials, as illustrated in Fig. 2.

The fluid can flow freely above the sand while its movement is im-
peded by the grains when inside the sand. Due to the significantly
different dynamics between the water phases, the water column
is divided into pure water and mixed water with sand. In terms of
sand dynamics, we simulate the entire sand column without con-
sidering the vertical variations and only count the external kinetic
friction against the bottom of the sand and the top of the terrain.
In summary, our framework contains four height fields:

o Terrain H, the underneath static ground;

e Sand h®, the granular materials;

e Pure water h", the part of water above the sand;

o Mixed water 1", the part of water submerged under sand.

We make the following assumptions to achieve real-time per-
formance. First, sand and mixed water can reside immediately on
top of the terrain. Second, pure water can reside on the terrain or
mixed water but not on sand. Note that both sand and water in
our framework have a constant density over the domain, i.e., p* for
sand and p* for water. Third, different phases, including sand, pure
water, and mixed water, can carry different velocities. Throughout
the paper, we use superscripts s, w, and w to denote the sand, pure
water, and mixed water phases, respectively. Finally, we also as-
sume the mixed water is exactly the part of water submerged under
the sand, i.e., mixed water height is an induced variable defined
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Figure 2: The four phases in the geometric setup of our height-field
simulation of sand-water mixture. Pure water h™ resides on top of
and applies pressure forces on mixed water h" and sand phase h*.

by sand and water height, ™ = min(h"™ + h", k%), where h" + hY

represents the height of the entire water column.

3.2 Two-layer SWEs

Due to the shallow water assumption [Randall 2006], the conser-
vation of mass and momentum leads to the following single-layer
SWE governing equation [Bridson 2015]:

Dh Dv

— =-hV.v, —=-¢Vn+

Dt pr = 9T
where h is the water depth, H is the terrain height, D/Dt represents
the material derivative, n = H + h is the water level, g is gravity,
and a is an external acceleration. However, our water is divided
into pure and mixed phases, so we apply the conservation of mass
for the two phases separately, leading to:

DhY
D_ = —hWV . VW, (1)
t
Dh% _ n _
— =—-h"V.-v¥ +¢,;V-VhY, (2)
Dt d

where V - V is the Laplace operator for modeling the diffusion of
water in porous media [Iaffaldano et al. 2006] and cy is the diffusion

Table 1: Notation. X could be sand, mixed water or pure water.

Quantity Description

hX Layer height of X

vX Layer velocity of X

F Deformation gradient
0/R Rotation angle/matrix
P Stretch matrix

H Terrain height

n Water level

u Upwinding flux

Ce Momentum exchange rate
cq Diffusion rate

p~ Mass density of X

Co, €1, €2, P1, P2, 3
X

[V -t
XS e

™

a—b

X

Piecewise linear function parameters
Momentum-exchange-driven acceleration on X
Diffusion-driven acceleration exerted upon X
Internal-force-driven acceleration exerted upon X
Friction-driven acceleration exerted upon X
Momentum exchange from a to b
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rate. Regarding the conservation of momentum, we follow the two-
layer SWEs [Salmon 2002], given by:

DvY _
— =—gV(H+R"Y+hY) +a', 3
Dt gV ( ) A (©)
DvV - _ _
e —gV(H+h" +h") +a} +ayp, 4)
where a*  indicates the acceleration caused by momentum ex-

M _
change and the superscript x can be w or w. 2, indicates the ac-

celeration caused by mixed water diffusion, which only happens
within the granular media between mixed water and sand.

3.3 Height-field Sand Simulation

We borrow the recent progress in SSE [Zhu et al. 2021], where the
frictional term af; is added to the equation of momentum conserva-
tion to model the external sand-ground friction. The sand phase is
also subject to two additional terms: the internal elastoplastic force
a’; between sand grains and the momentum a’ exchanged from
the mixed water phase. Put together, the conservation of mass and
momentum in SSE yields:

Dh® = BV VS, (5)
Dt

D S w

th :—gV(H+hS+/;—ShW)+af8+a}+a5M, (6)

where the term p"'/p*h" expresses the pressure of pure water on
the sand phase, accounting for the difference in their densities. We
detail the various external force terms below.

3.3.1 External Frictional Force. The frictional force fg damps the
relative motion between sand and the terrain underneath, which is
opposite to the movement direction and proportional to the normal
contact force f¢ between the two. Applying the Coulomb’s law, we
have fg = —ugfov and fo = pSh® — pWh", where v = v¥/||v®|| is
velocity direction, y is the frictional coefficient, and the second term
in f arises from buoyancy. Indeed, the lifting force from water
decreases the normal force, thus the friction.

3.3.2  Elastoplastic Internal Force. To model the internal friction
between sand grains, we use the Drucker-Prager model [Klar et al.
2016] to represent the relation between the shear and normal
stresses of the sand as a continuum. To capture the cohesive ef-
fects of the saturation, we adopt modified Drucker-Prager yielding
condition [Tampubolon et al. 2017]:

__ 1 wer
o = F(F) WF s
where o is the Cauchy stress, F is the deformation gradient, and ¢
is the elastic energy density adopted from Klar et al. [2016]. cf and c¢
model the friction and level of cohesion between grains, respectively.
c¢ is a function of water saturation level ¢ in the sand, approximated
by the volume fraction of water in the mixture: ¢ = (h¥+h")/(h"+
h" + h®). Following the shallow assumption, the vertical velocity
is negligible and we only keep track of the horizontal deformation
gradient field F € R?*?, which evolves according to: DF/Dt = VyVF.
Finally, the depth-integrated elastoplastic internal force f; reads:

_ [ (hoxx) a(hsaxy) a(hsayx) a(hsa—yy)
fI - ( ox + dy ox + oy '

o— I

tr(o)
d

cetr(o) +

< Cc(‘ﬁ),
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The momentum contribution from the external friction force and
elastoplastic internal force will be averaged on the whole column
of sand as ag = fg/(p°h®) and ay = f7/(p*h°).

4 Pendular Funicular

Capillary

cc

€o

0 ¢ @2 #3 ¢
Figure 3: A piecewise linear function is adopted to model c.(¢)
regarding the change of saturation states of wet sand.

3.3.3 Saturation States of Wet Sand. Dry sand has specific repose
angles; however, adding a small amount of water makes the sand
more cohesive, while adding a large amount of water makes the
sand collapse. Microscopically, with the increase in water content,
the morphology of the water phase in the sand can be categorized as
pendular, funicular, and capillary [Wang et al. 2018]. In the pendular
state (usually the level of saturation is less than 10%), isolated water
bridges are formed between grains and produce attractive forces
that raise the cohesion significantly. With the increase in water
content, the water bridges begin to coalesce with each other to
form liquid clusters and reduce the capillary force slightly. This
is canceled out by the extension of rupture distance and leads to
constant capillary cohesion. When the sand and water reach the
capillary state of full saturation, the cohesion is reduced to about
zero. We model this phenomenon using a piecewise linear function
as illustrated in Fig. 3:

co +¢—Clg;f°, if 0<¢<¢

c1+ (9 - ¢1)¢i§:;;1, ifgr < ¢ < g2
cc(¢) = ds—¢ .

sz, 1f¢2§¢§¢3

0, if ¢ > .

3.4 Sand and Fluid Coupling

We consider the coupling between sand and fluid in two ways:
diffusion and momentum exchange.

3.4.1 Diffusion. Water can diffuse to the neighboring space within
wet sand, leading to additional mass and velocity exchange. As men-
tioned in Sec. 3.2, mass diffusion is modeled by the term ¢4V - VA"
in Eq. 1,2. Similarly, the acceleration caused by the depth-integrated
velocity diffusion within the porous sand can be described as:
a% = ¢ (V- V(R"v™)) /h™, where c, is the user-defined diffu-
sion rate.

3.4.2 Momentum Exchange. Momentum exchange happens when
water and sand flow through each other and is modeled as the
additional acceleration term in the momentum conservation Eq. 6.
Considering a mixed water column A" collocated with a sand col-
umn h°, the amount of momentum exchange is:

MS—»VV — _MW—>S — cehﬁl(vs _ Vv_\/)’
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where c, is the exchange rate and M " ~$ is the amount of momen-
tum transferred from mixed water w to sand s phase per unit time
and horizontal area.

A second type of momentum exchange can happen due to our
two-layer shallow water assumptions. Since h" is an induced vari-
able of total water height A" + h" sand height h*, some parts of
mixed water can become pure water and vice versa. As the two
water phases carry different velocities, there must be momentum
exchange between them, which is formulated as:

_ _ s . s =
MWV = oMWY = pw(max(a{?[ ,0)v" +min( 2 ,O)VW),

where the formula in the bracket is essentially an up-winding
scheme for selecting velocity according to height field flow di-
rection. The acceleration caused by the momentum exchange will
be averaged over the whole column of the sand, pure water, and
mixed water, respectively, giving: a’ = MW= [(pShS), ay =
MW—)W/(pwhW), and aWM — (Ms—w'v + MW_)W)/(pwhw).

4 NUMERICAL ALGORITHM

In this section, we describe our spatial and temporal discretization
scheme for the governing equations. For spatial discretization, we
use a Marker-and-Cell (MAC) [Harlow and Welch 1965] grid to
store each height field, i.e., height and deformation gradient are
stored at cell centers, and velocities v* 2 (u*,v*) are stored at
face centers. We use the subscript i, j to denote the i, jth cell center,
and the fractional index indicates the face center, i.e., i + 1/2, j
indicates the east face center of the i, jth cell. We also use Ax and
At to denote the cell size and the time step size, respectively. For
temporal discretization, we adopt the splitting scheme. It has been
pointed out in [Chentanez and Miiller 2010] that the conservation of
mass is visually more crucial than the conservation of momentum.
To improve the stability of our scheme while maintaining visual
quality, we use conservative discretization for mass exchange. Such
conservative update can be conveniently implemented on a typical
MAC grid using the up-winding advection scheme [Chentanez and
Miiller 2010].

4.1 Fluid Time Integration

Our fluid time integration algorithm is based on the splitting scheme
consisting of the following steps.

4.1.1 Diffusion. We use the finite difference scheme to discretize
the Laplacian operator and explicit Euler for time integration, re-
sulting in the following discrete-time mass diffusion equation:

W W At (pw W W W
hi'; < h}'; +ca Ax2 (hify;+ R+ R + By

—4h}").

For the cell neighboring the domain boundary, we use the Neumann
boundary condition Vah" = 0, where subscript n denotes the
normal direction at the boundary. We further set out-of-bound h"
to be equal to the value of its nearest neighbor. The above scheme is
clearly a conservative discretization of Dh" /Dt = ¢4V - VAY. The
induced momentum exchange is discretized in the same manner,

leading to the following update rule for u":

_ i NI _ _ o )
w w w w w w w w
Upriyaj < Uigryaj T 6d Ax? (ui+1,j(hi+3/2,j - hi+1/2,j) - ”i,j(hi+1/2,j - hi—l/z,j)

—hw

h ;+1/2,j—1))’

w w w w w
il ey (Piaage g = Bivya) = Yinya-1/2 (Piaaz

and a symmetric equation applies to o ™. Since momentum does not
need to be exactly conserved, we approximate face-centered height
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and cell-centered velocity with bilinear interpolation, so the above
equation is a non-conservative discretization of Dv" /Dt = a%,

4.1.2  Height Integration. We use a predictor-corrector scheme to
discretize the mass conservation equation Dh* /Dt = —hV - v* and
time integrate the water height-fields h*. In particular, we first use
the following conservative up-winding advection scheme [Chen-
tanez and Miiller 2010] (predictor) to update " and h™ separately:

h:j - h;:j + % (wi+l/2,j(h*) - 'ui—l/z,j(h*))
4 AL (Ui oo () = Uy (),

where % can be w or w with up-winding flux U (h) defined as:

™

*\ _ * * sk *
Uisr);(h7) = max(qu/z’j, O)hi’j + mm(uiﬂ/z,j, 0)hi+1’j,
*

* * * o
Ui jr1)2(h™) = max(vi’jﬂ/z, O)hi,j + mm(”i,j+1/2’ O)hz,j+1'

Such predicted height-field is not final because water can flow
from pure to mixed phase and vice versa, which will also induce
momentum exchanges between the two phases. Such momentum
exchanges take the following form:
M%) s < Gr [max(min(hw +RY.BS) — BV, o)uW] s
+2 [min(min(h"th, ) - h"”,o)u”"“] ,
i+1/2,j

where a symmetric equation applies to [MWHW] After com-

i,j+1/2°
puting the momentum exchange, our corrector updates mixed water

height-field via the induced equation: A" « min(h"™ + h", h%).

4.1.3  Velocity Integration. Once we compute the momentum ex-
change between two water phases, we can update the velocity as
Dv*/Dt = —gV(H+hY +h") + aj‘w For time discretization, we
first use the non-conservative, but unconditionally stable Semi-
Lagrangian advection scheme to update the velocities. We then
explicitly update velocities by taking the gradient of the water
height field into account as:

[H+hw +hw]i+1,j - [H+hP +hw]i‘j
Ax ’

* * *
Uijag TUijey + Atlay lija; — Atg

and the case with v*

i j+1)2 1s symmetric.

4.2 Sand Time Integration

Similar to the fluid phase, we time integrate the sand phase using a
splitting scheme, consisting of the following four steps.

4.2.1 Height Integration. We begin by re-using Eq. 7 to update the
sand height-field, i.e. setting * to s.

4.2.2 Deformation Gradient Evolution. To apply elastoplastic in-
ternal force, we need to evolve F and then evaluate stress-induced
acceleration a y from F. However, we found that the internal force is
much stiffer than other form terms, potentially leading to unstable
simulation. To stabilize our simulation, we adopt the rotation-strain
representation proposed in [Pan et al. 2015]. Specifically, in order
to avoid stability issues caused by direct interpolating deformation
gradient, we first perform a polar decomposition, s.t., F = RP, where
R is a rotation matrix, while P is a symmetric matrix. Since we only
consider 2D deformation gradient, R is a 2D rotation, and we can
safely rewrite it as a rotation angle 6. In summary, F is equivalently
represented as 6 and P. Our main idea is to advect 8 and P separately
and then reconstruct F.
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Specifically, we first decompose F into § and P. We then use con-
servative up-winding advection scheme to discretize D(h6)/Dt = 0
and D(hP)/Dt = 0 as in Eq. 7. Notably, unlike the velocity advected
via semi-Lagrangian, we use the conservative advection scheme
for the deformation gradient, which is again conveniently doable
due to the MAC grid storing F and v at the cell and face center,
respectively. Conservative advection incorporates the height of the
sand, so taller sand columns (larger sand mass) are more resistant
to external impacts. After updating 6 and P, we can reconstruct F
and use it to calculate the internal acceleration asI (F). Finally, we
update sand velocity as well as deformation gradient via:

Vv + Atai_ (F), F < F+AtVyxVv°F.

4.2.3  Velocity Integration. We next integrate the sand velocity
according to Dv*/Dt = —gV(H + h* + p'h™/p®) + a’, , which is
time discretized in the same way as for the water, i.e., we first use
Semi-Lagrangian advection to account for material derivative and
then explicitly update sand velocity according to:
W TUinyay + Atl@y livja -
Atg [H+hs+%hw]i+1z;[H+hs+%hW]i,j ’

and symmetric equations apply to the v* component. In the above
equation, the acceleration due to momentum exchange between
the mixed water and the sand can be calculated via:

s Ce W/ S w
a — - < [AY (W - u™)|. ..
[ M]i+1/2,j pShs [ ( )]l+1/2,]
This, in return, corrects the mixed water’s velocities as:

w WA R s oy
Uin1/aj Uiv1/a,; ~ D owpw [@yJiv1/2,)-

w

3 S
The case with [aM]i,jH/z and 0} 12

is, again, symmetric.

4.2.4  Applying External Frictional Force. The frictional force can

be treated as an external force according to the maximal dissipation

principle. We first interpolate both A* and h" at each face center

and then clamp the velocity via:

SpS_ whw

lag lisizj = ﬂg[%]ﬁl/z,j
V7412, 1-A71a3 sz

A P )

M . to the face center and the case with v°¥

We then assign Uir1/2f ij+1/2

is symmetric.

4.3 Simulation Scheme of Fluid and Sand
Mixtures

Due to the stiffness of the sand’s internal force, a much smaller time
step size is required to advance the sand. Thus, we can adapt the
amount of computational effort applied to each simulated species.
More specifically, we simulate the water species with a large time
step, assuming sand is non-existent. We then simulate sand species
T steps with 1/T of the water time step. The outline of our sand-
water mixture simulation is summarized in Algorithm 1.

Implementation Details. During initialization, we set the rotation
angle 6 and the stretch matrix P of all cells occupied by sand as
zero and identity matrix, respectively. While shallow water equa-
tions can be solved to obtain velocities inside the occupied area,
velocity and deformation gradient on the untracked side of the
surface are needed for accurately advecting quantities of interest

Haozhe Su, Siyu Zhang, Zherong Pan, Mridul Aanjaneya, Xifeng Gao, and Kui Wu

using the semi-Lagrangian method and calculating the internal
elastoplastic force. To this end, we extrapolate data of interest by lo-
cating the untracked cell and face centers that neighbor the tracked
ones. We then compute the average tracked values within the 3 X 3
neighborhood and assign them to the untracked ones. If a cell is
neither tracked nor adjacent, we can safely reset its physical quanti-
ties, i.e., setting the rotation angle to zero and the stretch matrix to
the identity matrix. The outline of our sand-water mixture simulation
is summarized in the supplemental material.

Algorithm 1 Sand-water mixture simulator

1: Diffuse_Mixed_Water >4.1.1
2: Integrate_Water_Height >4.1.2
3: Integrate_Water_Velocity >4.1.3
4: fori«— 1toT do
5: Integrate_Sand_Height > 4.2.1
6 Integrate_Sand_Velocity > 423
7 Project_Deformation_Gradient >3.3.2
8 Evolve_Deformation_Gradient >4.2.2
9: Compute_Momentum_Exchange >4.1.2
10: Apply_Frictional_Force > 4.2.4
11: end for
5 RESULTS

We evaluate our sand and water mixture model via a CUDA imple-
mentation, where the results are rendered in real-time with OpenGL.
All timings are measured on a 3.0 GHz Intel Core i9-13900K CPU,
NVIDIA GeForce RTX 4080 GPU with 16 GB Memory. In this sec-
tion, we first use several examples to test the necessity of each
component in our method, followed by a few complex examples.
We closely follow the results of the levee wall from the previous
multi-species work [Tampubolon et al. 2017] to determine the val-
ues of @1, P2, and ¢3 for all the simulations in our paper. The levee
wall collapses when the saturated water is about half its height,
which indicates ¢3 = 0.33. We choose ¢; = 0.2 and ¢, = 0.25.

Saturation. We first demonstrate sand with different saturation
levels in Fig. 4 and show that sand can behave quite differently based
on saturation. With a low saturation, the dry sand is fully supported
by external friction and forms the angle of repose. With the increase
of saturation, the force from the water bridge between the grains
dominates, and the sand can preserve its shape under gravity. When
sand and water reach the capillary state of full saturation, the sand
collapses since the cohesion is reduced to about zero.

Elastoplastic Internal Force. The “Castle” demonstrates the ne-
cessity of our elastoplastic internal force in Fig. 5. In particular,
we would like to emphasize that there is only friction force in the
previous shallow sand work [Zhu et al. 2021]. Unfortunately, the
low external friction force cannot hold the castle’s shape, while
the high friction force immobilizes and prevents the castle from
deforming. With the presence of elastoplastic force, the castle can
be pushed forward by the water while largely holding its shape.

Single- vs. Two-layer SWEs. The division of water into two layers
is imperative due to the contrasting behaviors exhibited by these two
water types. As demonstrated in Fig. 6, the single-layer model assigns
the same velocity to the water above and within the sand. However,
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the water above the sand, which does not make contact with the sand
and is expected to flow freely, experiences sluggish movement due
to the interaction between mixed water and sand. In contrast, our
two-layer SWEs facilitate the rapid flow of pure water, situated above
the sand and unaffected by its presence.

Flush & Canyon. Fig. 1 shows a bunch of sand letters and icons
washed away by the water. Fig. 7 demonstrates an example of three
sand dams in the canyon flushed by the flow, in which sand, water,
and terrain are all represented as the height map. Thanks to our
real-time frame rate, the supplemental video shows a real-time
demo where the user can dynamically add dunes and water.

Seepage. Fig. 8 shows the water from the right inlet slowly erodes
the dam. Our comprehensive framework enables the generation
of diverse phenomena by finely tuning the momentum exchange
rate and friction. When employing a low exchange rate and fric-
tion, water can swiftly penetrate the sand, resulting in its collapse
alongside the flowing water. As we raise the exchange rate and
friction, the sand becomes more resistant to collapse, yet water still
seeps through its structure. By employing a high exchange rate
and friction, the sand effectively acts as a barrier, impeding the
passage of water. As we progressively raise the water level, the dam
eventually breaks due to internal seepage erosion, and the landslide
creates interesting textures in the debris flow.

Performance. Our method can be easily parallelized on a GPU
and achieve a real-time frame rate. Table 2 gives the percentage
of the simulation times used for different operations as well as
the total computation time per step for scenes tested in the paper.
T indicates how many sand updates are followed by one water
update step. Over 70% of the simulation time is spent on two oper-
ations, deformation gradient projection, and boundary conditions
update. The deformation gradient update takes multiple CUDA ker-
nel passes to first extrapolate 6 and P and velocity at the boundary
faces and centers, then perform matrix SVD decomposition, and
finally update and project deformation gradient matrices. Boundary
condition update happens before almost every operation to deter-
mine the boundary type so the following kernels can process them
accordingly. To avoid the performance impact caused by additional
CUDA-parallel-reduction and CPU readback required by enforcing
the CFL condition, we follow the rules of thumb in the production
to not enforce CFL. Instead, we employ velocity clamping to ensure
a constant time step size, thus maintaining optimal performance
without compromising computational efficiency.

Rendering. Specifically, we employ three N X M height meshes
for water, sand, and terrain, respectively, where N and M refer to
the length and width of the 2.5D simulation domain. In each frame,
we transfer the computed water and sand height data from the
simulation to 2D OpenGL texture buffers and smooth the data with
3 X 3 Gaussian filter. These buffers are utilized as heightmaps to
perturb vertices on water and sand meshes during rendering. We
further incorporate a screen space ambient occlusion (SSAO) pass
and a shadow pass before rendering the water and sand from a
top view to a framebuffer. For sand shading, we use a real-time
shading model [Edwards 2013] that considers diffuse, rim light,
ocean, specular, and glitter reflection. Moreover, to differentiate
between sand with different saturations, we use the saturation value
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to interpolate between dry and wet sand colors. The water color is
also interpolated between shallow and deep water colors based on
the water depth. To compute water reflection and refraction, we
deploy a ray-marching technique within the 2D water/sand height
texture. When the ray hits the ground, we fetch the color from the
previous top-down framebuffer. We also transfer the water velocity
field from the simulation to the shader as a flow map to distort the
normal map in the flow direction [Vlachos 2010].

Table 2: Performance breakdown

Castle Spring Dam Break Seepage Flush Canyon

. X 512 1024 512 512 1024 600
Resolution }T 1024 1024 512 1024 1024 800
Time step size 0.009  0.012 0.045 0.015 0.027 0.03
Async coefficient T 3 3 3 3 3 3
Diffuse & integrate water 1.2% 1.7% 1.4% 0.9% 1.3% 0.8%
Integrate water velocity 1.1% 1.1% 2.0% 1.0% 0.9% 0.9%
Integrate sand height 3.8% 4.0% 3.0% 2.8% 4.0% 3.0%
Integrate sand velocity 6.2% 4.8% 6.7% 6.2% 5.2% 4.8%
Project deformation grad. | 40.5%  44.5% 44.1% 40.5%  45.5%  38.4%
Evolve deformation grad. 5.7%  5.4% 8.9% 6.0% 5.7% 5.2%
Compute momentum ex. 6.1% 8.4% 6.7% 7.4% 6.7% 6.2%
Apply frictional force 2.1% 1.8% 2.8% 2.1% 1.9% 1.8%
Update boundary cond. 33.5%  28.2% 24.6% 33.1%  28.6% 38.9%
Avg. time per step (ms) 0.73 2.16 0.46 3.54 2.04 0.61

6 CONCLUSION

We have presented a real-time simulation framework for the wa-
ter and sand mixture. Our framework is based on height fields
representing different phases, including sand, water, and mixed
water. Our method achieves a great tradeoff between fidelity and
performance, which can be an excellent technique for interactive
applications. Our framework formulates the external frictional force
and elastoplastic internal force of sand based on the grid and also
handles the water/sand coupling via diffusion and momentum ex-
change. The whole system can be time integrated efficiently us-
ing a semi-implicit operator splitting discretization scheme. We
also demonstrate that our proposed system can be implemented
efficiently on the GPU to simulate various water-sand mixture
scenarios.

Our approach shares the limitations of the Shallow Water Equa-
tions, including two key factors: 1) the vertical length scale must
be significantly smaller than the horizontal length scale, and 2)
the accurate handling of vertical variations in velocity and force is
challenging. Consequently, our method is unable to capture phe-
nomena such as vertical layered flow, particle-laden flow, and sharp
features accurately. Apparently, with the height field representation,
we do not consider the sand deformation gradient changes along
the vertical direction. It would be helpful to consider that vertical
change in the future to simulate the castle with very sharp walls.
Its potential to generate novel visual effects for sand animation within
interactive frameworks, however, is curtailed by the inherent visual
expressiveness of the height-field method. Addressing this limitation
presents a compelling avenue for future research. Another interesting
future work would consider the change of the sand constitutive
model with the grain size.
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Figure 4: Piles: Sand is initialized in a cylinder and the simulation runs until the sand reaches a stable state. The final pose is shown in the
sub-figures. With different saturation levels, the cohesive force that holds the sand together increases with a higher saturation level at first and
then decreases when the sand is overly saturated, while the external frictional force keeps decreasing as a result of enlarging buoyancy.

Low friction force High friction force Low friction force and elastoplastic force

Figure 5: Castle: To compare with the previous shallow sand method [Zhu et al. 2021], we demonstrate that using their frictional force only
approach, the sand is either dispersed when the frictional coefficient is small (left) or stays still when the frictional coefficient is large (middle).
Our internal elastoplastic force makes the sand be pushed forward while largely holding its shape (right).
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Figure 6: Letters: The sand “SIGGRAPH” letters are washed away by the water. The top is with single-layer SWE where the movement of water
on the top is impeded by the underneath sand, and the bottom is with two-layer SWEs.
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Figure 7: Canyon: Sand dams in the canyon flushed by the flow.
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Figure 8: Seepage: The water from the right slowly erodes the dam, which eventually breaks due to internal seepage erosion, and the landslide
creates interesting textures in the debris flow. From top to bottom, by increasing momentum exchange rate and friction, various phenomena can
be created, such as water leaking through the sand dam or sand behaving like a barrier before the collapse.
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1 STABILITY ANALYSIS

Accurate interpolation/extrapolation of the deformation gradient
F is crucial for stress calculation, and the naive approach of aver-
aging nearby deformation gradients can bring stability issues. In
the rest of this section, we will demonstrate the instability of direct
interpolation in the simple case of pure rotation. Suppose we only
consider pure rotation in 2D, in other word, the stretch matrix is a

2 X 2 identity matrix:
1 0
P= 1
5 2 o

We use Fy and F; to denote the initial and the final deformation
gradient, respectively. Suppose our goal is to estimate the defor-
mation gradient F in the middle of these two states. We have two
ways to interpolate the deformation gradient as:
(1) Direct interpolation F=(Fy+F)/2
(2) With polar decomposition We first apply polar decompo-
sition to both Fy and F;: Fy = RoPy = Ry, F; = R¢P; = Ry,
then we can obtain the corresponding rotation angle 6y and
0;. We interpolate the rotation angle by 6 = (6 + 0;)/2 and
reconstruct the full deformation gradient by

F (cos(@) —sin(@))

- sin(@) cos(@) @

Next, we prove that direct interpolation may introduce extra, un-
necessary compression via the following identity:
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F= E(F() +Ft)

_1 (cos(@o) +cos(f;) —sin(6y) — sin(@t))

~ 2 \sin(6y) +sin(6;)  cos(By) + cos(0;)
_ cos(6) cos(é) —sin(6) cos(é)
~ \sin(6) cos(é) cos(@) cos(é)

sin(0)  cos(0) 0 cos(0) ®)

Neessssrrrrmsssssstmm, sttt —
R P

_ (cos(?) —sin(@)) (cos(é) 0 )

where 0 = (6p+6;)/2 and 6= (60—0;)/2. The resulting deformation
gradient can be viewed as a stretch matrix P = cos(é)l, followed by
a rotation matrix R. From Equation 3, we can see that the rotation
angle is correctly interpolated. However, when 6y —0; # 2kx where
k is an integer, the objective is mistakenly compressed. In the worst
case (6p — 0; = m + 2lm, where [ is an integer), direct interpolation
results in F = 0, causing extremely compression and severe stability
issues. Figure 1 compares the interpolated results of two states using
direct interpolation on top as well as with polar decomposition at
the bottom.

2 ASYNCHRONOUS UPDATE

To further evaluate the method of our asynchronous update, we run
the same scene with different numbers of sand/water step ratios
and At = 0.004. As the “Spring” examples shown in Figure 2 demon-
strate, the asynchronous update can improve the performance by
13% and 20%, for T = 2 and 3, respectively, at the expense of minor
changes in the results. Notably, a substantial portion of the com-
putational time is allocated to the evolution of the sand, leading to
only a modest enhancement in overall performance. In particular,
we run the same scene with At = 107> as the baseline and measure
the Mean Absolute Error (MAE). We find the MAE of T = 2,3 to be
less than 2% compared with T = 1 on average.

3 COMPARISON WITH MPM

Eulerian-Lagrangian hybrid method, e.g., MPM [2], has been proved
to successfully simulate the dynamics of sand with high fidelity
at the cost of performance. To establish a comparative analysis
between our method and MPM, we initially employ our approach
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Figure 1: Comparison: In each sub-figure, the rightmost state is generated by rotating the leftmost state by 0, and the middle
states on top and at the bottom are the interpolated results of the leftmost and rightmost states using direct interpolation
(D.L) of the deformation gradient F, as well as with polar decomposition (P.D.), respectively. Direct interpolation introduces
extra compression and it is more and more severe as 0 approaches 180°, while with polar decomposition, the accurate angle is
calculated and the object size is preserved.

Baseline At = 10~° T =1, 2.69 ms per step T = 2, 2.33 ms per step T = 3, 2.16 ms per step

Figure 2: Spring: Water flows from the center and pushes surrounding sand away. The leftmost one is the baseline simulated
with At = 107° and the rest are with At = 0.004 and different sand/water update ratios T as 1, 2, and 3, respectively.

Initial state Stable state

MPM 8K MPM 500K Ours MPM 8K MPM 500K Ours

Figure 3: Comparison with 3D MPM: With the same runtime performance, our height-based sand model exhibits dynamics
similar to MPM but with more details. Ours uses a 1024> height-based field, while MPM has around 8K particles with a 64> grid
and 500K particles with a 256> grid, respectively.

to simulate a sand castle within a 1024 X 1024 domain, achieving a
computational time of approximately 1.8ms per step. Subsequently,
we utilize Taichi GPU MPM [1] to replicate the same scenario, with
a time constraint of 1.8ms per step, allowing for the utilization of
only 7833 particles with a 64° grid. Notably, both our method and

: o . 136 Gb 1.46 Gb
MPM do not impose the CFL condition. Figure 3 demonstrates that 1.34 Gb
our height-based sand model with the same runtime performance
0. 46 ms
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exhibits dynamics similar to MPM but with more details. In order

to obtain more details, we further increase the grid resolution and 0.31 ms
particle number of MPM to 256% and 500K, respectively, which N
needs 700ms per step.

Figure 4: Performance and memory usage for the “Dam
Break” example (top left) with different grid resolutions.
4 SCALABILITY
To test the scalability, we employ a "Dam Break" example with
different grid resolutions, 1282, 2562, 5122, and 10242, respectively.
Figure 4 shows our method can be easily scaled to a large scene with only takes 2.11 ms per step, which makes this technique accessible
small memory usage. More importantly, the one with a 10242 grid to real-time applications.
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