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The volume penalization (VP) or the Brinkman penalization (BP) method is a diffuse
interface method for simulating multiphase fluid-structure interaction (FSI) problems in
ocean engineering and/or phase change problems in thermal sciences and engineering.
The method relies on a penalty factor (which is inversely related to body’s permeability
k) that must be large to enforce rigid body velocity in the solid domain. When the
penalty factor is large, the discrete system of equations becomes stiff and difficult to solve
numerically. In this paper, we propose a projection method-based preconditioning strategy
for solving volume penalized (VP) incompressible and low-Mach Navier-Stokes equations.
The projection preconditioner enables the monolithic solution of the coupled velocity-
pressure system in both single phase (uniform density and viscosity) and multiphase
(variable density and viscosity) flow settings. In this approach, the penalty force is treated
implicitly, which is allowed to take arbitrary large values without affecting the solver’s
convergence rate or causing numerical stiffness. It is made possible by including the
penalty term in the pressure Poisson equation (PPE), which was not included in previous
works that solved VP incompressible Navier-Stokes equations using the projection method.
We show how and where the Brinkman penalty term enters the PPE by re-deriving
the projection algorithm for the VP method. Solver scalability under grid refinement is
demonstrated, i.e., convergence is achieved with the same number of iterations regardless
of the problem size. A manufactured solution in a single phase setting is used to determine
the spatial accuracy of the penalized solution. Various values of body’s permeability « are
considered. Second-order pointwise accuracy is achieved for both velocity and pressure
solutions for reasonably small values of x. Error saturation occurs when k is extremely
small, but the convergence rate of the solver does not degrade. The solver converges faster
as k decreases, contrary to prior experience. Two multiphase fluid-structure interaction
(FSI) problems from the ocean engineering literature are also simulated to evaluate the
solver’s robustness and performance (in terms of its number of iterations). The proposed
solver also allows us to investigate the effect of k on the motion of the contact line over
the surface of the immersed body. It also allows us to investigate the dynamics of the free

surface of a solidifying metal.
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1. Introduction

The volume penalization (VP) method, also known as the Brinkman penalization method belongs to the family of ficti-
tious domain methods—a field pioneered by Glowinski and colleagues [1-3]—that aim to reduce the numerical complexity
of solving partial differential equations (PDEs) defined over irregular domains by embedding them inside larger, regular do-
mains. In the fictitious domain approach, the governing PDE is extended to the larger domain and appropriate (volumetric)
forcing functions are used to account for the boundary conditions over the irregular boundary.

The VP method was originally developed by Arquis and Caltagirone [4] to simulate isothermal obstacles in incompress-
ible single-phase flows. In 1999, Angot et al. [5] provided convergence proofs and error estimates of the penalized solution
in terms of the penalty parameter. Inspired by Brinkman’s work [6], the VP technique treats solids embedded in a fluid as
porous media with extremely low permeabilities x << 1. The velocity boundary condition on the fluid-solid interface, which
is of Dirichlet type, is imposed through a volumetric feedback force that is inversely proportional to the body’s permeability
k. The feedback force is commonly referred to as the Brinkman penalty force. Due to the fact that both fluids and solids are
represented on a single Eulerian grid, the VP method can be implemented in parallel codes much more easily [7,8]. A num-
ber of extensions and improvements have been made to the VP method over the years due to its simplicity, robustness, ease
of implementation, and ability to handle complex geometries. Thirumalaisamy et al. [9,10] have recently extended the VP
method to allow spatially-varying Neumann and Robin boundary conditions over complex interfaces for advection-diffusion
PDEs. In their VP method [9,10], the parameter « has no physical relationship to the solid’s permeability, but rather is a
numerical diffusion parameter that ensures flux continuity across the interface. To achieve high-order (up to fourth-order)
spatial accuracy of the penalized solution, Kou et al. [11] used a combination of VP and high-order flux reconstruction
techniques in a discontinuous Galerkin framework. VP is also used to model phase change problems, but under a different
name, the Carman-Kozeny drag model [12,13]. In melting/solidification problems, a volumetric penalty/drag force is applied
to retard solid phase motion [13,14]. In literature, volume penalization is most commonly used to model fluid-structure
interaction (FSI). The technique has been extensively used to model FSI in incompressible single phase flows (uniform den-
sity and viscosity) [15-17]. The VP technique has also recently gained popularity in modeling multiphase FSI, such as solid
motion in incompressible gas-liquid flows. In Bhalla et al. [7], water entry/exit problems were simulated and hydrodynamic
loads were calculated for solid bodies slamming into air-water interfaces. Khedkar et al. [18,19] modeled FSI and optimal
control of wave energy converters. Sharaborin et al. [20] combined the VP method with a volume of fluid approach to model
the prescribed motion of rigid bodies in gas-liquid flows. Bergmann used the VP method to investigate the hydrodynam-
ics of a dolphin jumping out of water [21]. In addition, there are some alternative methods for modeling multiphase FSI
that are worth mentioning. In recent years, sharp interface cut cell methods have been proposed to simulate solid-liquid-
gas flows [22,23]. They have the advantage of conserving mass and resolving three-phase triple points over VP methods.
These methods also employ discontinuous interface tracking methods, such as the volume of fluid method to truncate the
air-water interface at the solid surface. This is different from a fictitious domain/VP method that employs a continuous
representation of the air-water interface, whose implications are discussed in Sec. 6.1 of this article. The implementation of
cut cell methods requires more work, especially when considering three spatial dimensions, and special care must be taken
when addressing non-prescribed motions of solid bodies and the intersection of multiple phases [23].

In spite of the fact that the VP method has been extensively studied to understand the accuracy of the penalized solution,
there is no study (to our knowledge) that proposes efficient solvers for the volume penalized Navier-Stokes equations,
particularly when the system becomes stiff as k — 0. Several studies have treated the Brinkman penalty term explicitly [24,
25] (i.e., using the prior time value of the penalty force) or via an operator-splitting approach [26,15,27,8] (i.e., accounting
the penalty force separately in a substep), but this limits the time step size At and/or x values in order to avoid numerical
stiffness/instability. An interesting linearization-based technique was recently proposed by Kou et al. [11] to treat the stiff
penalty term in an implicit-explicit manner in the context of volume penalized compressible flows, which allowed the
authors to take x one to two orders of magnitude lower than needed in an explicit treatment. As we aim to develop solver
technology for arbitrary small « values (e.g., four orders lower compared to that required in an explicit treatment) for
incompressible flows in this paper, we do not discuss the explicit and operator-splitting approaches further. This is needed
in situations like modeling phase change problems, where it is necessary to experiment with increasingly large values of
«~1 in order to find out what is large enough to obtain physically correct phase change dynamic. Similarly, for multiphase
FSI problems « controls the contact line motion over the immersed surface, as demonstrated in this work. To alleviate the
aforementioned issues related to numerical stiffness and instability, the stiff penalty term can be treated implicitly, and this
is commonly accomplished by solving the penalized system using projection solvers in literature. Bergmann and Iolla [16]
describe the projection method to solve the volume penalized single-phase incompressible Navier-Stokes (INS) system, and
more recently, Sharaborin et al. [20] have extended and described the projection approach for volume penalized multiphase
flows. Prior works [16,20] have employed an incorrect projection algorithm to solve the volume penalized INS equations,
which is corrected in this study.

An alternative to the projection solver is the monolithic velocity-pressure solver, which does not split velocity and
pressure degrees of freedom. Monolithic flow solvers are believed to be computationally inefficient compared to velocity-
pressure split solvers such as the projection solver. Griffith [28] and Cai et al. [29] point out that this is a misconception, and
that the coupled velocity-pressure system can be solved as efficiently as the projection method. Moreover, the monolithic
approach does not suffer from order of accuracy reductions caused by operator-splitting or artificial boundary conditions
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Fig. 1. Solidification of liquid aluminum in presence of gas phase. As the liquid aluminum solidifies a pipe defect appears due to the volume shrinkage effect.
The effect of the permeability parameter k¥ = e At/(p°) on the solidification dynamics is shown. Based on the results of this simulation ¥ = At/(100 p3) or
lower is suggested for this class of problems. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

that are required in the projection algorithm. In 2009, Griffith proposed to use an inexact projection solver as a precondi-
tioner for the GMRES/FGMRES solver to solve the single phase INS equations monolithically and efficiently. Cai et al. [29]
extended the projection preconditioner approach to the variable density and viscosity INS system in 2014. The authors
considered periodic, free-slip, and velocity boundary conditions for the multiphase solver in their work [29]. Later in 2019,
Nangia et al. [30] demonstrated that the multiphase projection preconditioner can also handle spatially and temporally
varying traction boundary conditions. Based on the success of using projection method as a preconditioner for the coupled
velocity-pressure system, this work extends the technique to volume penalized single and multiphase INS systems. The same
preconditioner can also be used to solve volume penalized low Mach Navier-Stokes equations. Low Mach volume penalized
systems, for instance, are used to model the melting/solidification of phase change materials undergoing volume changes
(i.e., velocity is not divergence-free) during the phase change process. An example of this can be found in the motivating
Sec. 2. It is interesting to note that some phase change problems can also be modeled under isothermal conditions; see for
example Ahlkrona and Elfverson [31] and Lofgren [32], who simulate glacier melting due to the shear thinning of ice. Unlike
Sec. 2, these works assume divergence-free velocity.

An obvious choice for the projection preconditioner (to solve the volume penalized INS system) is inexact versions
of the projection solvers of Bergmann and Iolla [16] and Sharaborin et al. [20]. An inexact solver solves the system of
equations only approximately, such as by using few iterations or setting a loose convergence tolerance. Empirical testing
shows, however, that the projection algorithms of [16,20] do not lead to robust convergence of the monolithic solver,
particularly when « is small. This is because prior projection algorithms have not taken into account the Brinkman penalty
term in the pressure Poisson equation (PPE). By re-deriving the projection algorithm for the VP method, we show how
and where the Brinkman penalty term enters the PPE. Using the correct projection algorithm, we are able to achieve
robust convergence of the monolithic multiphase flow solver, even when the value of x is very small. In addition, the
solver is demonstrated to remain scalable under grid refinement, i.e., the number of iterations required to converge remains
essentially the same regardless of the problem size. To test the spatial accuracy of the penalized solution, we consider a
manufactured solution for a uniform density and viscosity flow. A wide range of « values is considered in the test. For both
velocity and pressure solutions, second-order pointwise accuracy is achieved for reasonably small values of «. In the case of
extremely small «, error saturation occurs, but the convergence rate of the solver does not deteriorate. In fact, as k values
decrease, the proposed solver converges faster, contrary to prior experience [24,25,8,26,15], where the system becomes stiff
(difficult to solve) at small values of k. An additional test evaluates the solver’s performance (in terms of iteration count)
for a multiphase FSI problem with two- to three-order differences in density and viscosity. The convergence rates remain
robust in the multiphase case as well. Finally, the proposed preconditioner also allows us to study the effect of x on the
contact line motion over the immersed surface.

2. Motivation behind the proposed solver and preconditioner

The motivation behind the development of the preconditioner proposed in this work comes from our efforts to model
phase change problems involving melting/solidification of phase change materials (PCMs). Consider, for example, liquid
aluminum/PCM (blue color) solidifying in a cast in the presence of air (white color) as illustrated in Fig. 1. The computational
domain is taken to be a square of extents 2 € [0, 8 x 103]%, which is discretized into N x N = 256 x 256 uniform cells.
Temperature T is fixed on all boundaries at 0.5T; (T, = 933.6 K is aluminum’s solidification temperature), except at the
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bottom wall, where zero-heat flux is imposed. Initially, liquid aluminum has a temperature of 2T,;, whereas gas has a
temperature of 0.5T;,. The imposed boundary conditions cause solidification to begin on the right and left sides of the
domain. Solidification is not affected by the top open boundary (which is exposed to the atmosphere) since air has a low
thermal conductivity k (gas, liquid, and solid conductivities are taken to be k¢ = 6.1 x 1072, kX =91, and k% =211 W/m K,
respectively). Solid and liquid aluminum and gas have densities of p5 = 2700, p' = 2475, and p© = 0.4 kg/m?, respectively,
specific heats of C5 =910, C' =1042.4, and CS = 1100 J/kg-K, respectively, and viscosities of u" =S =1.4 x 1073, and
uC =45 x 107> Pa-s, respectively. Viscosity in the solid phase is fictitious and does not affect numerical results. The
surface tension coefficient between liquid aluminum and gas is taken to be y = 0.87 N/m. The latent heat of fusion/melting
of aluminum is L = 383840 J/kg.

The time evolution of the non-isothermal phase changing gas-liquid-solid system is governed by the equation of state,
and conservation of mass, momentum and energy equations that read as

Equation of state (EOS): p=p%4 (> = p%B+ (pt - p%Be, (1a)
. . D dB [do ,Do

Indicator advection: —=—— -V =8 —=0 1b

ndicator advection oL = do <8t +u a) B Dt , (1b)
1D S—pbh D

Mass/Low-Mach: V.ou= el Mﬁ—(p, (1c)
p Dt 0 Dt

- 3 (pu) :
Momentum: o +V-(pu®u) =-Vp+ V- [ (Vu+VuT)]+ pg— Agu, (1d)
_ 9 (ph)
Energy/Enthalpy: ot +V-(puh) =V - (kVT) 4+ Qgrc. (1e)

The EOS (Eq. (1a)) defines density in terms of: (i) an indicator function B that is defined to be 1 in the solid-liquid PCM
region and 0 in the gas region; and (ii) a liquid fraction variable ¢ that is defined to be 1 in the liquid, 0 in the solid, and
between 0 and 1 in the “mushy” zone. g is transported with the local velocity u (Eq. (1b)), whereas ¢ is defined to be an
explicit function of enthalpy and evolves with it. The indicator function g is defined in terms of a signed distance/level set
function o that satisfies the same linear advection equation as g; see Eq. (1b). The ¢-£ relation is derived in the Appendix
sec. A. More details on the novel low Mach formulation of the enthalpy method, its numerical implementation, and its
validation with an analytical solution to a two-phase Stefan problem involving jumps in density, kinetic energy, and specific
heat can be found in our recent work [33]. We note that the enthalpy 4 and temperature T of the system evolves due to
the boundary conditions and/or heat source/sink term Qgy; see Eq. (1e). Qg is taken to be zero for this case.

It is also instructive to provide a physical rationale for re-formulating the original enthalpy method! of Voller and
colleagues [13,34]) as a low Mach technique. The two phases—solid and liquid—that undergo phase change (melting and
solidification) are assumed to be incompressible. This means that the characteristic sound speed is infinite in both of these
media. It also implies that in the bulk of both phases, the Mach number of the flow is zero. The mushy region between all
solid and liquid phases is a very narrow area that is of the order of a few atomic/molecular diameters. Consequently, the
characteristic sound speed in the mushy region is expected not to deviate significantly from the bulk solid and liquid phases,
and it remains close to infinity. This ansatz allows us to employ a low Mach model to express density as a function of liquid
fraction that varies with enthalpy. Low Mach models also imply that variations in density do not affect the thermodynamic
pressure p. Additionally, the pressure variable p which appears in the momentum equation is mechanical in origin. It serves
as a Lagrange multiplier that enforces the kinematic constraint on the velocity field as written in Eq. (1c). Furthermore,
for problems that have an open boundary, such as the one considered in this section, the spatially-uniform thermodynamic
pressure remains temporally constant as well. For closed systems there is an additional term of the form dp/at that appears
in the right-hand side of Eq. (1e) that is zero in this case. We remark that although we call the new enthalpy method a “low
Mach” method, it is actually a zero Mach method. This is the common name for the class of models described by equations
such as (1a) and (1c). It is similar to how “low Reynolds number” is most commonly used to mean “zero Reynolds number.”

The momentum Eq. (1d) contains a volume penalization term Agu that retards any fluid motion in the solid region.

2
Here, Ag = Cd(]wﬁ is the Carman-Kozeny drag coefficient, ¢s = 8(1 — ¢) is solid fraction of the grid cell, and € is a
—Ps

tunable parameter that controls the strength of the permeability parameter x =¢€/Cq =€ At/(p°) in the solid region; small
values of € (or k) increase the drag force and retard the motion of solid. This particular choice of C4 = p5/At is based on an
inertial scale and will be explained later. Here, At is the time step size. « is usually chosen through numerical experiments
where one can start with € ~ @(10) or O(1) and gradually reduce its value until no further changes are discernible in
the solution or phase change dynamics. As an example, Fig. 1 shows the solidification dynamics of liquid aluminum using
€ =10,1,1072 in the permeability parameter «. Additionally, we also simulated the solidification dynamics with € =10~3;

1 The original enthalpy method considered matched density of fluid and solid phases. Barring the (temperature) advective term, the heat transfer equation
becomes decoupled from the fluid solver. As a consequence, the original enthalpy method focused primarily on the energy/enthalpy equation and ignored
its coupling (via density) to the momentum equation.
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Fig. 2. Percentage change £y in aluminum’s mass as it solidifies over time for different grid sizes. A uniform time step size At is used in the simulations.
For the coarsest grid N> =322, a uniform time step size of At =8 x 107> is employed, and for each successively refined grid At is halved.

the solidification dynamics remained qualitatively the same as in the € = 102 case. In the case of € = 10 and 1, the
solidification dynamics are incorrect—a lower value of drag force is not sufficient to prevent the gas-solid interface from
moving upon complete solidification, which occurs around t = 0.25 s in the simulation. However, lowering € to 102 or
below gives the correct dynamics, which has the solidified metal remaining stationary for t > 0.25 s. In addition, the low
Mach Eq. (1c¢) captures the volume shrinkage/pipe defect due to the density difference between solid and liquid metal
(p5 > pb). We also compute the percentage change in aluminum’s mass as it solidifies over time for different grid sizes.
It is computed as &y = W x 100, in which m(t) = fQﬁ[,oS(l — Q)+ ,0L<p] dQ is aluminum’s mass at time t and
mo =m(t = 0) is its initial mass when it is all liquid. As can be observed from Fig. 2, &y, decreases significantly under grid
refinement. For the finest grid N2 = 5122, the percentage mass change is approximately 0.62%.

At first, we were unable to go below € =1 without breaking the monolithic velocity-pressure solver; the linear solver
would take a large number of iterations (and long time) to converge, particularly at high mesh resolutions. This was because
our initial implementation of the preconditioner employed the projection algorithm suggested by Bergmann and Iolla [16]
for solving volume penalized Navier-Stokes equations. Later in this work, we demonstrate that the prior projection algorithm
does not consider the volume penalized term in the pressure Poisson equation (PPE), which leads to poor performance of the
solver.? For incompressible or low Mach systems, one can also use segregated velocity-pressure solvers instead of monolithic
ones (where issues related to incorrect/inaccurate PPE would remain “hidden”), but we advocate using monolithic solvers
since they have several advantages. This is discussed in Sec. 4.3. Monolithic solvers require robust preconditioners, and the
proposed preconditioner is an effective strategy.

In what follows, we explain the solution strategy for solving volume penalized equations by considering an isothermal
(no phase change) and incompressible multiphase system. It avoids the additional complexity associated with heat transfer
and phase change. There is no change to the coupled velocity and pressure linear system for low Mach and incompressible
Navier-Stokes equations, except for the non-zero right hand side of Eq. (1c).

3. Equations of motion
3.1. The continuous isothermal multiphase equations

Let © c RY represent a fixed region of space in spatial dimensions d = 2 or 3. The volume penalized incompressible

Navier-Stokes (INS) equations governing the dynamics of the coupled multiphase fluid-structure system are:
Jpu(x,t
% + V- (puX, H@u,t)=—-Vpxt)+ V- [u(Vax, )+ Vux,)7)] +f

—+

(Ub(x, t) - u(xs t)) ) (2)
V-ux,t)=0, (3)

which describe the momentum and incompressibility of a fluid with velocity u(x,t) and pressure p(x,t) in an Eulerian
coordinate system x € R%. Eqs. (2) and (3) are written for the entire computational domain €2. The domain  is further
decomposed into two non-overlapping regions, one occupied by the fluid—liquid and gas—Q (t) = €;(t) U Q¢(t) C 2 and
the other by an immersed body 25(t) C 2, so that @ = Q(t) U (). Fig. 3 shows the schematic representation of the
domain occupied by the three (air, water, solid) phases.

XX, t)
K

2 This foresight came after much struggle and time.
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(1)

(a) Continuous domain (b) Discretized domain

Fig. 3. (a) Two-dimensional computational domain € showing a body immersed in a fluid and interacting with two fluids. (b) Discretization of the domain
Q on a Cartesian mesh and values of the indicator function y (x,t) used to differentiate the fluid and solid regions in the fictitious domain volume
penalization method. Here, x (x,t) =1 inside the solid domain and y (x,t) =0 in liquid and gas domains. The liquid-gas interface I'(t) is tracked by the
zero-contour of o (X, t), while the zero-contour of v (x, t) tracks the solid-fluid interface Sy(t).

The right-hand side of Eq. (2) involves the Brinkman penalty force

,t
A1) = X(: ) (upx, £) — u(x, 6)) (4)

that imposes the structural velocity u, (X, t) onto the fictitious fluid contained within j(t). In this work, we consider u, to
be a rigid body velocity. The immersed body is treated as a porous region with vanishing permeability x < 1, and is tracked
using an indicator function ¥ (X, t) that is defined to be one inside €2;(t) and zero outside. In the limit k — 0, the Brinkman
penalty coefficient y /k — oo, and A becomes an unknown Lagrange multiplier that needs to be solved for. The Lagrange
multiplier formulation is not considered here and we refer the readers to Kallemov et al. [35] and Usabiaga et al. [36] for
a solution strategy to this problem. Here, we examine the case of finite, but small values of « that can make the system
of Egs. (2)-(3) stiff if treated explicitly or via operator-splitting. The density and viscosity fields vary spatiotemporally and
are denoted p(x,t) and w(x,t), respectively. In Eq. (2), f represents an additional body force term, such as gravity. The
rigid body velocity uy (X, t) in the solid region 2, (t) can either be prescribed or determined by the combined actions of the
hydrodynamic and external forces (e.g., gravity).

When describing multiphase flows, it is useful to introduce additional scalar fields, such as the level set/signed distance
function (SDF) whose zero-contour defines the two-phase interface implicitly [37,38]. To describe three phase solid-liquid-
gas flows, two level set functions are required: o (x,t) and ¥ (x,t). The level set function o (x,t) is used to demarcate the
liquid (e.g., water) and gas (e.g., air) regions, ; C Q and Qg C , respectively, in the computational domain. The zero-
contour of o defines the two fluid interface I'(t) = ; N Q. Similarly, the surface of the immersed body S, (t) = dVp(t) is
tracked using the zero-contour of the level set function v (x,t); see Fig. 3(b). The indicator function x(x,t) for the solid
domain is computed based on the level set function . The two SDFs are advected using the local fluid velocity:

ao
— -Vo =0, 5
o +u-Vo (5)
a
_a]f +u-Vy =0. (6)

The density and viscosity in the entire computational domain is expressed as a function of o (x,t) and ¥ (X, t) using the
signed distance property:

pPX, 1) =p(oX, 1), y(X,1)), (7)
X, t) = (o X, 0), ¥ (X, ). (8)

To maintain their signed distance property, both level set functions need to be reinitialized after each time step. To reini-
tialize o, the relaxation approach of Sussman et al. [38] is used to compute the steady state solution to the Hamilton-Jacobi
equation. This is explained in Sec. 3.4.2. For simple solid geometries (e.g., cylinder, sphere, wedge) ¥ can be reinitialized
analytically by using constructive solid geometry operators (i.e., the min/max operator) on primitive shapes [39].

3.2. Spatial discretization

The continuous equations of motion given by Egs. (2) and (3) are discretized on a staggered Cartesian grid. Without
loss of generality, we explain the spatial discretization in d = 2 spatial dimensions. Extension to three spatial dimensions
is analogous. A discrete Ny x Ny Cartesian grid covers the physical domain Q with mesh spacing Ax and Ay in each
direction. The bottom left corner of the domain is situated at the origin (0, 0). The position of each grid cell center is

then given by x; j = ((i+ %)Ax, G+ %)Ay), where i=0,...,Ny—1and j=0,..., Ny — 1. For a given cell center, xi_%,j =

(iAx, (J+ %)Ay) where i =0,...,Ny and j=0,...,Ny — 1 denotes the physical location of the cell face that is half a

6
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(a) 2D staggered Cartesian grid (b) Single grid cell

Fig. 4. Schematic representation of a 2D staggered Cartesian grid. (a) shows the coordinate system for the staggered grid. (b) shows a single grid cell with
velocity components u and v approximated at the cell faces (—) and scalar variable pressure p approximated at the cell center (e) at n time step.

grid space away from X; j in the negative x-direction. Similarly X j 1= ((i+ %)Ax, jAy), where i =0,...,Ny — 1 and
j=0,..., Ny denotes the physical location of the cell face that is half a grid cell away from X; ; in the negative y-direction.
The pressure is defined at cell centers of the staggered grid and is denoted by p} ; =p (xi,j. t"), where t" is the time at time
step n. Velocity components are defined at cell faces: u? 1= u (Xi,% i t”) and v’,?j 1=V (xi ji%,t”>. The components
-2 : =2 '
of the body force f= (fy, f2) are also defined at x- and y-faces of the staggered grid cells, respectively. The density and
viscosity are defined at cell centers of the staggered grid and are denoted by pf'; = p (xi j,t") and K= (xi,j,t"), and
are interpolated onto the required degrees of freedom as needed. Similarly, the phase interface is tracked via the level set
functions, which are also defined at cell centers and denoted by o', =0 (xij,t“) and ¥ =y (xij,t"). Fig. 4 shows the
JJ ij

staggered-grid discretization of €.

Standard second-order finite differences are used to approximate the spatial differential operators [28,29,40,41]. These
are briefly described here to facilitate the discussion.

The divergence of the velocity field u = (u, v) is approximated at cell centers by

D.-u=D*u+DYv, (9)
u., 1 .—U. 1
+5.] i—5,]
LT P —— L — 10
(Du) = (10)
V.. 1 —V.. 1
DYvy =2tz T2 11
(D7v)i,j Ay (11)
The gradient of cell-centered quantities (i.e., p) is approximated at cell faces by
Gp = (G"p,GYp), (12)
X _ bi,j—Pi-1,j
(Gp)yy == (13)
Di,j — Di,j—1
y —
(G v)i!j_% = Ay . (14)

The continuous strain rate tensor form of the viscous term is

] ) ) ] )
285 (030 + 3 (3t + udy)

. T —
V. [ (Vu+vuT)] = 2%(#%—;)+%(u%—§+u§—;) (15)
which couples the velocity components through spatially variable viscosity
(L;Lu);(_ % J
Lyu= (LIL“)Z];% (16)

The viscous operator is discretized using standard second-order, centered finite differences

e I 1 Akt 1 L B B B
Lyw? 4 .= Mi, j — Mi-1,j
1I=2.J  AX AX AX
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; 1 V. 1 1% 11—V 1
Vl,]+2 i—1,j+5 L,j—3 i-1,j—5 17
Ay | Hicditd " —Hi1j1 Ax (17)
L 2 CVig+d TVig-y o Vig-g T Vig-3
( uu)i 1= Mi, j Mij-1——————
J=3 Ay Ay Ay
L D Y-y T Vi-g . Vij-3 ~ Vi-1,j-4
Ax |2y Ax B A AX
1 ui+%,j_ui+%,]71 uif%,j_uif%,]fl
— | g1 i1 —Mi_1 i1 , (18)
AX 7:J—3 Ay 7:J—3 Ay

in which viscosity is required on both cell centers and nodes of the staggered grid (i.e., u; +1 ja] ). Node centered quantities

are obtained via interpolation by either arithmetically or harmonically averaging the neighboring cell centered quantities.
In three dimensions the viscosity is required on both cell centers and edges of the staggered grid. Arithmetic averaging is
more accurate (second-order accurate interpolation), whereas harmonic averaging provides a better convergence rate at the
expense of solution accuracy for solvers dealing with large contrasting material properties, such as density, viscosity, and
thermal conductivity. A discussion of this topic can be found in the classic CFD textbook of Patankar [42]. We have also
observed this in our previous work related to two phase flows [30]. In this work we use arithmetic averaging.

The linear operators described above are needed to fully discretize the continuous equations of motion. An additional
approximation to a variable-coefficient Laplacian is required for the projection preconditioner described in Sec. 4.3

WLy p)im | 1 Pini=Pij 1 Pij=Pi-1
ox PILj =7y Pyitl.j Ax Pyi-lj Ax
1 1 i iv1— Di i 1 o pe
+— Pij+1 —Pi,j Pi,j — Pi,j—1 ’ (19)
AY [ Pyijry Ay Pyij-} Ay

which requires sum of density and Brinkman penalty coefficient, denoted p,, on faces of the staggered grid ('Ox 1] and
Py i jix] in Eq. (19)). These can also be computed using either the arithmetic or harmonic averages of density from the two
adjacent cell centers. It is important to note that our formulation utilizes the interpolated face-centered density within the
preconditioner, which does not affect solution accuracy or stability as long as the linear system of equations converges. This
means that any suitable interpolation scheme for density works equally well for the preconditioner.

Evaluation of finite difference operators near boundaries of the computational domain requires specification of abutting
“ghost” values. We also use an adaptive mesh refinement (AMR) framework to reduce computational costs of 3D simulations.
For further details on the spatial discretization and boundary conditions on uniform and spatially adaptive grids, see our
prior work [30].

3.3. Density and viscosity specification

Smoothed Heaviside functions are used to transition between liquid-gas and fluid-solid interfaces I'(t) and Sp(t), respec-
tively> The material properties in the transition area are smoothly varied by using nes grid cells on either side of the
interface. As an example, to calculate a given material property 3, such as density or viscosity, the flowing phase property
(i.e., gas and liquid) is calculated first

~fl ~L G ~Ly 77l
flow — ot 4 (3¢ —ahHf9Y, (20)

and later correcting 31°V to account for the solid body by

= oS o (oW — 35 HPOY. (1)
Here, 3™ is the final scalar material property field throughout €. For the transition specified by Eqs. (20) and (21), the
usual numerical Heaviside functions are used:

3 Due to the scale of problems we are interested in, such as simulating wave energy converters and objects slamming into air-water interfaces, we do
not impose any contact angle condition at the three material points, since this does not affect the rigid dynamics and the hydrodynamic forces acting on
them. Furthermore, this detail also does not affect the spectrum of linear operators, which is the main area of concern for the preconditioner.
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0, 0j,j < —Neelis h,

rflow _ J 1 1 & b4 . ..

Hiyj =12 (1 + ”ce]lsha' j+ 7 sin (ncellshgl’])> s loijl < neensh, (22)
1, otherwise,
0, Vi, j < —Neensh,

Tybody _ 1 H ..

Hi,j =12 ( ”cellsh Vi, j + 5 sin (Tlcellsh Vi, ])) [¥i j| < neens h, (23)
1, otherwise,

in which h is a suitable measure of the cell size (e.g., Ax). By convention, we define o and ¢ to be negative (positive) in
the liquid (gas) and solid (fluid) regions. In all simulations performed in this study, the number of transition cells ngeys = 1
for both air-water and fluid-solid interfaces, unless mentioned otherwise.

The VP method is a diffuse interface method in which all quantities (pressure, velocity, etc.) vary smoothly over the
transition region (which is 2ncs wide in our model), and therefore, do not jump across the interface. In addition, the
transition region remains incompressible, since the same kinematic constraint is imposed on the velocity (Eq. (3)) in this
region as well. Diffuse interface methods differ from their sharp interface counterparts, such as the immersed interface
method [43,44] and the ghost fluid method [45], which assume the interface thickness is zero and explicitly impose jump
conditions for the quantities of interest.

3.4. Temporal discretization

A fixed-point iteration scheme with ncyqes cycles per time step is used to evolve quantities from time level t" to time
level t"t1 = t" + At. The cycle number of the fixed-point iteration scheme is denoted with a k superscript. At the beginning
of each time step, the solutions from the previous time step are used to initialize cycle k = 0: u"+1-0 = u?, p"+l O=p _%.
o110 =g and 1.0 = 4. The physical quantities at the initial time n =0 are prescribed via initial conditions. Unless
mentioned otherw1se, We Use Teycles = 2 in all of the test cases.

3.4.1. Level set advection
The two level set/signed distance functions o and  are advected using an explicit advection scheme as follows

Un+1,k+1 —oh

At + Q < I’H‘z I‘H—%ak) :O’ (24)
n+1,k+1 _ n
% 4o (un+%,k’ wn+%,k> —o. (25)

in which Q (-, -) represents an explicit piecewise parabolic method (xsPPM7-limited) approximation to the linear advection
terms on cell centers [28,46].

3.4.2. Mitigating mass/volume loss with the level set method

With the geometries considered in this study, we are able to reset the solid level set function ¥ (x,t) analytically. The
analytical resonstruction preserves the mass/volume of the body while not distorting v’s signed distance property following
the linear advection Eq. (25). In contrast, o cannot be reinitialized analytically after its signed distance property is disrupted
by the linear advection Eq. (24). To restore its signed distance property, a reinitialization strategy is required. Let &"+t!
denote the level set function following an advection procedure after time stepping through the interval [t”, t”“]. We aim
to reinitialize it to obtain a signed distance function ¢"*!. As proposed by Sussman et al. [38], this can be achieved by
computing a steady-state solution to the Hamilton-Jacobi equation

felez ~
¥+Sgﬂ(0)(||v¢||—1)=07 (26)
o(X,7=0)=0(X), (27)

in which we have dropped the n + 1 superscript because this process is agnostic to the particular time step under consid-
eration. At the end of a physical time step, Eq. (26) is evolved in pseudo-time t, which, at steady state, produces a signed
distance function satisfying the Eikonal equation ||V¢| = 1. Here, sgn denotes the sign of &, which is either 1, —1, or 0.
The discretization of Eq. (26) from the pseudo-time interval [z™, t™*1] yields

m+1
AT
in which Hg denotes a discretization of ||Vo| using the Godunov-Hamiltonian, and D;—L and Df denote one-sided dis-

cretizations of %i and g—; respectively. These are typically discretized using high-order essentially non-oscillatory (ENO) or

weighted ENO (WENO) schemes [47].

m
g + sgn (5i,j) [HG (D;O‘i.j, Dy oi j, D;O‘i’j, D;O‘i’j) - 1] =0, (28)
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It is well known that continually applying Eq. (28) will cause the interface to shift as a function of 7 [48], which will
eventually shrink closed interfaces and lead to substantial spurious changes in the volume of each phase. To mitigate the
spurious volume loss associated with Eq. (26), we employ second-order ENO finite differences combined with a subcell-fix
method described by Min [49]. Briefly, the subcell-fix method uses & to estimate the interface location (i.e., where & = 0)
by fitting a high-order polynomial and computing an improved estimate of the one-sided derivatives Df and Df from the
polynomial fit. A dimension-by-dimension approach is followed to fit the high-order polynomial. After iterating Eq. (28)
(using an appropriate time-stepping scheme, e.g., TVD RK2) to some desired convergence criteria, the level set function
o™ is updated, and the next physical time step is carried out. In the present work, we always reinitialize the level set
every time step and declare convergence when the L2 norm between subsequent pseudo-time iterations is smaller than
some tolerance (taken to be 1076 in the present work) or when a maximum number of iterations (taken to be 50) have
been carried out — whichever happens first.

All simulations that involve liquid-gas interfaces report percentage mass/volume changes. Additionally, a two-phase dam
break problem and two- and three-phase Rayleigh-Taylor instability problems are simulated in Appendix Secs. C and D,
respectively. We compare the percentage volume change of conserved phases with prior numerical studies that also employ
the standard level set methodology. Our level set method implementation achieves acceptable mass/volume loss, as shown
in the results. We note that mitigating mass/volume loss issues with the level set method is an active area of research;
see for example, Howard and Tartakovsky [50] who recently proposed a conservative level set method for N-phase flows
that preserves the volume of every phase simultaneously. Our current work focuses primarily on solving the stiff system of
equations that result from discretizing volume penalized multiphase flow equations. The proposed preconditioner is agnostic
to level set implementation details and applies equally to conservative level set and volume of fluid methods.

3.4.3. The discrete multiphase equations
The discretized form of the multiphase incompressible Navier-Stokes Eqs. (2) and (3) in conservative form reads as

i)ﬂ+1~,k+1 a Lk phun

4Ok oy, prthkt (LMu)n+%,k+1 Lk

At
)"(*n+l,k+l
+ (uz+1,k+1 _ un+1,k+1) ’ (29)
K
V. uTH-l.k-‘r] =0 (30)
in which C"*1:k = c(p"t1k u'+1.k) is the discretized version of the convective term V- (pu®u) and the density approxima-
tion i)”“’kﬂ is computed by integrating the (auxiliary) mass balance equation to achieve mass and momentum transport

consistency at the discrete level. The consistent mass/momentum transport scheme ensures the numerical stability of cases
involving high density contrast between solid, liquid and gas phases. This is discussed in greater detail in our previous
work [30].

The viscous strain rate in Eq. (29) is handled using the Crank-Nicolson (trapezoidal rule) approximation: (Luu)”
3 [(L,Lu)n-H’kJrl + (LMu)n], in which (L,Lu)thl = Vp - [u™1 (Vu+ VuT)*™1]. The newest approximation to the viscosity

utLk+1 s obtained using the two-stage process as described in Sec. 3.3.

+1k+1

3.4.4. Fluid-structure coupling
Next, we describe the Brinkman penalization term that imposes the rigidity constraint in the solid region, and the overall
fluid-structure coupling scheme. The Brinkman penalization term is treated implicitly and computed as

gLkl — X (ug+1’k+1 _ un+1,k+1) ’ 31)
K

in which the discretized indicator function ¥ =1 — TR is 1 only inside the body domain and defined using the structure
Heaviside function HP from Eq. (23). With Xcom denoting the position of the center of mass of the body, the rigid body
velocity up = U, + W; x (X — Xcom) can be expressed as a sum of translational U, and rotational W, velocities. The rigid
body velocities can be obtained by integrating Newton’s second law of motion

n+1,k+1 n
Uk —u

M rzfn-t-l,k Mg, 32
N + Mpg (32)

(W) T — (1, W, )"
At
in which My is the mass, I, is the moment of inertia, F is the net hydrodynamic force, M is the net hydrodynamic torque
and Mg is the net gravitational force acting on the body. Egs. (32) and (33) are integrated using an explicit forward Euler
scheme to compute UP 1T WiHTKHT gpg XLk 1n practice we employ quaternions to integrate Eq. (33) in the initial
reference frame, which avoids recomputing I, as the body rotates in a complex manner in three spatial dimensions.

:Mn+1,k, (33)

10
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The multiphase FSI simulations presented in this work consider immersed bodies with only one unlocked translational
degree of freedom. In a previous work [7], simultaneous free translation and rotational motions of the body have been
considered with the VP approach.

4. Solution methodology

4.1. Fully-coupled Brinkman penalized Stokes system

Solving for u™t1%+1 and p"+%”‘“ in Egs. (29) and (30) requires the solution of the following block linear system

1 oontlk+l | Tontlk+l 1y ntlk+ n+1.k+1
a4 + X —alu G||u _|fu (34)
-D- 0 pn+1,k+1 0 ’
in which p"*"*+1 and ¥"H16+1 — 1 H™Y are diagonal matrices of face-centered densities and body characteristic function

corresponding to each velocity degree of freedom, respectively. The right-hand side of the momentum equation is lumped
into fy, which reads as

1 1 5(4 n+1,k+1 Lk ‘ 1
f, = (Ep” + EL’LH> u" + (;) L S A2 (35)

The operator on the left-hand side of Eq. (34) is the time-dependent, incompressible staggered Stokes operator with an
additional Brinkman penalty term in the (1,1) block. We call this the Brinkman penalized Stokes operator or Stokes-BP
operator for short. In the next section, we describe the solution of Eq. (34) via the GMRES or flexible GMRES (FGMRES)
Krylov solver [51] that is preconditioned with an inexact projection solver.

4.2. Projection solver for the Brinkman penalized Stokes system

The most popular approach to solving the incompressible Stokes system is the fractional-step projection method.
Bergmann and Iolla [16] solved the Stokes-BP system (Eq. (34)) using the projection solver by considering spatially uniform
density and viscosity in the domain. Recently, Sharaborin et al. [20] solved the Stokes-BP system for variable density and
viscosity flows. However, in both works [16,20] the pressure Poisson equation (PPE) did not include the Brinkman penalty
term X /«. Our tests suggest that including the penalty term in the projection algorithm ensures robust convergence of the
monolithic fluid solver, particularly when « values are small. To see how the penalty term appears in PPE, the algorithmic
derivation of projection method for variable density and viscosity Stokes-BP system is presented next. The special case of
spatially uniform density (and viscosity) is also discussed.

The Stokes-BP system of Eq. (34) can be succinctly written in the following form

Mx=Db

ENIHNEN 2

in which M denotes the Stokes-BP operator, A = L p" "1 *¥1 . Lynt1ktt _ 1y ntlk+l denotes the discretization of the

temporal, Brinkman penalty and viscous operator, X, and Xp denote the velocity and pressure degrees of freedom, and by
and b, = 0 denote the velocity and pressure right-hand sides.

Formally, the projection method can be derived by approximating the inverse of the Schur complement of the saddle-
point system Eq. (36). This is shown in the Appendix Sec. B. Algorithmically, in the first step of the projection method, an
intermediate approximation to u is computed by solving

AXy = by. (37)

Note that this approximation does not in general satisfy the discrete continuity equation i.e., —D - Xy # bp. This condition
can be satisfied by introducing an auxiliary scalar field ¢ and writing out a fractional timestep

(% + %) Xy —Xu) = -G, (38)
—D - Xq=hy. (39)
Multiplying Eq. (38) by
. XA\
oy = <p+ xK ) ’ (40)

11
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taking the discrete divergence D-, and substituting in Eq. (38) yields the density and Brinkman penalty-weighted Poisson
problem

_ 1 -
—(D-ple)qﬁ:—pr¢=—A—t(bp+D~xu). (41)
The updated velocity solution can be computed as

Xu =Xy — Atp,'Go, (42)

and that of pressure can be computed as

Xp = 6. (43)

The main difference between our projection method and that of Bergmann and Iolla and Sharaborin et al. is that we
include the stiff Brinkman penalty term X/« in the pressure Poisson Eq. (41) and the velocity update Eq. (42). This is a
small but a crucial detail that leads to robust convergence of the monolithic velocity-pressure solver, particularly when «
is small. In Sec. 7, we careful study the effect of the Brinkman penalty term on the solver convergence rate. Note that in
Bergmann and lolla [16] a variable coefficient Poisson solver was not used to solve the PPE. This is because for constant
density and without the Brinkman penalty p;] = %l trivializes to a scalar multiple of the identity matrix L

4.3. Projection preconditioner for the Brinkman penalized Stokes system

Although the Stokes-BP system of Eq. (36) can be solved using the projection method, we do not follow this approach
here. Instead we use the projection method as a preconditioner to solve the coupled velocity-pressure system. There are
several advantages to using the projection method as a preconditioner rather than as a solver. These are discussed in more
detail in Griffith [28] and Cai et al. [29]. Below is a summary of the main ones.

e The projection method solves the Stokes system by splitting the velocity and pressure degrees of freedom. The operator-
splitting approach requires specifying artificial boundary conditions for the velocity (Eq. (37)) and pressure (Eq. (41))
fields. This split affects the global order of accuracy of the solution [52]. For example, it is not possible to impose normal
traction boundary condition in the projection solver because this requires a linear combination of discretized pressure
and velocity variables. This combination can be accounted for in the (Brinkman penalized) Stokes operator M directly,
and the projection preconditioner can still use the artificial boundary conditions in the split velocity and pressure solves.
A preconditioner based on artificial boundary conditions does not affect the final outcome of the discretized system it
only affects the solver’s convergence rate. In Sec. 7.1 we consider a test problem with spatially-varying normal traction
boundary conditions. The projection preconditioner uses homogeneous Dirichlet and Neumann boundary conditions for
the pressure and normal component of velocity, respectively when the normal traction boundary condition is imposed.

e The projection solver is derived under the assumption that certain operators commute; see Appendix Sec. B for operator
commutations associated with the projection method. These assumptions are typically only satisfied by constant-
coefficient operators defined on periodic domains. There is an unavoidable commutator error associated with using
the projection method as a solver for variable-coefficient operators.

e Furthermore, using the projection method as a preconditioner is no less efficient than using it as a solver, as Griffith [28],
Cai et al. [29], and Nangia et al. [30] demonstrate.

It is relatively straightforward to use the projection solver discussed in Sec. 4.2 as a projection preconditioner. In this
approach, an outer Krylov solver (e.g., GMRES or FGMRES) is employed that generates a Krylov subspace by applying the ac-
tion of matrix M on vectors. When the Krylov solver is preconditioned with the projection solver, it also requires the action
of the preconditioner on residual vectors to get estimates on velocity and pressure errors. For the projection preconditioner,
the unknowns x, and xp defined in Eq. (36) should be interpreted as errors in velocity and pressure degrees of freedom,
respectively, and the right-hand side vectors by and by # 0 as residuals of momentum and continuity constraint equations,
respectively. The projection preconditioner computes the error in velocity (Xy) and pressure (xp) only approximately. This
is achieved by solving Eqgs. (37) and (41) in an inexact manner. Specifically, we solve the velocity and pressure subdomain
problems using a Richardson solver that is preconditioned with a single V-cycle of a geometric multigrid solver [53]. For
both velocity and pressure problems, 3 iterations of Gauss-Seidel smoothing are performed on each multigrid level.

For the first-order accurate projection method, the pressure solution can be approximated as Xp = ¢ as written in
Eq. (43); see Brown et al. [52]. In the presence of a spatially-varying viscosity, a more accurate approximation to the
pressure solution can be obtained as

Xp=(1-Atuly). (44)

in which p is a diagonal matrix of cell-centered viscosities corresponding to each pressure degree of freedom. The above
form of x; is derived by approximating the inverse of the Schur complement of the saddle-point system Eq. (36) as done in

12
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Fig. 5. Schematic of the 2D wedge slamming on an air-water interface.

Cai et al. [29]. Appendix Sec. B provides the derivation. In the projection preconditioner we update pressure using Eq. (44)
instead of Eq. (43). Note that in Cai et al. L, is the density-weighted Laplace operator, whereas in this work Ly, is the
density and Brinkman penalty-weighted Laplace operator (Eq. (41)).

5. Software implementation

The volume penalization algorithm and multiphase fluid solver described here are implemented within the IBAMR li-
brary [54], an open-source C++ software enabling simulation of immersed boundary-like methods with adaptive mesh
refinement (AMR). The code is hosted on GitHub at https://github.com/IBAMR/IBAMR. IBAMR relies on SAMRAI [55,56]
for Cartesian grid management and the AMR framework. Solver support in IBAMR is provided by the PETSc library [57-59].

All solvers and preconditioners have been implemented matrix-free to improve computational efficiency, especially on
dynamically adaptive grids. The only exception is the “bottom” solver of the geometric multigrid preconditioners, which
explicitly forms the A and Ly, matrices for velocity and pressure subdomain problems, respectively.

6. Validation of the multiphase VP method: Free falling wedge slamming into an air-water interface

As a validation case, we simulate the free fall of a two-dimensional and a three-dimensional wedge slamming against
an air-water interface. The top length of the 2D wedge is L = 1.2 m, which is positioned within a computational domain of
extents Q2 = [0, 10L] x [0, 5L/2]. The 3D wedge simulation is performed in a computational domain of extents £ = [0, 10L] x
[0,5L/3] x [0,5L/2]. The top surface of the 3D wedge is a square of extents L x L. The origin O of the computational
domains is at the bottom left corner; see Fig. 5. The initial coordinates of the lower-most vertex of the 2D wedge are
(X0, ¥o) = (5L,23L/12) and that of the 3D wedge is (Xo, Yo,2z0) = (5L,5L/6,23L/12). The wedge makes an angle of 25°
with the horizontal and its free fall height is As =13L/12. There is a distance of 5L/12 between the wedge vertical sides
and the lateral wall of the 3D computational domain. The depth of the water column is 5L/6 and the remainder of the
domain is occupied by air. We assume the density of water is p' = 1000 kg/m? and the viscosity is u* = 10~3 Pa-s. For air,
the density is assumed to be p® = 1.2 kg/m? and viscosity to be u& = 1.8x107> Pa-s. Wedge density is assumed to be p°
= 466.6 kg/m> and its fictitious viscosity u° is the same as that of water.

The computational domain for the 2D case is discretized into a uniform grid of size 1200 x 300, which corresponds
to 120 grid cells per wedge length. The uniform mesh spacing is Ax = Ay =0.01 m. A similar grid size in 3D would be
computationally very expensive; therefore, we employ an adaptive mesh refinement framework to keep the mesh resolution
high in only a few select regions. Among these are regions containing immersed bodies, air-water interfaces, and vorticity
of large magnitude. The 3D domain is discretized using £ = 3 grid levels with a refinement ratio n.f = 2. The mesh spacing
on the coarsest level is Axg = Ayg= Azp =0.04 m and on the finest level is AXmin = AYmin = AZmin = 0.01 m. A constant
time step size of At =6.25 x 107 s is used in both cases. As determined by a grid resolution study (see Fig. 12), the mesh
and time step size used are adequate to resolve the FSI dynamics of the freely falling wedge.

Figs. 6(a) and 6(b) illustrate the temporal evolution of the wedge’s vertical position and velocity, respectively. The results
are in good agreement with previous 3D volume of fluid simulations of Pathak et al. [60]* and experimental study of Yettou
et al. [61]. There is some mismatch between the 2D simulations and experimentally measured dynamics during later times.
In contrast, the present 3D simulation agrees better with the 3D simulations of Pathak et al. [60] and the experimental
results of Yettou et al. [61]. Fig. 6(b) illustrates how the vertical velocity of the wedge decreases as the wedge penetrates
the water and how it reverses directions due to buoyancy forces. Fig. 6(c) compares the vertical hydrodynamic force (viscous
and pressure forces) on the wedge surface over time for both 2D and 3D cases. Some differences are observed. A peak load
around the time of slamming (t ~ 0.52 s) can be observed in the figure. Fig. 7 shows the evolution of wake behind the
falling 2D wedge and the vortex shedding upon slamming. This type of wake has also been observed in experiments with
falling cones [62]. In Fig. 8 we show pressure in the domain at various times. As the 2D wedge impacts, a high pressure
region forms at its bottom tip. When the wedge penetrates further into the water, the high pressure region shifts to its
inclined surface. After a period of time, the pressure in the domain becomes hydrostatic (increases linearly with depth).

Fig. 9 shows the fluid-structure interaction of the 3D wedge case simulated using AMR at three distinct time instances:
(left column) density plot; (center column) mesh levels; (right column) shed vortex structures shown on a 2D slice of the

4 Pathak et al. also impose a contact angle condition at the three material points in their volume of fluid simulation.

13


https://github.com/IBAMR/IBAMR

R. Thirumalaisamy, K. Khedkar, P. Ghysels et al. Journal of Computational Physics 490 (2023) 112325

25 ; . . . 6
. \\ —Present - 3D o ==Present - 3D
\E/ 5 ! —Present - 2D E —Present - 2D
o o 3D Sim. - Pathak et al. == o 3D Sim. - Pathak et al.
-8 Experiment - Yettou et al. ;‘ Experiment - Yettou et al.
g 151 .—8
= g
< —_
131 <
5 £
= >
05 : ) : ) 2! . .
0 0.5 1 1.5 2 0 0.5 1 15 2
Time (s) Time (s)
(a) Vertical postion (b) Vertical velocity
15000
= —3D wedge
c —2D wed,
~ 10000 hid
1
It
L
=
U
£ 5000
=
0
0.5 0.6 0.7 0.8
Time (s)

(c) Vertical force

Fig. 6. Temporal evolution of a free falling wedge slamming against an air-water interface: (a) vertical position; (b) vertical velocity; and (c) vertical
component of the hydrodynamic force for 2D and 3D wedge case. The simulation results are compared against previous 3D volume of fluid simulations of
Pathak et al. [60] and experimental study of Yettou et al. [61].

domain taken at y = 5L/6. Initially, the finest mesh level captures only the air-water interface and the region around the
3D wedge. More fine mesh regions are dynamically generated when the wedge slams the air-water interface, so that larger
vortex structures shed in the air phase can be resolved accurately.

Fig. 10 shows the percentage volume (or mass) change for the liquid and gas phases in the 2D wedge case. The percent-
age error &y is defined as &, = W x 100, in which v(t) = [, How dQ is the volume occupied by the gas phase at time
t, and vo = v(t = 0) is its volume at the beginning of the simulation. The liquid volume/mass can be defined similarly. The
errors are below 1% and they decrease as the grid refines.

6.1. Choosing the right k value for the multiphase FSI model and its effect on the contact line

In both 2D and 3D wedge problems considered in this section, the permeability coefficient is taken to be x = At/pS ~
©(10~7). While this value is small, it does not approach machine precision. In the case of a small but non-zero value of
k, the Brinkman penalty term only weakly imposes the no-slip condition on the solid surface. Weak no-slip conditions
on solid surfaces can also allow fluid to penetrate into porous solids and wet them. It is also possible to observe this
wetting phenomenon in Fig. 11, which illustrates the temporal evolution of the zero contours of the fluid and solid level set
functions. When the wedge impacts the water surface, the liquid-gas interface deforms and conforms to the wedge shape.
Over time, the liquid-gas interface gradually wets the wedge to conserve mass and to achieve force balance (weight of the
wedge = buoyancy force). Once the system reaches mechanical equilibrium (when velocity is zero everywhere after a long
time), the air-gas interface flattens out and returns to its original shape.

Fluid leakage into an immersed structure is a common trait of immersed boundary (IB) methods that use penalty forces
to enforce no-slip conditions. Most IB methods in this category use delta functions proposed by Peskin; for a description
of the leakage problem for single phase IB methods see [63,64,35,65,66]. By lowering «k, it is possible to control flow
leakage within the Brinkman/volume penalization approach. However, this will make the system of equations stiff. For the
proposed preconditioner, the stiff system of equations is not an issue. The solver remains robust even at very low values
of k ~ ©(10712), as demonstrated in the next Sec. 7. Nevertheless, very small « values break a key assumption behind
the multiphase FSI model employed here: to conserve mass and to achieve force balance, we need the fluid to penetrate
the structure. Moreover, we need to relax the no-slip boundary condition for the tangential velocity components to avoid
singularities in tangential stress and pressure at the contact line. Considering the falling wedge problem, we can understand
the need for normal penetration of the fluid into the impacting wedge as follows:
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Fig. 7. Temporal evolution of free falling 2D wedge slamming into an air-water interface: (left) density and (right) vorticity generated in the range -100 to
100 s71.

The enclosed domain consists of liquid and gas phases at t = 0. As far as material mass is concerned, the wedge is
not present (recall that the structure domain is fictitious and the immersed body interacts only through the penalty term
in the momentum equation). Imagine that the wedge comes to rest after a very long time, and we have imposed the
no-penetration boundary condition perfectly throughout the simulation. For the tangential components of velocity we can
assume either a slip or no-slip condition for the purpose of this discussion. Eventually, the air-water interface will conform
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Fig. 8. Temporal evolution of pressure in the domain for a free falling 2D wedge slamming on an air-water interface.
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Fig. 9. Temporal evolution of a free falling 3D wedge slamming on an air-water interface using AMR: (left) density; (center) different mesh levels with the
coarsest level shown in red boxes and the finest level shown in blue boxes; and (right) vorticity generated in the air region shown on a 2D slice of the
domain at y =5L/6. Vorticity is in the range -50 to 50 s!.

to the wedge geometry (also called the “dry” contact line or the 180 degree contact angle condition), and both the stationary
water level and wedge will be in equilibrium. However, this implies that the wedge has displaced the liquid and placed air
in the region where it is submerged. At the stationary air-water interface comprising both horizontal and wedge-shaped
regions, the hydrostatic pressure level is the same. Physically, this is not possible as the horizontal and curved-down regions
of the interface are at different elevations. Instead, the method allows liquid and gas to penetrate the wedge, conserving
both phases’ mass and achieving the same (hydrostatic) pressure at the air-water interface. In the model, if x is not too
small, this mechanism is permitted. Fluid leakage also means contact angle conditions cannot be controlled directly, and
they emerge numerically from mass and force balance conditions. Our simulations demonstrate this in Fig. 11. Initially, the
contact angle appears to be 180 degrees. However, over time, the fluid penetrates into the porous solid at some numerical or
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Fig. 10. Percentage volume (or mass) change &, of liquid and gas as a function of time for the two-dimensional wedge case under grid refinement.
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Fig. 11. Evolution of the zero contours of fluid o (black line) and solid v (red line) level set functions.

apparent angle less than 180 degrees. A further discussion on the issue of fluid entering the immersed structure is provided
at the end of this section.

Based on empirical tests, k = At/p° represents a robust choice for multiphase FSI models. This results in a continuous
air-water interface near the triple points and within the solid, as well as converged FSI dynamics. In Fig. 12, we show the
convergence of 2D wedge velocity and position, and liquid-gas interface at three grid resolutions: coarse, medium, and fine.
Numerical instability occurs when « is lowered by a factor of 2 or more. In the simulations we observe a sudden large rise
in pressure and velocity magnitude at triple points when the wedge meets the air-water interface; very low « values do not
affect the stability of the simulations when the wedge is completely in the air phase. This is because the no-slip condition
for the tangential velocity components at the contact line leads to singularities in shear stress and pressure. Huh and Scriven
analyzed this situation analytically in their 1971 paper [67], where they considered a solid driven into phase B from phase
A (similar to the wedge problem considered in this section). The authors showed that the classical no-slip condition (for
the tangential velocity) breaks down as it leads to infinite stress and pressure at the contact line and remarked that “not
even Herkales [Hercules] could sink a solid if the physical model [i.e., the no-slip model] were entirely valid, which it is not.” As a
possible means to remedy this situation, Huh and Scriven suggest using a slip model (see Eq. 37 of [67]) in the tangential
direction, which is what the Brinkman penalty term is also doing. Furthermore, the authors in [67] also suggest relaxing
the no-slip condition in the normal direction, where they remark “Relaxing the normal component of the adherence condition,
Egs. [2] and [5], in the immediate vicinity of the contact line—to allow for fracture, for example-is another possibility, but seems to
demand slip anyway, along the fluid interface.” Thus, low but non-zero « values in the volume penalization approach allow
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Fig. 12. Grid convergence study for the free falling 2D wedge case: (a) vertical position; (b) vertical velocity; and (c) liquid-gas interface at two different
time instants. k = At/pS is used as the penalty factor. A uniform time step size of At =2.5 x 10~ s is employed for the coarse grid, which is halved for
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tangential slip and mass flux into the solid. The simulations presented in this section confirm Huh and Scriven’s theoretical
analysis. Multiple viewpoints (e.g., force and mass balance at the final equilibrium position and singularities in shear stress
and pressure) lead to the same conclusion that ¥ should not be taken too low. Further physical insights on the effect of «
on the contact line/angle are provided in Sec. 7.2, where we consider a different multiphase FSI problem (a rigid cylinder
heaving on an air-water interface).

Last but not least, we discuss the usefulness of our multiphase FSI model for certain classes of problems (e.g., wave
energy converters, water entry/exit of marine structures), despite the fact that a specified contact angle condition cannot
be directly imposed and that fluid penetrates the structure. For the former issue, at the scale of these ocean engineering
problems, the contact angle boundary condition, or for that matter, the surface tension force as a whole does not affect
the device/structure dynamics. As a concrete example, let’s consider the water entry of the wedge simulated in this section.

The structure length scale is L = 1.2 m, whereas the capillary length scale is [ /m ~ 2.7 mm. The structure is
~ 500x larger than the capillary length. The grid resolution that we used (same as that of Pathak et al. [60], who impose
static contact angle conditions [the validity of this assumption is questionable during the dynamic phase of impact] over
the surface of the impacting wedge) to capture the rigid body dynamics of the wedge is Ax=Ay = Az=0.01 m or 10
mm, which is 4x larger than the capillary length scale. Now imagine that the wedge comes to rest after a long period
of time and the entrained air near the contact line has either dissolved or escaped. In this scenario the static contact
angle condition becomes valid. Assuming the wedge is metallic (hydrophilic surface with Os,tic = 60° < 77 /2) the air-water
interface/meniscus will rise by a height of I. cot(6static) ~ 1.55 mm, which is ~ 777x smaller than the wedge dimensions,
and falls in the subgrid scale (~ 10x smaller than the cell size). In more practical ocean engineering problems, marine
structures typically span a length of 25 - 500 m. Therefore, it is computationally unfeasible/impractical to resolve capillary
length scales/triple points along with structure and wave dynamics. Furthermore, the dynamic contact angle conditions
under these highly turbulent and unsteady conditions are not well known/studied.

Regarding the issue of fluid penetrating the structure, technically speaking, this should not happen. If this happens it
means that some fluid is taken from the surrounding reservoir. For ocean engineering problems, the reservoir volume is
very large in comparison to how much fluid penetrates the structure. Fluid-structure interaction is typically not affected
by this. There are specialized numerical techniques (e.g., cut cell methods) that prevent this from happening [22,23]. These
methods also employ discontinuous interface capturing methods like the volume of fluid method to truncate the air-water
interface on the surface of the body. The VP method employing the level set method assumes the air-water interface is
continuous which does not truncate on the structure surface. It remains a future endeavor to develop a VP/fictitious domain
method that (i) does not permit fluid from entering the structure; (ii) satisfies mass balance and momentum equations; (iii)
imposes a specified contact angle condition; and (iv) keeps the air-water interface continuous/smooth. To summarize, the
current multiphase FSI model can only be used for problems that do not depend critically upon imposing a specific contact
angle condition (i.e., problems with length scales much larger than the capillary length scale), and where the reservoir
dimensions and volume are much larger than those of the structure. As a final note on the multiphase FSI model, there
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Fig. 13. Schematic of the computational domain. Here, g = —p + Z;Lg—; = sin(x) sin(y) — 2 cos(x) cos(y) is the imposed normal traction on the top and

bottom boundaries. For the top boundary n= (0, 1) and for the bottom boundary n= (0, —1).

have been several studies in the literature which have ignored contact angle conditions at material triple points, and have
allowed the liquid-gas interface to penetrate/exist within the solid region; see for example [68-70,20,21,71]. In [69] the
authors mention that “In the present work, we assume that the solids are filled with a “virtual” fluid with density and viscosity equal
to the largest among all fluids in the domain.” In [20] the authors show the penetration of the liquid-gas interface into the
initially dry solid for their coupled volume of fluid and Brinkman penalization approach. And in [71] the authors show
the air-water interface passing through a floating buoy/energy harvester in a numerical wave tank. A coupled level set and
immersed boundary method (similar to the VP method) was used in [71].

7. Results and discussion

In this section, we consider two nontrivial test problems to demonstrate the efficacy of the projection preconditioner
to solve the coupled velocity-pressure system written in Eq. (36). In the first problem, a uniform density and viscosity
flow is considered in a complex domain. Using the method of manufactured solutions, we compute the spatial order of
accuracy of the solution (u and p), and monitor the number of iterations the outer FGMRES solver takes to converge with
decreasing values of k. In the second case, we study the free-decay of a rigid cylinder heaving on an air-water interface. The
heave displacement of the cylinder is compared against literature to assess the accuracy of the FSI solution. The number of
iterations taken by the Krylov solver to converge are monitored for this case as well. In contrast to the first problem, the
density and viscosity of the three phases (solid, liquid, gas) differ by orders of magnitude in the second problem.

In the tests, the outer FGMRES solver is deemed to be converged if a value of 10~ or below is reached for the norm of
the relative residual

_lirll _ IIb—Mx]|
[CTRY

For velocity and pressure subdomain problems, the inner Richardson solver (that is preconditioned with a single multigrid
V-cycle) is set to use only a single iteration. We remark that if the preconditioner employs a fixed number of Richardson
iterations (as considered here, which is equal to one), then it is also possible to use the more memory-efficient GMRES
solver as the outer Krylov solver. However, here we report the convergence rate of the FGMRES solver (which requires
roughly twice the amount of memory compared to GMRES), as it exhibits more uniform convergence behavior across a
wide range of thermo-physical parameters, i.e., u and p.

(45)

7.1. Uniform density and viscosity flow in a complex domain

Consider a computational domain 2 € [0, 2712 which embeds a circular cylinder of radius R = 1.5 at its center (7T, )
as shown in Fig. 13. A steady state manufactured solution for velocity u and pressure p

Uexact (X, t = 00) = sin(x) cos(y), (46)
Vexact (X, t = 00) = — cos(x) sin(y), (47)
Pexact(X, £ — 00) = sin(x) sin(y), (48)

is used to drive a constant density p(x,t) =1 and viscosity u(x,t) =1 flow in the domain. Specifically, Eqs. (46)-(48)
are plugged into the momentum Eq. (2) to determine the body force f that drives the flow. The manufactured solution
is also used to impose boundary conditions on 92 and inside the fictitious cylinder €. On the left and right ends of the
domain, we impose velocity boundary conditions u = Uexact and vV = Vexace. On the top and bottom boundaries a combination
of normal traction n-7-n=g=-p + Z/Lg—; = sin(x) sin(y) — 2 cos(x) cos(y) and tangential velocity u = uexact condition
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Fig. 14. Spatial order of convergence of the volume penalized Navier-Stokes system using manufactured solutions and different values of «.

is imposed. Here, T = —pl + w (Vu+ VuT) denotes the hydrodynamic stress tensor. The velocity inside the cylinder is
prescribed to be u, = Uexace. The initial conditions for velocity and pressure are taken to be zero.

Five grid sizes N x N = {64%, 1282, 2562, 5122, 10242} are used to run the simulations starting from t = 0 till steady state
is reached. neeyis = 1 is used in Eq. (23) to smear the fluid-solid interface. A constant time step size of At =1 x 1073 is used
in all simulations, which maintains convective CFL number below 0.35 for all grid sizes N. The permeability coefficient x
should be kept small, but not too small to avoid the plateauing of spatial discretization errors [5,20]. To study the effect of «
on the spatial order of accuracy of u and p solutions, as well as on the solver convergence rate, we consider three different
values for k = {At/p, At/100p, At/10000p} in the numerical experiments. Note that At/p is the maximum value which
k can or should take as per the inertial scale x/x ~ p/At. Another possibility is to select k based on the viscous scale
X /Kk ~ /h%, in which h is the uniform cell size. Here, our strategy is to start with the maximum value of ¥ based on the
inertial scale, and then reduce it progressively till no further improvement in the solution is observed.

We first present the spatial order of accuracy of the Brinkman penalized u and p solutions. The error between steady
state numerical and analytical solutions is denoted £. As can be observed in Fig. 14, second-order pointwise (L°°-norm)
convergence rate is obtained for both velocity and pressure errors when k = At/p, At/100p. For a very small value of
k = At/10000p =1 x 1077, the error in velocity and pressure saturates after a certain grid size (N = 128 in Fig. 14(c)). To
understand this trend, we compare the magnitudes of the Brinkman penalty coefficient y /k and the discrete inertial and
viscous scales, by plotting the latter two as a function of grid size N in Fig. 15. The discrete inertial scale p/At remains
constant (because of the constant time step size At), whereas the discrete viscous scale varies quadratically (linearly on a
log scale) with N. The magnitude of the inertial scale is larger than the viscous scale for the first two grids, and vice versa
for the remaining grids. For the largest value of x = At/p, although the penalty coefficient x /k = p/At is not always larger
than the viscous scale, second-order convergence is still observed. When x = At/100p, the Brinkman penalty coefficient
is significantly larger than the inertial scale and comparable with the viscous scale. Second-order pointwise convergence is
obtained for this « value as well. However, when « is decreased further to At/10000p, the Brinkman penalty becomes four
orders larger than the inertial scale and two orders larger than the viscous scale. This large penalty value causes the errors
to saturate. Note that in this problem we imposed spatially-varying traction boundary condition on the top and bottom
boundaries of 9€2, and obtained second-order convergence rates for velocity and pressure solutions. This is not possible to
achieve if pressure and velocity are solved in a split manner using projection method as a solver.
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Fig. 16. Convergence rate of the preconditioned FGMRES solver during the first time step of the simulation (a) without and (b) with the Brinkman penalty
term in the projection preconditioner. The grid size is N = 256.

Next, we study the impact of k¥ on the convergence rate of the preconditioned FGMRES solver. For this problem, the first
time step poses the most difficultly for the (iterative) Krylov solver as the initial zero guess for velocity and pressure is
far-off from the true solution at t = At. Therefore, it suffices to monitor the solver performance at the first time step only
to evaluate the efficacy of the preconditioner. We run this test case with and without the Brinkman penalty term X/« in
the projection preconditioner. In practice, we re-define pf with the help of a boolean parameter 6

L XA\t
py' = (p +97) : (49)
so that by setting 6 =1 in ;o)_(l we obtain the new projection method and by setting &6 =0 we revert to the projection
methods of Bergmann and Iolla [16] and Sharaborin et al. [20].

Fig. 16 compares the convergence rate of the projection method preconditioned FGMRES solver for different « values.
The grid size is taken to be N = 256. When the Brinkman penalty is excluded from the projection step (i.e., 6 =0 in
Eq. (49)), we note from Fig. 16(a) that the number of iterations required to convergence to a relative residual of R =10~°
increases approximately by a factor of 10 with decreasing values of «. However, with the proposed projection method (i.e.,
6 =1 in Eq. (49)) the convergence of the FGMRES solver remains robust. This can be observed in Fig. 16(b) where the solver
converges with approximately 10 iterations for all three « values. This clearly demonstrates the importance of including the
Brinkman term in the projection method. In fact, with decreasing x (or increasing penalty) values, the convergence rate of
the solver actually improves. This can be attributed to A matrix of Eq. (37) which becomes diagonally dominant when the
penalty coefficient is larger than the viscous scale. This in turn makes the velocity subdomain problem “easier” to solve.

To present a more complete picture of the solver performance as the simulation progresses, Fig. 17 presents the number
of iterations to converge for the first 200 time steps. Here, only a single cycle of fixed-point iterations is employed as the
number of FGMRES iterations reduces (substantially) at iteration 2 and beyond. Thus, the “worst-case-scenario” is consid-
ered. The grid size is taken to be N =256 and the same three k values are considered. It is clearly seen that with decreasing
k values or conversely with increasing penalty values, the average number of iterations to converge decreases.
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Fig. 18. Convergence rate of the preconditioned (6 = 1) FGMRES solver during the first time step of the simulation on three grids: N =256, 512, 1024. The
permeability parameter is taken to be x = At/100p.

Thus far in this section, we demonstrated the efficacy of the new projection preconditioner on a single grid N = 256.
To demonstrate that the proposed preconditioner is scalable, Fig. 18 reports the convergence rate of the preconditioned
FGMRES solver on three grids: N =256, 512, 1024. The permeability parameter is taken to be k = At/100p, which is larger
than both inertial and viscous scales as discussed earlier. In Fig. 18 it can be observed that the solver’s convergence rate
remains approximately the same, even when the degrees of freedom, Xy and Xp, increase substantially with increasing grid
size.

Based on the results presented in this section we conclude that: (1) the proposed projection method is a scalable precon-
ditioner for the volume penalized incompressible Navier-Stokes system; (2) it is possible to achieve pointwise second-order
accuracy in velocity and pressure solutions with nontrivial traction boundary conditions without sacrificing computational
efficiency; and (3) a reasonable starting value for the permeability parameter is k = At/p. In the next section we consider
a three phase FSI problem to demonstrate that the proposed projection preconditioner remains effective even with spatially
varying o and pu.

7.2. Free-decay of a rigid cylinder heaving on an air-water interface

We consider a two-dimensional computational domain of extents 2 € [0, L] x [0, H] to simulate the heaving motion of
a 2D cylinder on an air-water interface; see Fig. 19. The length of the domain is L = 10 m, height is H = 0.2L, and the
origin O is located at the bottom left corner. The radius of the cylinder is R = 0.0762 m. Water of density p' = 1000 kg/m>
and viscosity pu! =1072 Pa-s occupies the computational domain from y = 0 to y = 16R and air of density p¢ = 1 kg/m>
and viscosity «& = 1.8 x 10~> Pa-s occupies the domain from y = 16R to y = H. The solid cylinder is half-buoyant and
has a density of p5 = 500 kg/m3. Its fictitious viscosity uS is taken to be same as that of water. The initial center of the
cylinder is located slightly above the air-water interface (x¢, y.) = (L/2,16R + R/3) from where it is released. The cylinder
decays freely under the action of gravity and hydrodynamic forces. The cylinder’s heave (vertical) degree of freedom is free,
whereas its surge (horizontal) and pitch (rotational) motions are locked. No-slip (zero-velocity) boundary conditions are
imposed along 2. To smoothly transition between different material properties while keeping the liquid-gas and fluid-
solid interfaces sharp, one grid cell on either side of the interface is considered (ncs =1 in Egs. (22) and (23)). The surface
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Fig. 19. Schematic of a 2D cylinder heaving on an air-water interface.
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Fig. 20. Temporal evolution a cylinder heaving on an air-water interface: (left) density and (right) vorticity generated in the range -1to 1 s 1.

tension of water does not affect the dynamics of the cylinder at this scale and is neglected in the simulation. For the same
reason, surface tension was also neglected in Sec. 6 for the falling wedge problem.

The domain is discretized with a uniform grid of size 6000 x 1200 such that there are 46 grid cells per radius of the
cylinder. A constant time step of At =1073 s is used which maintains the convective CFL number below 0.5. The perme-
ability coefficient is taken to be x = At/p>. Newton's second law is used to compute the rigid body velocity of the cylinder
up, which requires integrating hydrodynamic traction over the irregular surface of the immersed body. This procedure is
explained in our prior works [7,72]. Fig. 20 shows the temporal evolution of the heaving cylinder at various time instances.
The vertical displacement of the cylinder is shown in Fig. 21 and compared with prior immersed boundary (IB) simulations
of Nangia et al. [73]. Here, T =t./g/R and y = 3y/R denote the non-dimensional time and vertical displacement of the
cylinder, respectively. An excellent agreement is obtained with the prior study. After a while, the heaving motion of the
cylinder ceases and its center coincides with the free water surface. An illustration of the temporal evolution of the zero
contours of the fluid o and solid v level set functions can be found in Fig. 22. Within the cylinder and near the material
triple points, the air-water interface remains continuous.

Fig. 23 shows the percentage volume/mass change of liquid and gas over time. k = At/p® is taken and &, is computed
numerically as described in Sec. 6. There is a very small percentage change in volume, less than 0.006%. The &, value
decreases further under grid refinement.

7.2.1. Effect of k on the contact line motion and solver performance

Unlike the falling wedge problem considered in Sec. 6, where the solid evolved from a non-wet state to a wet state, here
the rigid cylinder starts out in the wet state at T = 0. Recall that the liquid-gas interface could not penetrate the wedge
when « was lowered below At/p® (by a factor of 2 or more) and numerical instability occurred due to the breakdown
of the classical no-slip condition for the contact line. The heaving cylinder case also presents a similar scenario. The wet
cylinder attempts to reach a dry state by conforming the contact line around its outer periphery. This is observed when « is
further lowered to k = {At/100%, At/100000%}). An illustration of the situation is shown in Fig. 24, which compares contact
line dynamics at three different « values. Numerical instabilities arise around T = 25 with ¥ = At/10000p5. Despite trying
to dry out, the cylinder is unable to do so due to the combination of mass and force balance conditions. In the intermediate
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Fig. 21. Temporal evolution of the non-dimensional vertical displacement y of the cylinder. The heave displacement of the cylinder is compared against the

prior simulations of Nangia et al. [73].
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Fig. 22. Evolution of the zero contours of fluid o (black line) and solid ¥ (red line) level set functions. An enlarged view of the liquid-gas interface near

the cylinder’s right side is shown in the bottom row.
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Fig. 23. Percentage volume change &, of liquid and gas over time for the heaving cylinder case. Three different grid resolutions are considered. A uniform
time step size of At =2 x 1073 is used for the coarsest grid N = 600 and it is halved for each successive finer grid. The permeability coefficient is taken

to be k = At/pS.
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Fig. 24. Evolution of the zero contours of fluid o (blue line) and solid ¢ (mustard line) level set functions using three different values of « =
{At/pS, At/10p5, At/10000p5}.

case of k = At/10p5, numerical instabilities do not occur due to imperfectly imposed no-slip conditions. One can clearly
see, however, the contact line’s tendency to align with the cylinder surface (the 180 degree contact angle condition) in the
intermediate case as well. The heave dynamics of the cylinder for the three x values are compared in Fig. 25. There is a
very good match between all three curves and the results reported in the literature (except for the numerical instability in
the lowest «x case).

Next, we examine the effect of k¥ on the convergence rate of the preconditioned FGMRES solver by considering three
different values of k = {At/p%, At/1000°, At/10000p5}. Here we are interested in testing the performance of the precon-
ditioner at extremely low values of k, despite the fact that very low values of k¥ (which lead to the no-slip condition for the
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Fig. 25. Temporal evolution of the non-dimensional vertical displacement y of the cylinder using three different values of k = {At/p®, At/10p5,

At/100000%}. The heave displacement of the cylinder is compared against the prior study of Nangia et al. [73]. The sudden drop in the cylinder dis-
placement is due numerical instabilities that arise for the lowest k case.
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Fig. 26. Convergence rate of the FGMRES solver during the first time step of the simulation for the multiphase case of a cylinder heaving on the air-water
interface.
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Fig. 27. Performance of the preconditioned (6 = 1) FGMRES solver during the first 200 time steps of the simulations for the multiphase case of cylinder
heaving on the air-water interface. The average number of iterations required to converge for k = At/pS, k = At/100p5, and k = At/100000° are 4, 3 and
1, respectively. Here, only a single cycle of fixed-point iterations is employed.

contact line) are not consistent with the multiphase FSI model [67]. The solver performance is monitored only at the first
time step for the reasons explained in the previous Sec. 7.1. The tests are run with (6 = 1) and without (¢ = 0) the Brinkman
penalty term X/« in the projection preconditioner; see Eq. (49). Fig. 26 compares the convergence rate of the solver for
the three k values. As observed in Fig. 26(a), without the penalty term, the number of iterations required to converge to a
relative residual of R =102 increases approximately by a factor of 10 for decreasing values of k. With the new projection
algorithm, the convergence of the solver remains robust and it convergences within 7 iterations as illustrated in Fig. 26(b).
Further, Fig. 27 shows the number of iterations to converge for the first 200 time steps for the three « values. Here, only
a single cycle of fixed-point iterations is employed as the number of FGMRES iterations reduces (substantially) at iteration
2 and beyond. Similar to the results of the previous section, with decreasing « values, the average number of iterations
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Fig. 28. Temporal evolution of the non-dimensional vertical displacement y of the cylinder for different nceys values. The heave displacement of the cylinder
is compared against the prior immersed boundary (IB) simulations of Nangia et al. [73].
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Fig. 29. Convergence rate of the preconditioned FGMRES solver during the first time step of the simulation (a) without and (b) with the Brinkman penalty
term in the projection preconditioner. The grid size is N = 256.

to converge decreases. Based upon the results of this and the previous section, it can be concluded that the projection
preconditioner is an effective and scalable strategy for both single and multiphase VP INS systems.

7.2.2. Effect of neeys

We investigate how nces values affect the solution accuracy, linear solver convergence rate, and mass/volume of con-
served phases. We consider three different nces values, neeys = 1, 2, and 3, to solve the heaving cylinder problem on a
uniform 6000 x 1200 grid. k = At/pS for all cases considered in this subsection. The vertical displacement of the cylinder
using different nce)s values is plotted in Fig. 28. As can be observed, there is no significant change in the numerical solution
and it is similar to the prior IB simulations of Nangia et al. [73].

Using different values of nces, we compare the convergence rate of the linear solver during the first time step. Fig. 29(a)
illustrates the linear solver’s convergence rate with 6 = 0. When 6 = 0, the solver requires more iterations to converge.
However, the convergence rates are not significantly affected by ngejs values. We achieve a robust convergence rate when
the Brinkman penalty is included in the projection preconditioner, i.e., when 6 =1 as shown in Fig. 29(b). There is no
significant difference in convergence rates in this case either with different values of nceys.

Finally, we compute the percentage volume change in liquid and gas over time as a function of nges, and is shown in
Fig. 30. A longer duration of simulation time T is considered here. We consider a uniform grid of size 6000 x 1200 with
a constant time step size of At =107> s. Again, nceys values do not significantly affect £,. The errors appear in the same
order for all nges values.

While increasing the ncejs value does not affect the numerical solution quantitatively, it does make the solid-liquid and
liquid-gas interfaces more diffuse. This produces diffuse vortex structures as well. Therefore, we do not recommend using
Neells > 2 in the simulations.
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Fig. 30. Percentage change &y in the volume of liquid and gas over time for the heaving cylinder case with three ncs values.

8. Conclusions

This paper presented a scalable preconditioner for the monolithic solution of the volume penalized single and multi-
phase incompressible Navier-Stokes equations. The same preconditioner can also be used to solve volume penalized low
Mach Navier-Stokes equations monolithically. The preconditioner uses a projection algorithm that correctly accounts for the
Brinkman penalty term in both pressure Poisson and velocity update equations. The accuracy and scalability of the solver
under grid refinement were discussed. In contrast to prior experience, the solver convergence rate improves when the per-
meability parameter is decreased. However, the penalized solution’s error saturates at extremely low values of permeability.
The inertial scale (k = At/p) can be used as a reasonable starting point for permeability parameter, which can be gradu-
ally lowered until no further improvement in the penalized solution is observed. Our robust preconditioner allowed us to
consider low k values for the multiphase FSI model. It was demonstrated that a dry contact line condition is imposed over
the surface of the immersed body at low values of k. In addition, low k values imply a no-slip condition, which leads to
singularities in shear stress and pressure at the contact line [67]. In multiphase FSI simulations, low but not too small «
values should be used. Kk = A/pS is a robust choice. The robust preconditioner enabled us to select the right penalty value
to arrest the solidified surface in the phase change problem. Additionally, we studied how « affected solution accuracy for
manufactured solutions with our proposed preconditioner. We also showed that the use of the standard level set method
leads to (an acceptable level of) volume loss of the conserved fluid phases. This loss, however, is not due to the Brinkman
penalty. This can be further confirmed from the coupled Brinkman penalization and volume of fluid (VoF) simulations of
Sharaborin et al. [20]. These VoF simulations demonstrate mass/volume loss close to machine accuracy. Lastly, we discussed
the limitations of the multiphase FSI model used in this and other works [68-70,20,21] in Sec. 6.1, which are (i) fluid pen-
etrating into the solid; and (ii) inability to impose contact angle conditions. It was discussed that despite these limitations
the model gives a converged FSI solution for a certain class of problems (e.g., in ocean engineering) that have length scales
much larger than the capillary length scale and where the reservoir dimensions and volume are much larger than those of
the structure. It remains a future endeavor to develop a VP/fictitious domain method that overcomes these two limitations
while keeping the air-water interface smooth/continuous and satisfying the mass balance and momentum equations.
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Appendix A. Liquid fraction and enthalpy/temperature relations

The specific enthalpy # of solid, liquid, and mushy zones are defined in terms of their temperature T as

CS(T —Ty), T < T,
L 4
A= C(T — Ty + fol 4 @%L» 750l < T < Tlia, (A1)
Ch(T — 1) + plia, T > T,

and of the gas as

hi=CS(T —Ty). (A.2)

Here, T!i9 is the liquidus temperature at which initial solidification commences, and T is the solidus temperature at which
solidification concludes. In Eq. (A.1), £° = CS(T° — T,), A1 = C(TMd — TS0y 4 g0l 4 [ and C = # C is the specific heat
of the mushy region, which is taken as an average of liquid (C') and solid (C3) specific heats. Eqs. (A.1) and (A.2) imply
that solid and gas enthalpies are zero at T = T,. The numerical solution is not affected by this arbitrary choice of reference
temperature T, and in the numerical simulations we set T, = Tr,.> We use a mixture model to express density and specific
enthalpy in terms of liquid fraction in the mushy region

p=pp"+(1—p)p°, (A3)
ph=@p A+ (1 — @) p* A, (A4)
Substituting 4 from Eq. (A.1) and p from Eq. (A.3) into Eq. (A.4), we obtain a ¢-T relation for the mushy region
,0 T _ TSOl
=170 sol”
p-TY—T

Knowing ¢ in terms of T (Eq. (A.5)) allows us to invert 4-T relations. The temperature in the solid-liquid-mushy region

(A5)

Ci + T, fi< A,
sol . .
T— Tsol + ﬁ(?‘llq _ TSOI), 40l <hi< ﬁhq’ (A.6)
. liq .
Tllq + ﬁ—CLﬁ , > ﬁllq’

and in the gas region

_h
T cC
can be written in terms of 4. These T-/ relations are used in the Newton’s iterations to solve the nonlinear enthalpy Eq. (1e)
written in the main text. Similarly, substituting p from Eq. (A.3) into Eq. (A.4), we get a ¢-A relation

T + T, (A7)

0, A< £,
S/ gsol
_ P> (B —h) sol liq
= Aot = p) — pLAa 1 pSpsal” k f.ﬁf A, (A8)
1, A > Alid,

Although arbitrary, ¢ in the gas region is defined to be zero.

5 We compared results of the simulations by considering T, = 0 and Tp, and they came out to be the same.
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Finally, Eq. (A.8) allows us to define DD—‘f for the low Mach Eq. (1c) as

0, fi < ﬁsol,
2 —p*pM A=A DA e g i, (A9)
0, fi> A,

The material derivative of 4 in Eq. (A.9) is obtained by expressing the enthalpy Eq. (1e) in non-conservative form as

Dh 1

E:;(V- (K VT)~+ Qsrc) -

It is clear from Eq. (A.9) that %—‘f #0 only in the mushy region where A% < < A4 and T%°! < T < T!4, Putting it together,
the final form of the low Mach equation reads as

0, B =0 (i.e., in the gas phase),
0, fi< ﬁsol,
liq __ gsol .
Vou= —%(pL—ps)ﬁ G- —f) 7 (V-kVT + Qo). A < i< AN,
(ﬁ(,o]“ _ pS) _ pLﬁllq + pSﬁsol)
0, fi> Ala,

(A10)

From Eq. (A.10) it can be seen that velocity is non divergence-free only in the mushy region, but divergence-free else-
where. In other words, in the absence of mushy regions, velocity is divergence-free. This can happen when a liquid phase
has solidified completely or when a solid phase has melted completely. Our continuous and discrete formulations, therefore,
guarantee that there will be no change in the volume of the system in the absence of phase change. It can also be seen
from Eq. (A.10) that when the densities of the solid and liquid phases match, there is no induced flow and the velocity is
divergence-free.

Appendix B. Formal derivation of the projection method

The saddle-point problem

[—}'\)' g][g]:[:ﬂ (B1)

can formally be solved using the inverse of the Schur-complement

s'=(-p-A"'g)”"

to obtain the exact pressure and velocity solutions
Xp=—S"1(D-A" by +bp), (B.2a)
Xy =A"!(by — GxXp) =A by +AT'GSTI(D- A" by + bp). (B.2b)
The projection method approximation to the velocity solution is obtained by approximating
A'GS'=A"'G(-D-A"'G)""

=A—1(;(—px,0,‘(10-A—lcy1
%A_16<—(D : ,o;lc),ox,t\—1)_1 =A‘lG(—prpXA_1)_1

=—A"'GAp, 'Ly, !
~—GA™'Ap, 'L, !
= _p;chpx -1 .

Here, we have commuted a few operators (which is valid only for constant-coefficient operators defined on periodic do-
mains) to simplify A~'GS~!. This simplification allows to approximate the exact velocity solution X, in Eq. (B.2b) as
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Fig. C.31. Evolution of the spreading water column in two dimensions considering a density ratio of p*/p® = 815.66 and a viscosity ratio of u'/u® = 63.88
between dense water and light air fluids.

Xy =A"'by +AT'GSTI(D A" 'by + bp)
~A by — py'GLy, "' (D A" by + by)
=A""by— AL p,'G (pr—l L o.Aa by +bp))
At

=%u— AL p;'G§.

Here, ¢ is an auxiliary pressure-like scalar field that satisfies the Poisson Eq. (41). Approximating the inverse of the Schur
complement as (see Cai et al. [29])

_ 11 1 _
s'=(-D-A"'G) w—A—tpr ey} (B.3)

provides an approximate pressure solution Xp
Xp=—S"1(D-A by + bp)
1 -1 -1

L -1 D Xy +bp

— HPyx At

=¢ — AtpLy, ¢.
Note that in this work we use the trapezoidal rule for time integrating the viscous Laplacian term. If instead backward Euler
scheme is employed then

) — (D Xy +bp)

_ 1. _
S 1%—A—tpr Tyou (B.4)

is suggested based on the spectral analysis of the viscous operator (see Cai et al. [29]).
Appendix C. Two-dimensional dam break problem

Using the two-dimensional dam break test case, we demonstrate two aspects of our multiphase solver: (1) consistent
mass and momentum transport scheme that ensures numerical stability of high density ratio flows; and (2) the percentage
change in the volume of conserved phases (liquid and gas) in the absence of rigid bodies. Initially, the water column
occupies a square block of size a =0.057 m within a computational domain € [0, 7a] x [0, 1.75a]. The lower left corner
of the water column aligns with the lower left corner of the computational domain; the remaining domain is occupied by
air. A uniform grid of size 4N x N is used for discretizing the computational domain. Two grid resolutions are considered
N = {70, 140}. The domain has a no-slip velocity boundary condition on all sides. Water and air have densities of p' =
1000 kg/m? and p® = 1.226 kg/m?3, respectively, and viscosities of ul' =1.137 x 1073 Pa - s and u® =1.78 x 107 Pa - s,
respectively. The surface tension coefficient between the air and water phases is taken to be y =0.0728 N/m. The fluids
are initially at rest. This problem has been studied numerically by Nangia et al. [30], Patel and Natarajan [74] and Zeng et
al. [75], and experimentally by Martin and Moyce [76].
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Fig. C.32. Comparison of the temporal evolution of dimensionless front position with prior studies: present work (black), experiments of Martin and Moyce
(red); and numerical studies of Nangia et al. (green), Zeng et al. (magenta), and Patel and Natarajan (blue).
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Fig. C.33. Percentage volume change &, of liquid and gas over time for the two-dimensional dam break problem at different grid sizes. A uniform time step
size of At=5x 107 s is used for coarser grid (N = 70) and it is halved for the finer grid (N = 140).

Fig. C.31 shows the evolution of the air-water interface using a N = 140 grid at different time instants. Based on the
results, we can conclude that our multiphase formulation provides a physical solution that remains stable over time. Using
prior experiments and numerical solutions, we compare the temporal evolution of the dimensionless front position (non-
dimensionalized by a) with the numerical solution (see Fig. C.32). The results of our study are in excellent agreement with
those of previous studies. Also presented is the percentage volume change of liquid and gas as a function of non-dimensional

time T = t\/g in Fig. C.33. As can be observed, the percentage volume change is less than 1.5% for the finer grid. This also

agrees well with the previous level set-based simulations of Zeng et al. [75], who report a percentage volume change around
&y ~ 2% for this problem.

Appendix D. Rayleigh-Taylor instability problem

For the level set method, different discretization, advection, and time-stepping schemes could result in different mass/vol-
ume changes of the conserved phases. Several combinations of these schemes have been extensively tested by Solomenko
et al. [77] on a number of benchmarking two-phase problems, including the Rayleigh-Taylor instability (RTI) flow. It is
important to note, however, that the authors did not include the subcell-fix method in their study as they mention that
“These methods were not tested here because we have found [their] implementation comparatively complex.” To complement the
prior study, as well as to compare the performance of the subcell-fix method with the best performing method(s) reported
in [77], we simulate the RTI case using the same grid resolution (Ax= Ay =h =1/192) and problem parameters as in Sec.
7 of Solomenko et al. Specifically, we consider the Atwood number to be A = (p, — p)/(pn + p1) = 0.5, and the Reynolds
number to be Re = phd\/ﬁ/u =3000. Here, py and p;, denote density of heavier and lighter phase, respectively, g is the
acceleration to gravity (acting in the negative y direction), and w is the fluid viscosity, which is the same in both fluid
phases. The initial interface between the top heavy and bottom light fluid is considered to be a cosine function with a small
amplitude. The initial signed distance is then expressed as o (x, y,t =0) =d(2 + 0.1 cos(2mwx/d)) — y, in which d is the do-
main width and 4d is the domain height. Fig. D.34(a) shows the two phase interface evolution at various non-dimensional
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Fig. D.34. Two phase Rayleigh-Taylor instability problem at Atwood number A = 0.5 and Reynolds number Re = 3000. (a) Temporal evolution of the top
heavy (red color) and bottom light (blue color) fluids in the domain. (b) Volume change of the heavy fluid over time. Here, time ¢ is non-dimensionalized

by d/|/gd.

time instants t (normalized by time scale d/\/@), whereas Fig. D.34(b) reports the change in the volume of the heavier
fluid as a function of non-dimensional time. Solomenko et al. report volume changes till t = 3.5, and their best performing
method (in terms of least amount of volume changes and parasitic oscillations at the interface) leads to a percentage vol-
ume change of 0.3% (reported in Table 10 of [77]). As can be seen in Fig. D.34, the subcell-fix method of Min also leads to
similar volume change around t = 3.5, and does not cause parasitic oscillations at the evolving interface.

As a variation of the two phase RTI problem, and to examine the effect of the Brinkman penalty term on volume change
of the phases, we introduce two cylinders of radius R = 0.125d in the path of the falling heavy fluid. Left and right cylinder
centers are located at (0.3125d, 1.5d) and (0.6875d, 1.5d), respectively. These objects are held stationary throughout the
simulation. Fig. D.35(a) shows the perturbed dynamics of the fluid-fluid interface in the presence of rigid obstacles, which
results in a more chaotic dynamics than the two phase RTI problem. A zoomed-in view of the fluid-fluid interface at
t = 3.5 near the stationary cylinders is provided in Fig. D.35(b). The no-slip condition imposed by the Brinkman penalty
term prevents the fluid-fluid interface from penetrating the rigid surfaces. Fig. D.35(c) shows the volume change of the
heavier fluid as a function of time. The percentage volume change for the heavier fluid at t =4 is approximately 0.8%,
which is similar to the two-phase RTI problem; see Fig. D.34(b). We can conclude from this example that the Brinkman
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Fig. D.35. Three phase Rayleigh-Taylor instability problem at Atwood number A = 0.5 and Reynolds number Re = 3000. Two rigid cylinders (shown as black
disks) are placed in the path of the falling heavy fluid. (b) Zoomed-in view of the fluid-fluid interface (red color) and the outer surface of the cylinders

(black color). (a) Temporal evolution of the top heavy (red color) and bottom light (blue color) fluids in the domain. (c) Volume change of the heavy fluid
over time. Here, time ¢t is non-dimensionalized by d/./gd.

penalization term does not result in additional mass/volume changes (in the conserved phases) beyond what is expected
from the standard level set method.
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