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Polarizability is a fundamental property of all molecular systems describing the deformation of the
molecular electronic density in response to an applied electric field. The question of whether
polarizability of the active site needs to be included in theories of enzymatic activity remains open.
Hybrid quantum mechanical/molecular mechanical calculations are hampered by difficulties faced by
many quantum-chemistry algorithms to provide sufficiently accurate estimates of the anisotropic
second-rank tensor of molecular polarizability. In this Comment, we provide general theoretical
arguments for the values of polarizability of the quantum region or a molecule which have to be
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Transfer of electrons in biological systems is driven by fluctua-
tions of the protein-water-membrane system to which electro-
nic states of cofactors are coupled mostly by electrostatic
interactions. The modulation of cofactors’ electronic states is
described by hybrid quantum mechanical/molecular mechan-
ical methods as the first-order quantum-mechanical perturba-
tion. It displaces the electronic energies by the energy of
Coulomb interaction of the quantum-mechanical (QM) region
with the surrounding medium, E€ = (¥,|H|¥,), where ¥, is
the ground-state wave function of the QM site." The first-order
perturbation describes the interaction of the protein-water—
membrane classical system with the unperturbed electronic
density of the QM region. In contrast, the second-order QM
perturbation in the Coulomb interaction Hamiltonian A°
incorporates polarization of the QM electronic cloud by the
medium. This electronic polarization can be cast>*® in terms of
the second-rank tensor of dipolar polarizability « of the ground
electronic state producing a shift of the electronic energy
quadratic in the medium electric field Es (second-order Stark
effect?)

1
E:E0+EC—§ES~a~ES, (1)

where E, is the vacuum energy. The vector E is the microscopic
electric field of the medium at the redox site and no cavity-field

School of Molecular Sciences and Department of Physics, Arizona State University,
PO Box 871504, Tempe, Arizona 85287-1504, USA. E-mail: dmitrym@asu.edu

This journal is © the Owner Societies 2023

reproduced by electronic structure calculations.

correction employed in Stark spectroscopy™® (see below) is
required.

A series expansion of the electronic energy in the electric
field is truncated at the second order in eqn (1). Terms of
higher order can be obtained by diagonalizing the multipolar
expansion Hamiltonian®’

H=H,+H® — ji-E,, (2)

where j is the electronic dipole moment operator. The expan-
sion beyond the second order corresponding
hyperpolarizabilities® of the QM center accessible by nonlinear
optical spectroscopy. The ground-state dipolar polarizability
can be measured by depolarized light scattering,” and the
polarizability change for a specific optical transition follows
from Stark spectroscopy.'® The quadratic expansion of eqn (1)
is mostly consistent with the full matrix diagonalization® and is
sufficient for the present discussion.

The progress of a half reduction reaction is monitored by
the difference (energy gap) between the highest unoccupied
molecular orbital of the oxidized state, to which electron is
transferred, and the electrochemical potential of the metal
electrode in the electrochemical cell, from which electron
arrives. It is therefore sufficient to monitor the energy gap
reaction coordinate>*'!

involves

X:AEC—%Es‘AG'Em ®)

where Aa = ageq — %oy is the difference of polarizability tensors
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in the reduced (Red) and oxidized (Ox) states of the QM
region. The difference Coulomb energy AEC:Zqu(bf is
J

commonly calculated in terms of delocalization of the
transferring electron over the atomic sites carrying the

charges Aq,-(ZAq_,-z—e) and interacting with the site
J

electrostatic potentials ¢;. The atomic difference charges
Ag; = q/REd - q,ox follow from subtracting the atomic charges
in Red (final) and Ox (initial) states.'?

The first term in eqn (3), the change in the Coulomb energy,
is what is typically monitored in computer simulations of
protein electron transfer.">'* A question raised in a number
of recent publications>*'>'> is whether the second term in
eqn (3) can affect the statistics of X. In other words, the
question is whether the electrostatics of partial atomic charges
Ag; is sufficient to address the energetics of electronic transi-
tions in proteins or, alternatively, the deformation (polariza-
tion) of the electronic density of the QM site by the surrounding
medium has to be involved.

A recent paper'® follows the previous report for the half
reaction in cytochrome ¢ (Cyt-c)"® in asserting that polarizability
is insignificant for the half reaction of reduction of azurin (in
agreement with our calculations'?). It is also claimed that a
minimal number of excited states can be used to diagonalize
the multipolar Hamiltonian in the perturbed matrix method®”
(eqn (2)) realizing the general strategy of the valence-bond
formalism."" This Comment shows that the latter notion con-
tradicts the established spectroscopy of azurin. A very large
number of quantum states is required to describe the active site
polarizability and its alteration with changing oxidation state.
The question raised here is, therefore, twofold: (i) what is a
physically motivated estimate of the active site polarizability?
and (ii) is the the statistics of X significantly affected by the
second term in eqn (3) involving the polarizability difference
Aa?

The second-rank Cartesian polarizability tensor in each
oxidation state can be estimated as the vacuum polarizability
from the sequence of vacuum transition dipole vectors mg; and
energy gaps AEy; between the ground and excited states

i i
mg, My,

%=22 Ay,

k#0

4

where i = Ox, Red specifies the oxidation state. The scalar
isotropic polarizability is then given by the well-known sum-
over-states expression®'” involving the oscillator strength (OS),
fox, for the 0— k transition

1 i
o = §TT[%‘] = 4Ry’ag’ Z ka (5)

k>0 (AE{J,{)Z'

Here, Ry = €’/(8meoay) ~ 13.6 €V is one Rydberg unit of
energy and a, is the Bohr radius. The Thomas-Reiche-
Kuhn sum rule®'” constrains the OSs by the number of
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electrons N, in the QM region

Sfw=d for+ D> fok = Ne, (6)
k

keb kec

where the excitation spectrum is separated into the bound (b)
and continuum (c) states.>'®' If the first sum is associated
with the number NJS < N, of electrons, one can construct the
lower bound estimate for that portion of the isotropic polariz-
ability. Given that the transition energies in the bound part of
the spectrum fall below the ionization energy I;, one obtains

o > opy" = 4ag’Ne(Ry/L) )

for the isotropic polarizability «5; assigned to transitions to the
bound states. Likewise, the total polarizability is constrained
from above as'®

to; < o + 4ay NS (Ry/I)? > 4a,’Ne (Ry/L), (8)

where NS = N, — N&.

With Io, ~ 4.75 eV for azurin®® and assuming N2 oy = Ne ox =
333 for the QM region in our calculations below, one obtains
ufi ~ 1619 A® in eqn (7). This value applies only to the QM
region. It is still significantly higher than «f; ~ 15-16 A® from
our calculations below, suggesting that the overwhelming por-
tion of the integrated OS falls in the continuum excitation
spectrum' (eqn (6)) and N2 « N.. The continuum spectrum is
not included in sum-over-states calculations and polarizabil-
ities af are likely to fall significantly below «*° (see below).
Eqn (5), when limited to the bound spectrum, is not reliable
and alternative approaches need to be implemented. This note
equally applies to full diagonalization of the Hamiltonian
matrix in eqn (2) since it is also limited, in practical calcula-
tions, to transition dipoles calculated on bound states.

Adopting the second inequality in eqn (8) as a crude
estimate for ¢y; one can evaluate the change in polarizability
from adding one electron

Adg =t red — %o0x =~ 4ao°(Ry/L). 9)

From this formula, Ao, = 4.9 A® for azurin. Assuming that the
polarizability change is caused by a single transition with the
transition dipole aligned along the x-axis of the molecular
frame, the above estimate implies Aoy, ~ 3Ax, ~ 15 A
Eqn (9) leads to Ax, independent of the number of electrons
N.,;. In contrast, the equation suggested in ref. 21 anticipates
Ay oC o;

d
OCO,RedAEgle = “O,OXAEglx~ (10)

Given eqn (7), molecular polarizability scales with the num-
ber of electrons responsible for excitations to bound electronic
states®* and one expects that polarizability scales as oca® for a
quantum site with the effective radius a. The scaling is however
oca® for quantized states in semiconductor nanoparticles®
since the energy gap between the electronic states in the
denominator of eqn (5) scales as oca™? for spherical quantum
dots (also note oca@®?, g ~ 1.4-1.6*" scaling for polyenes*"*?). In
the limiting case of conducting electrons, the polarizability of a
metal sphere becomes®* «, = @®. For organic molecules, it was
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argued that reproducing material refractive indexes through
the Clausius-Mossotti equation requires correcting the metal
sphere limit by a scaling factor { ~ 0.3-0.5"

oo = La’. (11)

Given that refractive indexes of most materials fall in a narrow
range of values, eqn (11) is expected to provide a reasonable
estimate of the isotropic polarizability. The situation with
polarizability anisotropy is less clear.

Anisotropy of the polarizability tensor is quantified by the
scalar parameter®>®

P = %[3Tr(a.a) — Tr(x)?] (12)

No constraints on the magnitude of y have been established,
but depolarized light scattering relates the relative anisotropy
parameter® « = y/(30,) to the scattering depolarization ratio.

From experimental side, molecular polarizability can be
related to the absorption spectrum by employing the relation
between the imaginary part of the frequency-dependent polar-

izability oy (») and the absorption cross section ¢ ,p(@)*?’

dnw . »
Uabs(w) = %fc“o(w)v

(13)

where ¢ is the speed of light in vacuum, np is the refractive
index, and f. is the cavity-field susceptibility connecting the
field acting on a polarizable molecule with the Maxwell electric
field in the medium.*?*?° By connecting the absorption cross
section to the extinction coefficient® ¢,,4(w) and using the
Kramers-Kronig relation between the imaginary and real parts
of the polarizability, one can obtain the isotropic polarizability
in terms of the integrated absorption spectrum

%o

3 2 (o0 dy
10°In10 3np [ dv (14)

=——————=| S¢€as(V).
43NA np? +2), 2 s ()

Here, the extinction coefficient is a function of the wave
number 7 expressed in em™!, N, is the Avogadro number,
and the resulting polarizability carries the units of cm?® given
that the extinction coefficient is measured in M™" cm™". The
dispersion relation between the frequency and the wavenum-
ber, v = cv/np, produces the second power in the refractive index
np and the Lorentz form*®* f, = (np® + 2)/3 was adopted in
eqn (14).

Applying eqn (14) to the absorption spectrum of Ox azurin
(Fig. 1) results is oy ~ 3 A®. Integration of azurin’s UV/VIS
absorption spectrum contributes a small portion to the overall
polarizability of the active site because of the limited frequency
range. It is even a smaller fraction of the entire polarizability of
azurin, ao; ~ 10° A®, based on eqn (11). No information about
polarizabillity anisotropy is allowed by absorption spectra.

The intense optical transition in azurin’s Ox state is enabled
by the covalent character of the Cu-S(Cys-112) bond in the
active site, and it is essentially absent in the Red state.’*™* If
one assumes that the difference in polarizabilities between Red
and Ox states comes from this part of the absorption spectrum,
one gets Aoy, ~ —9 A3, where we have included the fact that
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Fig. 1 10* x &(@)/i? vs. 7 for Ox azurin at 270 K and pH = 7.3° The dashed
line refers to the azurin spectrum at 298 K and pH = 5.

20

polarizability due to absorption has only one diagonal compo-
nent along the Cu-S(Cys-112) bond associated with the x-axis in
the body frame. This value is of the same order of magnitude as
those reported for other proteins. For instance, Axgg. = —35 A3
was reported for the polarizability change between the ground
(g) and excited (e) states in photoexcitation of green fluorescent
chromophores (GFPs).*® This higher value is consistent with a
higher extinction coefficient of GFP** (Table 1). Extinction
coefficient maxima for a number of cofactors commonly found
in biological energy chains®**” are collected in Table 1.

The polarizability from UV/VIS absorption scales with the
absorption intensity (eqn (14) and Table 1). Consistently, the
application of eqn (14) to the spectra of bacteriochlorophyll-a*
(Bchl-a) and its reduced anion radical Bchl-a®~ (Fig. 2) results
in higher polarizabilities: a(Bchl) = 41.5 A* and «,(Bchl®* ") =
41.9 A°. Both numbers are somewhat below the polariz-
ability ~60 A® estimated from eqn (11) and about twice lower
than direct calculations: oo(Bchl) = 85.8 and oo(Bchl® ) = 93.6 A*
(B3LYP/6-311+g(d)), which are allowed in Gaussian 16*°
through fitting of the ground-state energy in the presence of the
field*! to the quadratic functionality in eqn (1).

Despite a noticeable distinction between absorption spectra
of two oxidized forms (Fig. 2), the resulting polarizabilities of
Bchl-a and Bchl-a® ™ nearly cancel in the difference. In contrast,
Aogge =18+ 3 A® was reported for the polarizability difference
between the excited and ground states of Bchl-a by analyzing
solvatochromism.” The resulting polarizability depends on
pigment’s chemical structure: the spectrum of Bchl-a is

Table 1 Extinction maxima (10° M~t cm™Y) of light absorption by protein
cofactors and polarizability differences calculated from integrated absorp-
tion spectra (egn (14))

Cofactor Emax Attyy, A® Ref.
Cu/azurin (Ox) 4 -9 30

GFP 60 —35¢ 34
Cytochrome ¢ (Soret band, red) 130 14 37

Bchl-a (Q, band) 90 1 35 and 38
Fe,S, (ferredoxin, 300 nm band) 46 36

“ Taken between the excited and ground states of the GFP chromophore
in contrast to two oxidation states in the cases of azurin, Bchl-a, and
Cyt-c.
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Fig. 2 10* x &(@)/® vs. & for Bchl-a and Bchl-a*~ in dimethyl formamide
at 298 K.3° The red dashed line shows the spectrum of BChl-g*? in
benzene.

compared to the spectrum of BChl-g** in Fig. 2. The polariz-
ability from integrating the spectrum is higher for the latter,
ao(Bchl-g) = 59 A%,

The highest intensity among the cofactors listed in Table 1
belongs to the Soret absorption band of Cyt-c. Accordingly,
integration of absorption spectra of Red and Ox states of Cyt-c**
(Fig. 3) leads to oggrea = 61.1 A® and %p,0x = 56.6 A®. Both
numbers are significantly below ogrea = 2180 A® estimated
from eqn (11) with the Cyt-c radius @ ~ 18.7 A.** This is
expected given that absorption spectra represent polarizability
of the QM region (heme and three ligating amino acids®) for
which we obtained aox ~ 95 A% and opreq ~ 96 A® from
eqn (11) with the effective radii calculated with Gaussian 16.*°
It appears that the UV/VIS spectrum captures about a half of the
OS of the QM site in the case of Cyt-c, but this conclusion is of
course affected by the subjective choice of the QM region. The
polarizability difference between Red and Ox states becomes
Aty = 3Aay ~ 14 A® for Cyt-c (Table 1) assuming that it is
associated with a specific transition dipole oriented along the x-
axis of the body frame.

Given that polarizability scales with the number of electrons,
the bulk of it is not related to redox activity and should cancel
out in the difference Aa = ageq — %ox (€qn (9) and (10)). To assess
the typical values of the polarizability and its change with the
altering oxidation state, one needs consistent calculations for a

s(v)/v2, cm/M
a0 =N CID S 010 N

6 20 24 28

3 -1
v, 10"cm
Fig. 3 10* x &(®)/7° vs. 7 for Red and Ox states of Cyt-c at 298 K.**

26926 | Phys. Chem. Chem. Phys., 2023, 25, 26923-26928

PCCP

Table 2 Isotropic, «o, and anisotropic, 7, parts of the polarizability (A%) and
the relative anisotropy parameter x = y/(300) of Red and Ox states of
azurin’s active site calculated from different algorithms

Calculation o b K eqn (11)*
Sum-over-states, eqn (4)
ZINDO (Red)” 16.1 5.22 0.11 59 + 3°
ZINDO (Ox)? 13.8 4.80 0.12 58 + 5°
CIS/sdd (Red)? 15.7 11.6 0.25 50.8
CIS/sdd (Ox) 13.1 8.64 0.22 66.7
Direct calculation with Gaussian 16
B3LYP/6-31+g* (Red) 61.8 15.4 0.08 524+1°¢
B3LYP/6-31+g* (Ox) 62.0 16.0 0.09 56 £ 5°
CIS/sdd® (Red) 48.8 11.8 0.08 50.8
CIS/sdd° (Ox) 47.9 12.2 0.08 66.7
CIS/6-31+g* (Red) 55.3 11.9 0.07 53 + 3°
CIS/6-31+g* (Ox) 53.6 13.1 0.08 58 + 5°
PBE/cc-pVTZ (Red) 64.7 18.3 0.09
PBE/cc-pVTZ (Ox) 68.3 26.8 0.13

“With ¢ = 0.33. ” With 1000 excited states. ¢ The volume of the QM
site was calculated for a number of MD configurations to estimate
the standard deviation. ¢ With 500 excited states. ¢ Calculations with a
single frame including the effect of the protein medium gave very
similar numbers of o, oy = 44.4 and o geq = 47.0 A3,

given molecular fragment sufficiently large to include the redox
site. These calculations are listed in Table 2 for two oxidation
states of the active site of azurin'* composed of the Cu ion and
five nearest amino acids ligating it.

The calculations listed in Table 2 apply either the sum-over-
states eqn (5) or direct calculations of the polarizability in
response to the applied electric field.*® As expected, eqn (5)
tends to underestimate the isotropic polarizability, but pro-
vides the anisotropy parameter k = y/(3u) in line with depolar-
ized light scattering from small molecules.*® The parameter « is
mostly unknown for proteins, except for x ~ 0.5 reported for
Red Cyt-c.”® The results of direct calculations employing the
B3LYP/CIS/6-31+g* and PBE/cc-pVTZ protocols are most
reliable*”*® when compared to eqn (11), but both y and Ax,
are too low in these calculations (¢f. to Table 1).

The polarizability change Aa, produced by quantum calcula-
tions is insufficient to affect the energetics of half reduction
reaction of azurin. In fact, finite-size corrections (omitted in ref.
15 and 16) related to the use of Ewald sums in the simulation
protocol of a half reaction*>*® exceed the effect of polarizability
in this case.'” The typical average electric field at the protein
active site'>* is E; ~ 0.2-0.4 V/A. Adopting Aw,, ~ 10 A
produces an energy shift of —0.03 eV in eqn (3), which is
insufficient to substantially influence the energetics of electron
transfer. A small difference polarizability Ao, does not imply
small polarizabilities of the active site in two oxidation states.
In this regard, a recent assignment of oy; ~ 4 A3 to the active
site of azurin'® is unphysical in not recognizing the linear
scaling of polarizability with the number of electrons in the
QM region. It is obviously inconsistent with the results of direct
calculations presented in Table 2. Importantly, QM/MM form-
alisms applied to describe the deformation of the electronic
density by electrostatic interactions with the classical region
should be benchmarked to comply with eqn (11). The question
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of the difference polarizability to be used in modeling electron
transfer is still not fully resolved since calculating the matrix
Aa, invariably involves subtracting two large numbers to eval-
uate a relatively small difference.

Our calculations indicate that integrating UV/VIS absorption
spectra yields about a half of the value from eqn (11) for the
optically active Bchl and cytochrome’s active site. The sum over
states with parameters calculated from the bound part of the
spectrum underestimates the overall molecular polarizability,
but gives a reasonable estimate of the polarizability anisotropy.
Isotropic polarizabilities based on the change of the ground-
state energy in the electric field*® (lower part in Table 2) fall
sufficiently close to eqn (11).

Polarizabilities listed in Table 2 present vacuum calcula-
tions. Molecular polarizability fluctuates in the medium due to
fluctuations of both the excitation energies AEy. and the
transition dipoles my; in eqn (4). Diagonalization of the
Hamiltonian in eqn (2) ideally should account for both effects,
but the restriction by the bound excitation spectrum makes this
task unrealistic. Given this deficiency, the advantages of using
the perturbed matrix method®’ (eqn (2)) are unclear. Eqn (3),
supplemented with the polarizability matrix from high-level
quantum-chemistry protocols, might provide a superior algo-
rithm. Note that eqn (3) does not introduce additional compu-
tational load at the MD production stage. The analysis is
performed on classical MD trajectories and requires only
calculation of the electric field at the quantum site in addition
to the standard calculation of the Coulomb interaction energy.

For the two-state problem, the transition moment in the
medium my; is connected to the gas-phase transition dipole my;
through the instantaneous medium energy gap AE® according
to the relation:> m{;AE); = my;AEq;. The medium polarizabil-
ity for a single transition then scales as the third power of the
ratio of gas-phase and medium energy gaps

{X'(g) = OCO(AEok/AEf)k)S. (15)

In contrast, eqn (10) assumes no change to the transition dipole
for the most significant lowest-energy excitation.

As a manifestation of the medium effect, the integrated OS
was found to increase in polyenes when an external electric
field was applied along the chain.”® Likewise, changes of azurin
absorption spectra with pH*' (dashed line in Fig. 1) point to o,
being affected by the local protein field.* As mentioned, most of
OS falls into the continuum portion of the excitation spectrum
and the medium effects can potentially focus OS into the
discrete part of the spectrum to allow enhanced polarizability
and light absorption.

In conclusion, polarizability is a fundamental property of all
molecular systems describing the deformation of the molecular
electronic density in response to an applied electric field.
Frequency-dependent polarizability is related to light absorp-
tion and thus molecules with strong optical activity are also
highly polarizable (eqn (13)). Many cofactors present in biolo-
gical energy chains (porphyrins, hemes, copper sites in blue
copper proteins) show significant optical activity and strong
absorption bands in UV/VIS. This observation raises the
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question of whether high polarizability, coupled to a strong
intraprotein electric field, is essential for the function of charge
transport performed by these cofactors. Strong dependence of
polarizabilities of conjugated molecules on conformation,
charge state,"** and external electric field** was noted in
the past and might be relevant to function performed by these
cofactors.

The general theory of electron transfer between polarizable
donor and acceptor’® predicts lowering of the activation
barrier compared to nonpolarizable systems. The evaluation
of this barrier depression” is hampered by difficulties faced by
many quantum-chemistry algorithms to provide sufficiently
accurate estimates of the anisotropic second-rank tensor of
molecular polarizability. The entire anisotropic polarizability
matrix is essential given strong electric fields present inside
proteins.**™” Computational formalisms should be bench-
marked against the anticipated linear (or super-linear) scaling
of polarizability with the number of electrons expressed by
approximate relations in eqn (8) and (11). From the experi-
mental side, second-order Stark effect provides the change of
polarizability upon photoexcitation,>'*>* but polarizability
changes associated with altering oxidation state are mostly
unknown.
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