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As the influence of social robots in people’s daily lives grows, research on understanding people’s perception of robots including sociability,
trust, acceptance, and preference becomes more pervasive. Research has considered visual, vocal, or tactile cues to express robots’ emotions,
whereas little research has provided a holistic view in examining the interactions among different factors influencing emotion perception. We
investigated multiple facets of user perception on robots during a conversational task by varying the robots’ voice types, appearances, and
emotions. In our experiment, twenty participants interacted with two robots having four different voice types. While participants were reading
fairy tales to the robot, the robot gave vocal feedback with seven emotions and the participants evaluated the robot’s profiles through post
surveys. The results indicate that 1) the accuracy of emotion perception differed depending on presented emotions, 2) a regular human voice
showed higher user preferences and naturalness, 3) but a characterized voice was more appropriate for expressing emotions with significantly
higher accuracy in emotion perception, and 4) participants showed significantly higher emotion recognition accuracy with the animal robot
than the humanoid robot. A follow-up study (N=10) with voice-only conditions confirmed that the importance of embodiment. The results
from this study could provide the guidelines needed to design social robots that consider emotional aspects in conversations between robots
and users.
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1. Introduction

As robots have become prevalent in people’s daily lives, expectations for social robots have increased,
which has brought numerous studies regarding Human-Robot Interaction (HRI). Robots are expected to play
social roles such as a caregiver or companion that might serve as a friend or family member. In this regard, many
studies have been conducted to facilitate richer and more natural interaction following human social norms. One
of the ways of making the interaction more natural is attributing human characteristics to robots, called
anthropomorphism (Schilhab, 2002). It can be humanlike appearance (i.e., superficial human characteristics) or
humanlike mind (i.e., essential human characteristics) (Waytz, Heafner, & Epley, 2014). Some researchers have
focused more on external design aspects (e.g., DiSalvo, Gemperle, Forlizzi & Kiesler, 2002), whereas others have
investigated more on human mind (e.g., Epley, Waytz, & Cacioppo, 2007; Waytz et al., 2014).

Focusing on the appearance and behavior, research has been conducted on interactions between robots
and users via multiple modalities incorporating variations in appearances, facial expressions, gestures, verbal
communications, non-verbal sounds, and movements (Fong, Nourbakhsh, & Dautenhahn, 2003; Nabe et al., 2006;
Nonaka, Inoue, Arai, & Mae, 2004). These modalities convey a wealth of information, influence user perception,
and engage in establishing unique relationships between robots and users.

Focusing on the mental state, specifically on emotions, research has been conducted to see which factors
influence user perception of robots’ emotions. Although these studies have considered robots’ facial expressions,
voice (speech), body language, and posture as critical factors, the majority of emotion recognition research in HRI
has focused on facial expressions (Calvo & D'Mello, 2010; Schirmer & Adolphs, 2017). Consequently, there has
been little research on integrating both superficial and essential characteristics in one study to see interactions
among the factors. A few exploratory studies have shown mixed results (Eyssel, De Ruiter, Kuchenbrandt,
Bobinger, & Hegel, 2012; Eyssel, Kuchenbrandt, Hegel, & de Ruiter, 2012; McGinn & Torre, 2019; Nass, Foehr,
Brave, & Somoza, 2001). As such, to fill this research gap, we investigated the effects of various factors—robots’
appearances (robot types), voice types, and emotions on users’ perception—clarity, characteristics, naturalness,
and preference, as well as emotion recognition accuracy.

2. Related Work

2.1 Emotion Taxonomy, Expression, and Perception

There have been different theories proposed and studies conducted about (1) emotion classification, (2)
emotion expression and (3) emotion perception in multiple domains, including psychology, psychiatry,
neuroscience, and HRI research.

Largely, there are two types of emotion classification, including a dimensional approach and a
categorical approach. In the dimensional approach, the circumplex model has been widely used with arousal and
valence dimensions (Russell, 1980; Russell, 2017). An individual emotional state can be positioned on the
Cartesian coordinate depending on the levels of arousal and valence. In the categorical approach, researchers often
assume that people have basic emotions. Ekman’s six basic emotions (Ekman and Cordaro, 2011) (happiness,
sadness, fear, anger, surprise, and disgust) have been one of the most widely mentioned emotion sets in emotion-
related research in Psychology, Human Factors, Affective Computing, and HRI (Cakmak, Hoffman, & Thomaz,
2016; Calvo & D'Mello, 2010; Reisenzein et al., 2013). Basic emotions (Ekman and Cordaro, 2011) are known
to have unique features such as signal, physiology, and antecedent events, and common characteristics with other
emotions such as rapid onset, short duration, unbidden occurrence, automatic appraisal, and coherence among
responses. Ekman (1992) argued that these basic emotions are expressed and recognized cross-culturally.
However, there has been still much criticism about the basic emotion theories (Ortony, 2021). See (Jeon, 2017)
for more discussions on generic taxonomy and theories about emotions in the context of Human Factors and
Human-Computer Interaction. In our everyday lives, we typically describe our emotional states using categorical
terms, rather than dimensional terms; for example, during a conversation, people usually express happy feelings
as “happiness” (categorical) but not “an emotion that is high arousal with positive valence” (dimensional).
Therefore, we provided the emotional states using the categorical approach in the present study. Research also
shows that these basic emotions are pervasive over the world (Ekman & Cordaro, 2011). In addition to Ekman’s
six emotions, we added ‘anticipation’, one of the Pluchik’s basic emotions (1980) because the passage of our
stories included anticipation. With the addition of anticipation, we were able to have the second positive emotional
state in our study in addition to happiness.

In terms of emotion expression, Darwin and Prodger (1998) proposed three causal origins of expressions;
immediate benefits (e.g., increasing one’s body size to intimidate an opponent), effective communications (e.g.,
lowering one’s body to signal submission), and vestigial byproducts that may not serve a useful role (e.g.,
trembling in fear). Previous studies also showed that emotion expressions exhibited useful functions (e.g.,
widening eyes to maximize the visual field during fear) and emotional vocal expressions effectively manipulated



the behavior of perceivers (Bachorowski & Owren, 2003; Susskind et al., 2008). Among these, the current study
focuses more on the effective communications and vocal expressions of emotion.

Emotion perception is the identification of emotionally salient information in the environment,
including verbal (lexico-semantic) and nonverbal (intonational, facial, visual, and body movement) cues to the
emotions of other people (Phillips, 2003). Emotion is one of the perceptual representations of social cues along
with intentionality and eye direction (Decety, 2010; Mitchell & Phillips, 2015). In line with this, human social
and emotional behaviors are highly intertwined (Beer & Ochsner, 2006). Emotion perception is an important
source of information about the theory of mind and emotions can be perceived from facial expressions, voices,
and whole-body movements (Frith & Frith, 2006).

As provided from previous theories, emotion expression and emotion perception play a critical role in
human-robot interactions and are widely studied in a range of disciplines. Researchers commonly argue that these
emotion-related expressions and perceptions can be achieved through both visual and auditory stimuli. However,
previous studies have been dominated by facial emotions and other modalities such as vocal and tactile processing
have been less frequently considered (Calvo & D'Mello, 2010; Schirmer & Adolphs, 2017). In this regard, in our
work, we focused more on auditory stimuli by including various emotive voices, representing seven different
emotions and investigated the differences in users’ emotion perception.

2.2 User Perception on Robots from Embodiment, Appearance, and Sounds

There have been studies focused on examining the impact of robots’ embodiment, appearance, and
auditory displays on HRI.

The physical embodiment of robots could impact user perception positively and promote HRI in many
social situations. With the embodiment, social robots brought many benefits to user experience. For example,
participants reported higher satisfaction in the shopping mall (Sakai et al., 2021) and higher enjoyment while
playing a chess game (Pereira et al., 2008) with the physical embodied robots than the disembodied ones. Many
research studies also suggested that the embodiment of social robot engaged longer interaction duration
(Rodriguez-Lizundia et al., 2015), increased human empathy towards the robots (Kwak et al., 2013; Seo et al.,
2015), and enhanced compliance with robots’ instruction and made the interaction more natural than the virtual
or simulated ones (Li, 2015). Because the presence of the social robot played an important role in HRI, we used
physical robots to emit sounds instead of using just a speaker in the present study.

The appearance of robots was considered as an important factor of user perception to support interaction
since anthropomorphism allows people to give robots lifelike qualities (e.g., intentions, emotions, etc.) (Seo,
Geiskkovitch, Nakane, King, & Young, 2015; Sharma, Hildebrandt, Newman, Young, & Eskicioglu, 2013).
Barnes, FakhrHosseini, Jeon, Park, and Howard (2017) and FakhrHosseini, Hilliger, Barnes, Jeon, Park, and
Howard (2017) showed that participants preferred robots which resemble animals or humans over imaginary
creatures or robots highly deviating from existing creatures. Barnes et al. (2017) compared five different robots
(Robosapien, Pleo, Zoomer, Romo, and Mindstorm) which are humanoid, zoomorphic, fantastical, and
mechanistic. Participants showed different user perception across robots but similar patterns before and after
interacting with robots. Another study (Saint-Aimé, Le-Pevedic, Duhaut, & Shibata, 2007) suggested that a
companion robot requires a certain level of emotional expression for a good interaction to occur with children.
Also, people accept and trust robots more when the robots show some emotional activities (Lowe, Barakova,
Billing, & Broekens, 2016).

The effects of robots’ voices have also been investigated in relation to user perception. These studies
have employed different types of sounds, such as human voices, TTS voices, and beeping sounds in conjunction
with various robots having different form factors. Research showed that participants assumed that a human voice
was more capable than a TTS voice, and they anthropomorphized robots with human voices (Sims et al., 2009;
Walters, Syrdal, Koay, Dautenhahn, & Te Boekhorst, 2008). Similar to the pattern in user perception on robots’
appearances, people showed a tendency to prefer interacting with robots similar to themselves in voice
characteristics, including human-like speech style and accent, and gender (Eyssel, De Ruiter, Kuchenbrandt,
Bobinger, & Hegel, 2012; Eyssel, Kuchenbrandt, Hegel, & de Ruiter, 2012). A recent exploratory study (McGinn
& Torre, 2019) showed that gender and naturalness of vocal manipulations strongly affected user perception.

Although various aspects of user perception from visual and auditory cues have been examined through
exploratory studies, many of them focused more on users’ preferences based on subjective self-report measures
(e.g., Barnes et al., 2017; FakhrHosseini et al., 2017). To tackle these issues, in our work, we applied both
qualitative and quantitative measures by examining user perception from broader perspectives.

2.3 Emotions in HRI and Emotive Voices

An effective HRI could be achieved or improved by involving an appropriate emotional communication
from social robots (Liu et al., 2016). Regarding previous empirical studies on emotive communications in HRI,
diverse aspects of communication such as gesture, appearance, style of speech, prosody, and context have been



investigated. Implementing emotional features to social robots might enhance children’s learning skills and
engaged the learning process. Conti et al. (2020) in their storytelling environment showed that children can
memorize more details of a tale if the robot narrates with an expressive social behavior, even compared to the
static inexpressive human storyteller. Also, the emotional appearance of robots was proposed for creating a more
suitably moral agent (Coeckelbergh & Technology, 2010) or providing interactive interventions for children with
autism spectrum disorder (ASD) (e.g., Barnes, Park, Howard, & Jeon, 2020; Bevill, Park, Kim, Lee, Rennie, Jeon,
& Howard, 2016). With the results from previous studies, we considered emotion as an indispensable factor in
HRIL

To investigate the impact of emotion expressions in HRI, there have been various research projects
regarding emotional conversations that are driven by either internal states, behaviors, or situations (Feldmaier,
Stimpfl, & Diepold, 2017; Jung, 2017; Song & Yamada, 2017). These studies were based on communication
theories about emotion expressions: 1) a robot’s internal state drives expressions, 2) specific robot behaviors are
related to specific user reactions, and 3) the situation is an important driver of emotion expressions (Fischer, Jung,
& Jensen, 2019).

Regarding emotive voices on social robots, crucial features such as the style of speech, gender, and
prosody have been widely investigated through exploratory studies in HRI. FakhrHosseini et al. (2017)
emphasized the importance of the congruency between anthropomorphism in the appearances and the style of
speech. Their study showed that only when the human-like robot speaks with emotional expressions, participants
perceive the robot as their social companion. Kishi et al. (2013) showed that the integration of dynamic emotional
expressions and movements made the humanoid robot more attractive, more favorable, more useful, and less
mechanical-like. Gender sterecotypes were also examined with the explicit gender (from name and voice) and
implicit gender (from personality) in a previous study (Bryant, Bornstein, & Howard, 2020; Kraus, Kraus,
Baumann, & Minker, 2018). For example, in Kruas et al.’s study, no gender stereotypes were found for the explicit
gender, but implicit gender showed a strong effect on trust and likability in the stereotypical male task. Participants
perceived that the male personality robot (dominant, confident and assertive utterances) is more trustable, reliable,
and competent than the female personality robot (agreeable and warm utterances), while the female personality
robot is more likable. A social robot’s voice type could also play a critical role in emotive conversation. Eyssel et
al. (2012) examined the effects of vocal cues that reflected both the gender of robot voices (male, female) and
voice types (robot-like, human-like). It showed a human voice was rated more likable than the synthetic voice.
Jeon and Rayan (2011) examined the effects of expressing affective prosody from a zoomorphic robot (Pleo) and
showed a higher accuracy of emotion perception in a physical one than a virtual one. Half of the participants
mentioned that the human voice generated from the zoomorphic robot was awkward and a characterized or a
cartoon-like voice might be more appropriate. Recently, Ko, Liu, Mamros, Lawson, Swaim, Yao, and Jeon (2020)
have investigated the effects of different voice types with two types of robots (same as in the present study) on
robot emotion perception. Text-to-speech (TTS) condition showed significantly lower emotion recognition
accuracy than other human voices, but the robot type (humanoid vs. animal) did not influence emotion recognition
accuracy or other robot perceptions. However, in their study the voice was recorded by female students, not voice
experts, which might have led to different results from the present study.

Overall, emotive voice associated with social robots is still veiled in various aspects such as acoustic
characteristics, voice types, gender, and prosody. Since previous studies found contrasting results toward voice
types in social robots, we narrowed down the scope and focused on the differences in emotion recognition
accuracy and user perception on four different voice types in the present study.

2.4 Research Questions and Hypotheses
From this background, we tried to attain a deeper understanding of the effects of robot types, voice types, and
emotion types on users’ perception towards robots and their emotions. Especially, we aimed to answer the research
questions as follows:
e RQI: How do robot types, voices, emotions, and their interactions have impacts on participants’
recognition of different robots’ emotional states?
o Hla: There will be no effects of robot types on emotion recognition accuracy (Ko et al., 2020).
o H1b: Participants will show higher emotion recognition accuracy in the human voice over TTS
voice (Ko et al., 2020).
o Hlc: There will be no emotion recognition accuracy difference between regular human and
characterized human voices (Ko et al., 2020).
o HI1d: Different emotions will show different emotion recognition accuracy (Jeon & Rayan,
2011; Ko et al., 2020).
e RQ2: How do robot types, voices, and their interactions have impacts on participants’ perception of
robots’ warmth, honesty, and trustworthiness?



o H2a: Participants will show higher ratings on the humanoid robot than the animal robot in
warmth, honesty, and trustworthiness ratings (Barnes et al., 2017; Hosseini et al., 2017).

o H2b: There will be differences in warmth, honesty, and trustworthiness ratings among the
different voice conditions (Ko et al., 2020).

e RQ3: How do robot types, voices, and their interactions have impacts on participants’ preference of
robots?

o H3a: Participants will prefer the humanoid robot over the animal robot (Ko et al., 2020).

o H3b: Participants will prefer the human voice over TTS (Eyssel, De Ruiter, Kuchenbrandt,
Bobinger, & Hegel, 2012; Eyssel, Kuchenbrandt, Hegel, & de Ruiter, 2012).

o H3c: There will be no preference difference between regular human and characterized human
voices (Ko et al., 2020).

To address these research questions, we conducted an experimental study with young adults. Our
participants read the two fairy tales to two types of robots each (human-like and animal-like). The robots made
emotional comments using four different voices (regular human, characterized human-like, characterized animal-
like, and TTS) with seven emotions (six basic emotions + anticipation).

3. Method

3.1 Experimental Design

Twenty university students participated in the study (Age: M = 22.1, SD = 2.97). Twelve participants
identified as male and the other eight participants identified as female. Participants were ethnically diverse (6
Asians, 1 Hispanic, 11 Caucasian, and 2 Multiracial). Participants participated in the experiment for at most 2
hours and participants were compensated with $20 ($10 per hour). All participants agreed to participate after
reviewing the consent form approved by the university Institutional Review Board (IRB).

A 2 (robots) x 4 (voice types) x 7 (emotions) within-subjects design was applied. Therefore, 8
different combinations of robots and voice types were provided to each participant with all 7 emotions. Two
social robots, NAO and Pleo, were used in the experiment. Four voice types were referred to two Characterized
voices (NAO and Pleo), a Regular voice, and a TTS voice. There were two human voices and two TTS engines
(Group A and Group B in Table 2) used. They were alternatively mapped to both robots and both stories across
participants. More details were explained in the Procedure section.

3.2 Robotic Systems and Stimuli

Two robots, NAO and Pleo, having different appearances and features were employed in the experiment
(Figure 1). We used these two robots, which represent a humanoid robot and zoomorphic robot each, to contrast
the effects that robotic appearance has on people’s emotion perception. NAO is a small-size humanoid robot
(Height: 57.4 cm, Length: 27.4 cm, Width 31 cm) having similarity to human and Pleo is a zoomorphic robot
(Height: 20.3 cm, Length: 38.1 cm, Width 10.2 cm) which looks like a little dinosaur. Both robots played recorded
auditory feedback, which were emotive utterances, to participants following the storylines. The task selected to
provide structure to the interaction and a more realistic context for conversational emotions was to read fairy tales
to the robots. Two different stories (“The three little pigs” and “The boy who cried wolf’) were used in this
experiment. These two stories are simple narratives with easy vocabulary and globally well-known so that
participants can easily read to the robots even if they are not native speakers. Crucially, we could include all of
the emotions we wished to study within the framework of each story. Fairy tales seemed fitting given the childlike
appearances of both robots and are suitable for use with a broad range of other populations for replication of the
present study.

Four voice types were created for seven emotional expressions. We first categorized different voice
types as a TTS voice and a recorded human voice. The human voices were provided by two male voice actors and
all the voices were speaking American English with American accents. Next, the recorded human voice was
subdivided into three categories that included a regular voice and a characterized voice for each robot (i.e.,
characterized NAO voice and characterized Pleo voice). The TTS voices were generated using text-to-speech
(Williams, Watts, MacLeod, & Mathews, 1988) engines. Microsoft’s David voice and the iOS Alex voice were
used, which were provided by default with the respective operating systems. These TTS voices included no
emotional information beyond the words themselves. Characterized voices for each NAO and Pleo were designed
to exaggerate emotional expressions with the robots’ characters. These characterized voices were provided by
voice actors who majored in performing arts while envisioning the characteristics of robots from their
appearances. Direction for the characterization process, vocal performances, and recording was provided by a
professional voice actor and professor of theatre who teaches voice and acting in the Department of Visual and
Performing Arts. To control for gender effects, only characteristically male voices were used. While the same
control effect could have been achieved using female voices, male voices were chosen based on the availability
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of the actors while designing the study. The example recordings of each voice type are provided on the web for
other researchers and educators to get an idea of what participants heard during evaluation: https://osf.io/m8h64/.

Seven different emotions were presented throughout each story including Ekman’s six basic emotions.
The six basic emotions (anger, disgust, fear, happiness, sadness, and surprise) were chosen for their prevalence in
psychology. Ekman’s basic emotions have four negative emotions (anger, disgust, fear, and sadness), but have
only one positive emotion (happiness); surprise can be either. A previous study showed that valence might
influence people’s emotion recognition accuracy (Ko et al., 2020). In Bénziger, Grandjean, and Scherer’s study
(2009), participants were examined to recognized emotions, and the emotion recognition results showed a higher
emotion recognition accuracy score on positive emotions, such as happiness, than the negative emotions, such as
anxiety, sadness, and disgust. To make a balance between positive and negative emotions, the seventh emotion,
anticipation, was chosen from Plutchik’s eight basic emotions (1980). Its inclusion allowed us to add one more
positive emotion in addition to happiness. The seven emotions fit into both stories (“The three little pigs” and
“The boy who cried wolf”) as depicted in Table 1. The content of these emotional phrases was not considered as
an experimental factor in the present study because all participants received the same treatments (eight
combinations of robots and voice types) during the study.

Table 1. Dialogues in stories for presenting different emotions.

Presented Robots’ utterance in a story
emotions The Boy Who Cried Wolf The Three Little Pigs
Anger That’s not nice! They shouldn’t tease him like that
Anticipation This should be good. I wonder what’s going to happen!
Disgust Gross! He can’t want to EAT them!
Fear He’s going to eat the sheep! Oh no!
Happiness That sounds nice! Good!
Sadness All his sheep are gone He destroyed their homes
Surprise Why didn’t they help? Woabh, that’s fast!

3.3 Procedure

A single participant participated in each session. Note that this study was completed before the COVID
pandemic. Thus, there was no COVID-relevant procedure. After the consent form procedure, each participant
interacted with all 8 conditions of robots and voice types and all 7 presented emotions. The 8 conditions were
separated into two sessions to help participants recall and compare four different conditions each. The presented
order of each condition was counterbalanced. In each condition, the participant was instructed to read the script
aloud in front of a robot and wait for and listen to the robots’ emotional comments at various points in the story,
which were marked down in the given script. Before reading the script and listen to the robots, participants were
explained about all possible voice types they would interact with during the experiment. All voice clips were
embedded in each robot and the voice was triggered by a remote controller which was controlled by an
experimenter. Participants were aware that the robots were not acting autonomously. Other than vocal
communication, the participants did not do any physical interaction with the robot.

The experimental environment (upper) and the whole procedure including each step (lower) are depicted
in Figure 1.
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Figure 1. Experiment settings with NAO (left) and Pleo (right) (upper) and experimental procedure including
each step (lower).

The participants were asked to fill out several questionnaires after listening to each comment generated
from the robots, after finishing reading each full story, and after experiencing four conditions. Specifically, after
each response to seven emotions, each condition, and each session, the surveys were conducted for measuring the
accuracy of emotion perception and characteristics (Warmth, Honesty, Trustworthiness), naturalness and
preferences (Likability, Attractiveness) of presented emotions. The questionnaire consisted of open questions,
seven-point Likert scales, and single-choice questions. Related questions were asked and each category was rated
using a 1 to 7 Likert-scale (1: Lowest, 7: Highest) (Appendix A).

Presented orders for emotions in the two stories were different but the order in each story was fixed to
maintain the storylines. Two different stories having the same 7 emotions presented and two different voice groups
having the same characteristics but recorded by different voice actors and two different TTS engines were
employed to generalize the results. Each participant experienced both human voice actors and both TTS sounds.
The examples of the presented order are depicted in Table 2. To validate the equivalence in emotion recognition
accuracy, clarity, suitability, and preference, after the experiment, the results were analyzed (Table 3) showing
similar results in all categories. The experiment took 2 hours at most as approved by IRB. Most participants
completed it within 1.5 to 2 hours.

Table 2. Examples of the presented order

PID Start Trial 1 Trial 2 Trial 3 Trial 4 Trial 5 Trial 6 Trial 7 Trial 8
Robot NAO Pleo NAO Pleo NAO Pleo NAO Pleo
Characteriz Characteriz Characteriz Characterize
Voice Regular ed TTS ed ed TTS d Regular
Type NAO Pleo Pleo NAO
Story* Pigs Wolf Pigs Wolf Pigs Wolf Pigs Wolf
Voice Group
Group* Group A  Group A A Group A  GroupB GroupB  Group B Group B
1 %
Robot Pleo NAO Pleo NAO Pleo NAO Pleo NAO
Characteriz Characteriz Regul Characteriz Characterize
Voice ed ed TTS ed TTS d Regular
Type NAO Pleo a Pleo NAO

2 Story* Pigs Wolf Pigs Wolf Pigs Wolf Pigs Wolf
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Voice Group
Group GroupB  Group B B

*Pigs: The three little pigs, Wolf: The boy who cried wolf
**Group A and Group B had the same characteristics but were recorded by different voice actors and TTS engines

GroupB  Group A Group A  Group A Group A

Table 3. Accuracy, clarity, suitability, and preference over stories and voice groups.

Accuracy Clarity Suitability Preference
The Boy Who Cried
Story Wolf 57.0% 5.13 4.64 4.10
The Three Little Pigs 56.1% 5.25 478 438
Voice Group A 58.6% 5.05 4.53 4.16
Giroup Group B 53.0% 5.11 4.68 433
4. Results

4.1 Data Collection

The answer to open questions regarding emotions was interpreted by two examiners. Each examiner
categorized all the answers into seven pre-defined emotions or marked as ‘indistinguishable’ if the answers do not
fall into any categories. Two examiners worked independently, and the inter-rater reliability test showed the high
coefficient value of Cronbach Alpha using variance (=0.86). If interpretations from examiners were different, a
third examiner reviewed the answers and decided which emotion the answer fell into.

4.2 Emotion Perception: Accuracy, Clarity, Suitability, and Features

First, the emotion recognition accuracy, defined as the proportion of correct emotion answers, was
analyzed. Figure 2 and Table 4 show the descriptive statistics of emotion recognition accuracy across presented
emotions, voice types, and robots. Regarding presented emotions, anger, disgust, and fear showed lower
accuracies than positive emotions, such as anticipation and happiness. The accuracies for anger, disgust, and fear
were 37.5%, 41.9%, and 25.6%, which were all lower than 50%. These three extreme conditions were excluded
in statistical analysis to minimize the effects of biased data sets. Results were analyzed with the aligned rank
transform (ART) (Wobbrock, Findlater, Gergle, & Higgins, 2011) for factorial analyses since there are 3 factors
(Robots, Voice Types, and Emotions) and dependent variable (1: correct, 0: wrong) is not normally distributed.
To apply ART, we first computed residuals and estimated effects for all main and interaction effects. After
computing aligned response, we assigned averaged ranks. With this data, we could perform a full-factorial
repeated measures analysis of variance (ANOVA) following the guidelines of Wobbrock et al. (2011). The ART
allowed analyzing the aligned-ranked data with a 2 (Robots) x 4 (Voice Types) x 4 (Emotions) repeated measures
ANOVA and testing all main effects and interaction effects. The result revealed a statistically significant
difference across robots and voice types. However, there was no significant interaction effect between robots and
voice types. For the multiple comparisons among voice types, paired-samples t-tests were conducted. All pairwise
comparisons applied a Bonferroni adjustment to control for Type-I error in this study, which meant that we used
more conservative alpha levels (critical alpha level = .0083 (0.05/6)). Participants recognized emotions more
accurately with Pleo than NAO. Participants showed significantly lower emotion recognition accuracy in the TTS
voice than all other three voice types. Moreover, the characterized Pleo voice showed significantly higher emotion
recognition accuracy than the regular voice.
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Figure 2. Accuracy of perceiving emotions over emotions (a) and voice types (b) (*: p <0.0083)

Table 4. Statistics for emotion recognition (accuracy).

Measures Conditions Statistics
Main Effect for Robots F(1,607)=4.27, p=.0393
NAO Robot Pleo Robot
M=0.68,SD=0.47 M=0.76,SD = 0.43
Main Effect for Voice Types F(3,607)=16.07, p <.0001
Characterized NAO _
Accuracy M=0.64.SD = 0.48 #((19)=15.78, p <.0001
(%) Characterized Pleo TTS _
M=0.64,SD=0.48 M=0.38,5SD=0.49 #(19)=6.15, p <0001
Regular _ -
M=0.59.SD = 0.49 #((19)=3.34, p = .0009
Characterized Pleo Regular _ _
M=0.64,SD=0.48 M=0.59,8SD=0.49 1(19)=2.80, p = 0053

Table 5 shows the confusion matrix between presented and perceived emotions. Anger was mostly
misclassified as sadness (32.50%), disgust was mostly misclassified as surprise (18.75%) or undistinguished
(14.38%), and fear was mostly misclassified as anticipation (28.75%). Interestingly, 21.25% of happiness was
also undistinguished even though it showed higher emotion recognition accuracy than anger, disgust, and fear did.

Table 5. The confusion matrix between presented and perceived emotions (grey: most misclassified)

Presented

Perceived anger  anticipation disgust fear happiness  sadness  surprise
anger Count 60 1 7 6 0 7 5
Col % 37.50 0.63 4.38 3.75 0.00 4.38 3.13
anticipation Count 15 120 14 46 13 2 11
Col % 9.38 75.00 8.75 28.75 8.13 1.25 6.88
disgust Count 8 1 67 0 2 0 0
Col % 5.00 0.63 41.88 0.00 1.25 0.00 0.00
fear Count 0 0 14 41 0 0 1
Col % 0.00 0.00 8.75 25.63 0.00 0.00 0.63
happiness Count 1 9 1 0 111 1 3
Col % 0.63 5.63 0.63 0.00 69.38 0.63 1.88
sadness Count 52 1 4 27 0 118 9
Col % 32.50 0.63 2.50 16.88 0.00 73.75 5.63
surprise Count 5 2 30 10 0 7 117
Col % 3.13 1.25 18.75 6.25 0.00 4.38 73.13
C e . Count 19 26 23 30 34 25 14
indistinguishable —F T/ 11.88 1625 1438 18.75 21.25 15.63 8.75
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Second, clarity and suitability of perceived emotions over robots, voice types, and presented emotions
were computed with the results as shown in Figure 3 and Table 6. Clarity and suitability were rated using a 1 to 7
Likert-scale (1: Lowest, 7: Highest). We considered only responses with correctly recognized emotions. The
clarity and suitability scores were measured for the present emotions; therefore, participants had to first recognize
the emotions correctly to have their rating scores to be considered for the clarity and suitability measurements
without bias. Overall, there were differences found in clarity over emotions and voice types and suitability over
voice types. For robots, there were no significant differences found in both categories. Results were analyzed with
a 2 (Robot) x 4 (Voice Type) x 7 (Emotions) repeated measures analysis of variance (ANOVA). The result
revealed a statistically significant difference in clarity ratings among voice types and presented emotions. For the
multiple comparisons among voice types, paired-samples t-tests were conducted. The TTS voice had a
significantly lower clarity rating than the characterized and regular voices. In addition, the characterized Pleo
voice had a significantly lower clarity rating than the characterized NAO and regular voices. Participants reported
Sadness as having a significantly higher clarity rating than Happiness. There was also a significant interaction
effect between voice types and presented emotions. It is assumed that the relatively too low rating score of TTS
voice compared to the other three voices caused the interaction effects. In suitability ratings, the result revealed a
statistically significant difference among voice types. There were no significant interaction effects between
emotions and voice types. For the multiple comparisons among voice types, paired-samples t-tests were
conducted. Participants showed significantly lower rating scores in the TTS voice than all other three voice types.

Clarity and suitability over emotions

OAnticipation @ Happiness @ Sadness M Surprise

7 *

: o

w

H

HH

Rating (1 to 7 Likert-scale)

Clarity Suitability

(@)

Clarity and suitability over voice types

ONAO Brleoc BReg BTTS

Rating (1 to 7 Likert-scale)
F=

Clarity Suitability

(b)

Figure 3. The rating scores of clarity and suitability over emotions (a) and voice types (b) (*: p <0.05).



396 Table 6. Statistics for clarity and suitability.

Measures Conditions Statistics
Main Effect for Voice Types FG, 52'<860)0T) 118.32,p
Characterized NAO _
M=561. 5D =105 #(19)=9.89, p <.0001
Characterized Pleo TTS _
M=5.10, 5D = 1.38 M=3.63,5D=1.67 (19) = 6.52, p < .0001
Regular _
M=576.SD =122 #((19)=11.36, p <.0001
Clarity Characterized NAO _ _
M=5.61,5D=1.05 Characterized Pleo (19)=3.39, p = .0010
Regular M=5.10,8D=1.38 _ _
M=576.SD =122 t(19) = 3.82, p =.0002
Main Effect for Emotions F(6,115.1)=3.25, p=.0055
Sadness Happiness _ _
M=541,SD=147 M=5.00,SD=1.45 ((19)=2.02,p = 0436
Interaction between Voice Types and Emotions F(18, 3i26380:2 2.77.p
Main Effect for Voice Types F(3,57.58) =6.59, p=.0007
Characterized NAO _ _
M=5.02,SD=1.59 #(19) =3.96, p = .0002
Suitability Characterized Pleo TTS

#(19) =3.07, p = .0032

M=4.61,SD=1.77
Regular
M=5.07,SD=1.47

M=3.79,8D=1.63

#(19) = 3.86, p = .0003

397
398 Finally, the features by which to perceive emotions were analyzed with the results as shown in Table 7.
399  The answers were collected from an open question (“What characteristics of the voice brought to mind that
400 emotion?”’) and the number of occurrences of words was counted. Each participant was allowed to provide
401 multiple answers for each comment. After reading through each participant’s answer, we categorized their
402 comments into different feature groups. Terms used in the participant’s answers that fell into specific features
403 were counted. Most of the emotions were perceived from tone by 29.53%, words by 19.29%, and pitch by 17.72%.
404 For each emotion, speech tone highly influenced perceiving anger (29.58%), anticipation (32.12%), happiness
405 (32.56%), sadness (32.89%), and surprise (27.97%). Different from these emotions, disgust was mostly perceived
406 by words (26.19%). Fear was perceived by different features such as pitch (24.49%), words (22.45%), and tone
407  (20.41%).
408
409 Table 7. The result of surveys on features that used to perceive emotions. (grey: most used)
Anticipatio
Feature Anger n Disgust Fear  Happiness Sadness Surprise Total
Context Count* 2 9 1 3 6 8 7 36
Col %**  2.82% 6.57% 1.19% 6.12% 4.65%  537% 4.90% 4.72%
Familiarity Count 3 7 5 7 5 9 6 42
Col % 4.23% 511%  5.95%  14.29% 3.88%  6.04% 4.20% 5.51%
Length Count 7 2 4 4 17
Col % 0.00% 0.00%  8.33% 0.00% 1.55%  2.68% 2.80% 2.23%
Loudness Count 8 5 4 2 3 3 5 30
Col% 11.27% 3.65%  4.76% 4.08% 2.33%  2.01% 3.50% 3.94%
Mood Count 3 5 5 1 8 6 6 34
Col % 4.23% 3.65% 5.95% 2.04% 6.20% 4.03% 4.20% 4.46%
Pitch Count 12 26 10 12 26 31 18 135
Col%  16.90% 18.98% 11.90%  24.49% 20.16% 20.81% 12.59% 17.72%
Pronunciati _ Count 4 1 3 2 1 4 8 23
on Col % 5.63% 0.73%  3.57% 4.08% 0.78%  2.68% 5.59% 3.02%
Speed Count 2 5 4 1 2 15 9 38
Col % 2.82% 3.65%  4.76% 2.04% 1.55% 10.07% 6.29% 4.99%
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Count 21 44 19 10 42 49 40 225

Tone Col%  29.58% 32.12% 22.62%  20.41% 32.56% 32.89% 27.97% 29.53%
Words Count 9 28 22 11 27 14 36 147
Col%  12.68% 20.44% 26.19%  22.45% 20.93% 9.40% 25.17% 19.29%
Vague Count 7 7 4 7 6 4 35
Col % 9.86% 511%  4.76% 0.00% 5.43%  4.03% 2.80% 4.59%
Count 71 137 84 49 129 149 143 762
Total 100.00 100.00
Col % 100.00%  100.00% % 100.00%  100.00% % 100.00% 100.00%

* The total number of answers
** The proportion of the count in each column

4.3 Characteristics: Warmth, Honesty, and Trustworthiness

Figure 4 and Table 8 showed the rating scores in warmth, honesty, and trustworthiness over voice types
and robots. For robots, there were no significant differences found in three categories. Because by definition,
emotions are short-lasting “states”, not long-lasting “traits”, the factor emotion was not analyzed in the following
perception sections. Results were analyzed with a 2 (Robot) x 4 (Voice Type) repeated measures analysis of
variance (ANOVA). First, the result revealed a statistically significant difference in warmth among voice types.
There was no interaction effect between robots and voice types. For the multiple comparisons among voice types,
paired-samples t-tests were conducted. In all three categories, the results commonly showed the lowest score in a
TTS voice. Also, there were no significant differences among the characterized NAO, Pleo, and regular voices.

Characteristics over voice types

ONAO BPleo EReg HTTS

Rating (1 to 7 Likert-scale)

Warmth Honesty Trustworthiness

Figure 4. The rating scores of characteristics (*: p <0.05).

Table 8. Statistics for characteristics (warmth, honesty, trustworthiness).

Measures Conditions Statistics
Main Effect for Voice F(3,57)=133.84, p <.0001,
Types "= .640
Chjlracterlzed_NAO 1(19) = 7.48, p < 0001
M=4.55,8D=1.52
Warmth Characterized Pleo TTS
M=432. SD =155 M= 11.818éSD: t(19)=17.14, p <.0001
Regular ' -
M=433.5D = 1.49 t(19)=17.14, p <.0001
Main Effect for Voice F3,57)=3224,p=
Types <.0001, #,°= .630
Chjlracterlzed_NAO 1(19) = 6.67, p < .0001
M=523,8D=1.19
Honesty Characterized Pleo TTS
M=523.5D =140 M:31.16065D: #(19)=6.87, p <.0001

Regular

M= 485 SD =134 #(19) = 5.70, p < .0001
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Main Effect for Voice F(3,57)=20.19, p <.0001,
Types =515

Chjlracterlzed_NAO 1(19)=5.61, p < .0001
. M=515,8SD=1.33
Trustworthiness Characterized Pleo TTS
M=488.SD =144 M:31.058Z‘SD: t(19)=5.11, p <.0001
Regular ' -
M=458.SD =145 t(19)=4.17, p <.0001
4.4 Naturalness

Figure 5 and Table 9 showed the rating scores in naturalness over voice types and robots. For voice
types, the regular voice showed the highest scores in naturalness. For robots, there were no significant differences
found in both categories.

Results were analyzed with a 2 (Robot) x 4 (Voice Type) repeated measures analysis of variance
(ANOVA). Since there was no interaction effect between robots and voice types, paired-samples t-tests were
conducted for the multiple comparisons among voice types. First, the result revealed a statistically significant
difference in the rating scores in naturalness among voice types. Participants showed significantly lower rating
scores in the TTS voice than all other three voice types. The regular voice showed significantly higher rating
scores than the characterized Pleo voice.

Naturalness over voice types
@NAO @Pleo EReg MTTS
*

7 I
*

6 I—‘
5

HH

Rating (1 to 7 Likert-scale)
-

Naturalness

Figure 5. The rating scores of naturalness (*: p < 0.05).

Table 9. Statistics for naturalness.

Measures Conditions Statistics
Main Effect for Voice Types FG3,57) = 3;167’17 <0001,
1y =.665
Characterized NAO _
M=448.SD = 1.58 t(19)=6.75, p <.0001
Characterized Pleo TTS _
Naturalness M=383.SD=171 M=1.98,SD =140 #(19)=5.09 p <.0001
Regular -
M=513.SD =142 #(19)=8.49 p <.0001
Characterized Pleo Regular _ _
M=3.83,SD =171 M=5.13,5D =142 {(19)=3.45,p = 0011

4.5 Preferences: Likability and Attractiveness

Figure 6 and Table 10 showed the rating scores in likability and attractiveness over voice types and
robots. Among voice types, the TTS voice commonly showed the lowest rating scores in both categories. For
robots, there were no significant differences found in both categories.

Results were analyzed with a 2 (Robot) x 4 (Voice Type) repeated measures analysis of variance
(ANOVA). First, the result revealed a statistically significant difference in likability among voice types. There
was no interaction effect between robots and voice types. For the multiple comparisons among voice types, paired-
samples t-tests were conducted. Participants showed significantly lower rating scores in the TTS voice than all
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other three voice types. Next, the result revealed a statistically significant difference in attractiveness among voice
types. There was no interaction effect between robots and voice types. For the multiple comparisons among voice
types, paired-samples t-tests were conducted. Same as shown in a likability category, participants showed
significantly lower rating scores in the TTS voice than all other three voice types. The regular voice showed
significantly higher rating scores than the characterized Pleo voice.

Preferences over voice types

ONAO BOPleo EReg BTTS

Rating (1to 7 Likert-scale)
IS

Likability Attractiveness

Figure 6. The rating scores of preferences (*: p <0.05).

Table 10. Statistics for preferences (likability, attractiveness).

Measures Conditions Statistics
Main Effect for Voice F3,57)=18.91, p<.0001,
Types 1°= 499
Characterized NAO _
o M=480, SD = 1.44 1(19) = 4.84, p <.0001
Likability Characterized Pleo TTS
M=438,SD=1.64 M:21.9507,SD: #(19) =3.90, p = .0003
Regular ' -
M=488.SD =142 t(19)=5.19, p <.0001
Main Effect for Voice F3,57)=18.65,p=
Types <.0001, 7,°= .495
Characterized NAO _
M=4.10,SD =153 1(19) = 4.85, p <.0001
Characterized Pleo TS
Attractiveness M=13.50, SD = 1.63 M= 21'3383’ SD= (19) = 3.18, p =.0023
Regular ) -
M=450.SD =153 1(19)=6.14, p <.0001
. Regular
Characterized Pleo _ _ _ _
M=3.50,SD=1.63 M741.55()3, SD = t(19)=2.97, p=.0045

5. Discussions

In the experiment, 20 participants experienced verbal interactions with robots while reading scripts of
fairy tales to robots. Humanoid and zoomorphic robots used four different voice types and seven emotions were
presented to participants through robots’ verbal comments. Each participant interacted with all 8 conditions of
robots and voice types and all 7 presented emotions. The participant was instructed to read the script in front of a
robot and listen to the emotional comment from the robot at various points in the story. The participant filled out
the questionnaire after listening to each emotional comment, completing each condition and completing 4
conditions. The emotion recognition accuracy and subjective ratings such as characteristics, naturalness, and user
preferences were measured.

Referring to the research questions and hypotheses in Section 2.4, the results are listed as follows:
e RQI:

o Hla (rejected): A significantly higher emotion recognition accuracy was reported from Pleo robot
than NAO robot.



o HI1b (supported): The TTS voice showed significantly lower emotion recognition accuracy than the
characterized NAO, characterized Pleo, and regular voices.

o Hlc (rejected): The characterized Pleo voice showed significantly higher emotion recognition
accuracy than the regular voice.

o HI1d (supported): Anger, disgust, and fear had significantly lower emotion recognition accuracy with
lower rating scores in clarity and suitability than other emotions.

o H?2a (rejected): No significant difference was found among robot types for different characteristics
ratings.

o H2b (supported): The TTS voice showed significantly lower rating scores in warmth, honesty and
trustworthiness than the characterized NAO, characterized Pleo, and regular voices; and the regular
voice showed significantly higher rating scores in naturalness than the characterized Pleo and TTS
voices.

o H3a (rejected): There were no significant differences found in both likeability and attractiveness
ratings for robot types.

o H3b (supported): The regular voice showed significantly higher rating scores in attractiveness than
the TTS voice.

o H3c (rejected): The regular voice also showed significantly higher rating scores in attractiveness
than the characterized Pleo voice.

The critical points and explanations in each category are described below by dependent variables.

5.1 Accuracy, Clarity, and Suitability

The result showed that the emotion recognition accuracy significantly differed depending on presented
emotions (H1d). As shown in Table 5, overall, unpleasant emotions with high arousal levels such as anger, disgust
and fear showed significantly lower emotion recognition accuracy than other emotions such as anticipation,
happiness, surprise and sadness did. There might be possible explanations about why some emotions were not
accurately perceived. First, the emotion recognition accuracy results aligned with our previous study (Ko et al.,
2020) that negative emotions received lower emotion recognition accuracy than positive emotions. Those two
fairy tales used in the experiments were well-known for children and thus, participants might expect pleasant
emotions more than unpleasant emotions. The most misclassified three emotions were all unpleasant emotions
with high arousal levels (Russell, 1980). Next, the intensity of emotions might be different, which causes
inequivalence among emotions. For example, among auditory stimuli used in the experiment, the intensity of
unpleasant emotions might be lower than the one of positive emotions. Lastly, the mixed result was possible
because there were many emotions presented through auditory cues. As shown in (Birkholz, Martin, Willmes,
Kroger, & Neuschaefer-Rube, 2015), although emotion recognition can be fairly accurate when listeners choose
from a limited set of emotion categories, agreement drops significantly as more categories of emotion become
available. Note that in our experiment, the participants freely guessed each emotion without preset options. Also,
fewer emotions can be perceived from voice (Cordaro, Keltner, Tshering, Wangchuk, & Flynn, 2016) compared
to facial expressions.

For voice types (Hlb & Hlc), as expected, the TTS voice showed significantly lower emotion
recognition accuracy than all other human voice types—characterized NAO, characterized Pleo, and regular
voices—did. Furthermore, the TTS voice also showed significantly lower rating scores in clarity and suitability.
It suggests that these TTS voices are inappropriate for emotive expressions since the intended emotions might not
be delivered correctly to listeners even though they have the same semantic content. Instead, recorded human
voices such as characterized NAO, characterized Pleo, and regular voices are more suitable for robots to express
emotive voices and deliver emotions correctly. Most interestingly, the characterized Pleo voice showed
significantly higher emotion recognition accuracy than the regular voices did. There was a possibility that these
results suggest that a characterized voice might be more appropriate for emotive expressions delivering intended
emotions more accurately and facilitating the interactions than just a regular voice. However, because only
characterized Pleo voice showed a higher emotion recognition accuracy in the present study, more research should
be conducted to determine if characterized voice types are more effective than the regular voice in expressing the
emotions more accurately. It also suggests that there may be value in creating TTS engines that exaggerate
emotional characterization for use in contexts where highly recognizable emotional signals are desired. Mimicking
anatural speaking style may not be the optimal approach for delivering emotional information via synthetic speech
from a robot. The results provide additional guidance on designing robot speech to deliver different emotions
more effectively. As shown, other emotions can be sufficiently conveyed by affective tones, but disgust and fear
require more semantic contents.



For robot types (Hla), NAO showed significantly lower emotion recognition accuracy than Pleo for
happiness (NAO: M = 0.61, SD = 0.49; Pleo M = 0.76, SD = 0.43, p < .05). However, there was no difference
between voice types of the two robots. We can cautiously infer that the participants might expect happy
expressions from Pleo more than Nao and it caused higher emotion recognition accuracy in happiness. According
to the previous findings (Diaz, Nufio, Saez-Pons, Pardo, & Angulo, 2011; Fraune, Sherrin, Sabanovi¢, & Smith,
2015; Haring, Watanabe, & Mougenot, 2013), people perceive that Pleo manifested positive emotions (e.g., Love,
Grateful) more than NAO (e.g., Uneasy, Fear). However, to the best of our knowledge, the relationships between
perceived emotions (e.g., Happiness) and robots' appearances have not been comprehensively studied. The overall
underlying cognitive process of recognizing emotions from form factors should be investigated in the future.

5.2 Characteristics, Naturalness, and Preferences

Surprisingly, no significant difference was found on participants’ perception of robot’s characteristics
and preferences (H2a & H3a). This result might suggest that participants perceived both robots as similar, or they
evaluated the auditory portion of the social robots more than the embodiment and appearance regarding the ratings
for each category. Because participants reported a significantly higher emotion recognition accuracy in Pleo than
NAO robot, this might imply that performance and perception might not always be congruent. In the results, the
TTS voice showed the significantly lowest rating scores across all characteristics and preferences including
likability, attractiveness, warmth, honesty, and trustworthiness (H2b & H3b). The TTS voice showed a
significantly lower rating score in the naturalness feature and the result might be because it had basically a flat
voice without variations in pitch and speed. Other recorded voices such as characterized and regular voices having
intonations and variations in speech showed significantly higher scores in the naturalness rating than the TTS
voice.

A regular voice showed significantly higher rating scores in naturalness and attractiveness than a
characterized Pleo voice (H3c). The results indicate that a regular voice might be more suitable for general use
with higher user preferences and naturalness than characterized or TTS voices.

Overall, these results indicate that the characterized voice might lead to the highest emotion recognition
accuracy, but the regular voice is the most preferred. It is assumed that characterized voices might be appropriate
for emotional expressions. On the other hand, regular voices which show the highest attractiveness and naturalness
might be suitable for general use. For example, for the first stage of human-robot interaction, regular voices might
be appropriate to facilitate the interaction. However, for the next step for in-depth and emotion-related
interactions, a characterized voice might be helpful to express emotional states and establish a unique relationship
between users and robots since this stage involves personal familiarity with the other person and strong emotional
commitment to the relationship (Lewis & Weigert, 1985). To further generalize our results, more experiments are
required to consider possible other variables.

5.3 Anecdotal Findings

Interestingly, there were no significant effects of the appearance of robots on all dependent variables
except for emotion recognition accuracy. This might be because the given tasks were mostly focused on
conversation which requires reading aloud and listening to verbal feedback but were not relevant to visual cues
as much as auditory cues. According to (Frith & Frith, 2006), emotions are perceived by facial expressions and
whole body movements instead of fixed features such as appearances, but these dynamic visual cues were not
applied in this experiment.

There were interesting comments on auditory feedback from participants. A participant said, “(P2) The
final robot seemed to be happy at the start of the wolf story. My brain was saying it shouldn't be that but that's all
my emotions were getting”, which indicates the individual differences in expectation. Other comments such as
“(P15) The robots sounded more surprised/happier than showing signs of any other emotion” and “(P18) When
Pleo would say "What!" in a shocked tone, it was easy to recognize his surprise in both the natural sounding voice
and robotic sounding voice,” which showed that the intensity of emotions could vary for different participants.

5.4 Limitations

There are limitations and improvements that need to be considered in the next experiment to broaden this
study and draw more reliable results. First, twenty participants may not be enough to generalize the results of the
present study. We plan to replicate the study with more participants and expand it to other populations (e.g.,
children and older adults). Because the present study includes multiple factors (robot types, emotions, and voice
types), a different approach of statistical tests could be used (e.g., a linear mixed effect model), to investigate the
effects of multiple factors on one measurement. In the future study, we will explore more appropriate statistical
tests for further analysis.

The equivalence among the intensity of emotions should be secured. We used one of the most widely
used emotion sets, Ekman’s basic emotions, but the result showed that some of them were not clearly distinguished



by participants. The present study excluded the selected negative emotions with poor emotion recognition
accuracy due to potential biases, but again using a different statistical model or analysis will help us understand
the deviation. Using the only two phrases for each emotion might have provided biases to the participants’ emotion
recognition. Also, it may not be sufficient to ensure the generalizability of the finding. Depending on the content
of the phrase, emotional semantics or strength might have been changed. However, as our results indicated, even
with those same phrases, the participants showed significantly different emotion recognition accuracy depending
on the robot type and voice type. In future research, we will diversify the phrases more with the similar length.
The order of presentation might also have influenced the participants’ responses. However, it is an intrinsic
limitation because we were not able to change the storyline every time. If we randomly change the order of
emotions without the context of the story, the experiment might lack external validity. We believe that people
perceive emotions in the context.

Next, the characteristics of voice types should be more specifically studied to figure out which factors
cause differences. In this study, characterized NAO and Pleo voices were generated by voice actors to exploit
their expertise. It was a first attempt to produce the voice that well expresses the characteristics of NAO and Pleo.
Regarding the emotion recognition accuracy results, participants reported a significantly higher emotion
recognition accuracy in the characterized Pleo voice (but not in the characterized Nao voice) than the regular
voice. The reason for this result might be that different appearances of the robots (animal versus humanoid)
impacted participants’ emotion recognition, because participants recognized emotions significantly more
accurately in the Pleo robot than the NAO robot. In the follow-up study (Appendix B), participants reported a
higher emotion recognition accuracy in both characterized voices (NAO and Pleo) than the regular voice. In the
next experiment, the acoustic characteristics with specific physical properties (e.g., frequency range, speed,
intensity) will also be considered when the representative voice types were designed so that the influential factors
for different voice types will be investigated in depth. This approach will enable us to quantify the relationship
between voice parameters and perception effects and model the robot voices. The gender effects will also be
investigated. In this experiment, only male voices were used to control the gender effect and female voices were
not included. We will design female voices for all four voice types and compare the gender differences in the
following experiment.

There might have been some novelty effects. The participants did not have any previous opportunity to
interact with or see the robots used in the present study. To minimize any novelty effects, the orders of the robots
and voice types were counterbalanced across participants. Therefore, while interacting with the robots, the
plausible novelty effects might have been reduced. We also had a standardized introductory section and minimized
features used in the experiment (i.e., we used only the "speech" function and did not use other features, such as
moving robot arms or its head). We are conducting separate experiments to see the effects of robot gestures and
facial expressions. Taking all together of these experiments, we will be able to see the separate and overall effects.

6. Future Work

Throughout this study, various aspects of social robots such as appearances, emotive expressions, and
voice types were investigated. Based on the results and experimental settings, follow-up studies will be conducted
with two complementary approaches. First, the research scope will be narrowed down to focus more on the
acoustic characteristics of voice types having distinct features. This approach will help in-depth understanding in
emotive and interactive robotic systems and developing computational models for emotional and conversational
human-robot interactions. Gender-specific factors such as the user’s gender and the gender of robot voice will
also be considered based on the previous result (Eyssel, Kuchenbrandt, et al., 2012). Meanwhile, other factors
such as ages and modalities will be included to widen the research scope to investigate the multiple influential
factors. As provided from previous studies (Fong et al., 2003; Nabe et al., 2006; Nonaka et al., 2004), considering
that the interactions take place via various modalities, facial expressions, gaze and gestures (Ham, Cuijpers, &
Cabibihan, 2015), and even non-verbal sounds can be included as independent variables. The results will provide
a design guideline for emotional and trustworthy robots, especially employing emotive expressions and facilitate
the relationship between people and social robots such as assistive robots, voice assistants, and any other
conversational agents.
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Appendix A. Questionnaires

e Post-comment questionnaire

o

@)
@)
@)

What emotion do you feel the robot expressed? (Open question)

What characteristics of the voice brought to mind that emotion? (Open question)
How clearly did the robot express this emotion? (1-7 Likert scale)

How suitable was this emotion coming from the robot? (1-7 Likert scale)

e Post-condition questionnaire

O O O O O O

How likable is the voice? (1-7 Likert scale)

How attractive is the voice? (1-7 Likert scale)

How warm is the voice? (1-7 Likert scale)

How honest is the voice? (1-7 Likert scale)

How trustworthy is the voice? (1-7 Likert scale)
How natural does the voice sound? (1-7 Likert scale)

e Post-session questionnaire

o

O O O O

Thoughts about 1%, 2%, 37, and 4™ voices (Open question)

Which story was your favorite? (Open question)

What is your sex? (Open question)

What is your age? (Open question)

What is your race and/or ethnicity? (Multiple-choice, Open question)
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Appendix B. Voice Types Validation Study

To further investigate the impact of robot embodiment on participants’ perception towards different
voice types, we conducted a follow-up validation study for voice types only. Based on the results of the main
study, TTS voice showed significantly lower score on the most subjective ratings. Therefore, this validation
study used only human voices, which made a 3 (Voice Types) by 7 (Emotions) within-subjects design. Ten new
participants (Age: M =22.5, SD = 4.12) were recruited for the follow-up study. Six participants identified as
male and four participants identified as female with 5 Asians, 4 Caucasian, and 1 Hispanic. They listened to all
recordings and evaluated three voice types: Characterized NAO voice, Characterized Pleo voice, and Regular
human voice. Because the suitability rating subjectively determined how suitable the voice types were on a
certain robot, we excluded the scale in the validation study because there was no robot or physical embodiment
involved with this follow-up study.

B1. Accuracy

Following the main study, the emotion recognition accuracy data were transformed with the aligned
rank transform (ART) (Wobbrock, Findlater, Gergle, & Higgins, 2011). Then, the aligned-ranked data were
analyzed with a 3 (Voice Types) x 7 (Emotions) repeated measures ANOVA, followed by paired samples t-tests
with a Bonferroni correction for pairwise comparisons. A significant difference was found in the main effects of
voice types, F(2, 18) = 11.68, p <.001, 5,° = .567 emotions, F(6, 54) = 4.61, p < .001, 5,° = .339 and the
interaction effect between voice types and emotions, F(12, 108) = 4.48, p <.001, 5,° = .342. The average
accuracy of emotion recognition in both characterized voices (NAO and Pleo) were significantly higher than the
regular voice. The average accuracy was significantly higher in happiness (65.7%), sadness (77.6%), and
surprise (67.6%) than anger (41.6%), disgust (37.6%), and fear (37.1%), which is similar to the main study.
However, the average accuracy of anticipation (58.9%) was much lower compared to the percentage of the main
study (75%). It might not be appropriate to compare the absolute percentage between the main study and the
follow-up study because of different population and different number of participants. However, the average
emotion recognition accuracy of the main study (56.61%) is numerically higher than that of the follow-up study
(55.16%). The emotion recognition accuracy of the four emotions (happiness, anticipation, surprise, and
disgust) was numerically higher in the main study than in the follow-up study. This might imply that when the
voice is presented with embodied robots, emotion recognition accuracy might increase depending on different
emotions. Further analysis of the interaction effects showed that the accuracy of emotion recognition was higher
when characterized voices were paired with emotions that are positive and high arousal, such as happiness and
surprise, or negative and low arousal, such as sadness than the regular voices paired with the emotions with
opposite valence and arousal, such as anger, disgust, and fear. These results might suggest that the characterized
voices improve participants’ emotion recognition capabilities for certain emotions compared to regular human
voices when there was no physical embodiment.

B2. Other Subjective Ratings

The results from other subjective ratings of this validation study were similar to the results in the main
study. The main effect of voice types was found significant in the scale of warmth, F(2, 832) = 3.65, p = .0466; ,
Np® = .297; trustworthiness, F(2, 832) = 5.38, p = .0147, np? = .375; naturalness, F(2, 832) = 17.57, p <.0001, n,*
= .664; likeability, F(2, 832) = 10.20, p = .0011, ny*> = .532; and attractiveness, F(2, 832) = 12.42, p = .0004, np*
=.586.

Participants rated higher scores of warmth, and trustworthiness in regular voices than just the
characterized Pleo voice. However, participants reported higher scores of naturalness, likeability, and
attractiveness in regular voices than both characterized NAO and characterized Pleo voices. Note that in the
main study, regular voice did not show higher scores of warmth and trustworthiness than the characterized
voices. This might suggest that the appearance and embodiment of the robots can improve participants’
perception toward the characterized voice positively such as increasing the warmth and trustworthiness of the
robot. It is interesting to see that the validation study results of naturalness aligned with the results in the main
study because it might imply that naturalness did not necessarily influence warmth and trustworthiness of the
robot.

In sum, when there is embodiment of the robots, overall, people may recognize the same voice’s
emotions better. Also, they may perceive the characterized voice more positively (e.g., warm and trustworthy).
The results of the validation study once again revealed the importance of the robot appearance and embodiment
in HRIL



