
A Data-Driven and Human-Centric EV Charging
Recommendation System at City-Scale

Jingping Nie1, Stephen Xia1, Yanchen Liu1, Shengxuan Ding2, Lanxiang Hu1, Minghui Zhao1,
Yuang Fan3, Mohamed Abdel-Aty2, Matthias Preindl1, and Xiaofan Jiang1

1Columbia University, 2University of Central Florida, 3New York University
USA, {jn2551, stephen.xia, yl4189, lh3116, mz2866, matthias.preindl}@columbia.edu,

shengxuanding@knights.ucf.edu, yf1317@nyu.edu, M.Aty@ucf.edu, jiang@ee.columbia.edu

ABSTRACT
Electric vehicles (EVs) have gained widespread popularity in re-
cent years, and the scheduling and routing of EV charging have
impacted the welfare of both EV drivers and the grid. In this paper,
we present a practical, data-driven, and human-centric EV charging
recommendation system at the city-scale based on deep reinforce-
ment learning (DRL). The system co-optimizes the welfare of both
the EV drivers and the grid. We augmented and aggregated data
from various sources, including public data, location-based data
companies, and government authorities, with di�erent formats and
time granularities. The data includes EV charger information, grid
capacity, EV driving behavior information, and city-scale mobility.
We created a 30-day per-minute uni�ed EV charger information
dataset with charging prices and grid capacity, as well as an EV
driving behavior dataset with location and State of Charge (SoC)
information. Our evaluation of the recommendation system shows
that it is able to provide recommendations that reduce the aver-
age driver-to-charger distance and minimize the number of times
chargers switch to a di�erent driver. The dataset we prepared for
training the DRL agent, including augmented EV driving data and
charging station information, will be open-sourced to bene�t future
research in the community.
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1 INTRODUCTION

The increasing popularity of EVs has led to a growing demand
for charging infrastructure. With the increasing number of EVs on
the road, the management of charging infrastructure becomes a
critical issue for grid operators, charger operators, and EV owners.
The charging infrastructure must be able to handle the increasing
demand for energy, and the grid must be able to support the inte-
gration of EVs into the energy system. In this context, a data-driven
city-scale human-centric EV-interfaced grid recommender system
has the potential to provide e�cient and sustainable charging solu-
tions for EVs.

There are several sets of challenges that make this problem
di�cult. First, it is very di�cult to simulate or model the driving
path and speed of a real person. Additionally, abnormal �uctuations
and errors in tra�c �ow occur due to unexpected tra�c events [39].
Second, there is a physical constraint that needs to be considered
when assigning EVs to chargers; Once an EV is assigned to the
charger, there is a period of time, energy consumed, and distance
traveled before the EV arrives at the charger. Finally, the total
possible number of charger-EV assignments is huge. For example,
in an environment with 160 chargers and 1, 000 vehicles, there are
% (1000, 160) = 1000!

840! possible charger-driver assignments.
A second set of challenges arises due to a lack of a uni�ed dataset

that we can use for training and modeling. There are a limited
amount of datasets available for estimating vehicle SoC, EV charger
characteristics, and power grid hosting capacity with �ne time
granularity. Additionally, publicly available EV mobility data is lim-
ited with low spatial and temporal resolution. Many of the vehicle
mobility datasets only contain start and end points, rather than the
actual path taken.

Previous works on EV charging management have focused on
optimizing grid usage, maximizing the charging e�ciency, or bal-
ancing the load between di�erent charging stations. However, these
works have limitations in terms of scalability, real-world applica-
bility, and the ability to handle large amounts of data. In addition,
prior studies often use power grid models, such as IEEE bus systems,
rather than actual datasets from real-world scenarios. Moreover,
they only focus on speci�c objectives such as reducing charging
costs without taking into account the capacity of the grid.

In this paper, we present a practical, data-driven, and human-
centric EV charging recommendation system at the city scale based
on deep reinforcement learning (DRL) with three key features. First,
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it builds on a carefully constructed city-scale EV driving dataset via
the augmentation and aggregation of both public and self-collected
datasets in di�erent forms and with di�erent granularity. Second, it
takes into account practical considerations of a number of important
parameters, including the varying EV demand, charging price, and
grid capacity as a function of the status of the charging station at
di�erent timestamps. Third, instead of treating the drivers (EVs) as
the agents in the DRL framework, which is considered in most of
the recent works, we treat the chargers as the agents, as they are
more directly related to important factors such as the grid capacity.

Wecreate our recommender system, training environment,
and simulation environment tailored to the Manhattan area
because there exist a modest number of data sources that can be
used to augment EV data from existing publicly available datasets.
Additionally, the Manhattan area is one of several areas where data
on power grid hosting capacity exists. Our proposed recommenda-
tion system leverages deep reinforcement learning (DRL) based on
a deep Q-network (DQN) to make recommendations for optimized
EV charging decisions, e.g., which EV each charger (agent) selects
at a given time.

To build and evaluate practical recommendation systems, we
construct a city-scale EV driving dataset via careful augmentation
and aggregation of various datasets including diverse information
such as vehicle trip routes, EV driving/charging sessions, and EV
charger location and charging price. These data include both public
datasets from di�erent sources and a self-collected dataset with 3
volunteers using On-board diagnostics II (OBD-II) device driving
a Tesla Model Y and Hyundai MPVs over the course of 3 months.
Overall, our constructed EV driving dataset includes detailed labels
({timestamp, trip ID, location, speed, SoC}) of a total number of
61,392 (anonymized) valid trips over a duration of 30 days, and
an EV charger dataset. The total dataset size is over 100GB with
second-level time granularity. Using this dataset, we train and test
the DRL model, and demonstrate the e�ectiveness of the proposed
EV charging recommendation system. For example, we show that
the DRL-based recommendation system can, on average, reduce
the distance between the EV chargers and their selected EV drivers
by 32%. This dataset will be open-sourced and shared with the
community. We believe the dataset we have generated and the rec-
ommender system framework we have proposed have the potential
to act as an initial foundation for further investigations in the �eld
of large-scale EV charging/routing optimizations.

To summarize, the main contributions of this paper include:

• We design an e�ective pipeline for pre-processing and augmen-
tation of real-world EV driving data and charging infrastructure
data, which closely simulate real-world charging processes.

• We create a realistic EV-driving-charging dataset with �ne time
granularity based on real-world data that, for the �rst time, com-
bines the information from two domains: (i) the EV driving be-
haviors and (ii) the EV chargers. We open-source the dataset to
facilitate the research in this area (https://github.com/Columbia-
ICSL/Data-Driven-Human-Centric-EV-Charging).

• We propose and develop a practical, data-driven, and human-
centric recommendation system for EV charging in Manhattan
based on DRL, which takes into account the grid capacity, EV

demand, and charging infrastructure when making recommenda-
tions. By considering each EV charger as an agent, the framework
allows for each EV charger to make decisions about which set of
EVs to serve when needed.

• We evaluate our proposed DRL-based recommendation system
using the pre-processed and augmented dataset, demonstrating
the e�ectiveness of the system in optimizing the charging of EVs.
In Section 4 and 5, we describe the preprocessing and augmenta-

tion of the real-world EV driving data and charging infrastructure
data. In Section 6, we describe the DRL model used to make rec-
ommendations for the optimal charging of EVs. In Section 7, we
evaluate the e�ectiveness of the system using real-world data. Fi-
nally, in Section 8, we discuss the limitations of the system and
future work.

2 RELATEDWORK
Our proposed framework, described in Section 3, takes input from
4 dimensions. In this section, we introduce related work in each
aspect and summarize the corresponding existing datasets, traces,
as well as simulation and optimization methods.

2.1 EV Charger & Charging Session Information
Typically, an EV drive relies on mobile apps and platforms such
as ChargeHub [38], chargepoint [15], NYserda [6], PlugShare [7],
and TomTom [14], to �nd available charging stations. Although
these platforms provide users a list of charger locations with their
pricing, charging rate, and availability information, they do not
make any intelligent recommendation or provide a systematic way
to corporately schedule users’ charging behaviors. As a result, an
EV driver usually selects the closest charging station or manually
selects one from the list provided by the platforms.

For a network of EV chargers to cooperatively schedule users’
charging behaviors, global information such as the EV charging
sessions of each charger is required. Examples of publicly available
EV charging session datasets include
• Adaptive Charging Network Dataset (ACN-Data), which contains
>32,000 EV charging sessions from charging stations near Cal-
tech and NASA JPL, spanning multiple years [26];

• Georgia Tech Electric Vehicles Charging Stations Dataset, which
contains >3,300 EV charging sessions from 105 campus-wide
charging stations and 85 users, with second-level time granularity,
taken over the course of one year [11].

• Schneider Residential Charging Dataset, which contains 6,878 EV
charging sessions collected from residential chargers in apart-
ment buildings inNorway, where loads are aggregated hourly [37].

Since none of these EV charging session datasets are collected
from Manhattan, we crawl data from the above-mentioned mobile
platform in Manhattan to be incorporated in our dataset (Section 5).

2.2 EV SoC Infomation
On the EV side, there are only a limited number of available datasets
on the Energy usage / SoC information of EVs over time and vehicle
location. The most comprehensive dataset is the Vehicle Energy
Dataset [33], which contains timestamped data of fuel, energy,
speed, and auxiliary power usage from 383 personal cars in the Ann
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Arbor area, Michigan, including 264 gasoline vehicles, 92 hybrid
electric vehicles, and 27 plug-in EVs. Estimating SoC is important for
accurately simulating and informing the energy usage of EVs while
driving and charging. Commonly used SoC estimation methods
include the classical Coulomb counting method that calculates SoC
from charging and discharging battery currents, the look-up tables
mapping characteristic parameters of LIB to SoC [20], the open
circuit voltage (OCV) method that seeks to precisely represent SoC
as a non-linear function of OCV [10], the impedance method to �t
SoC with ohmic resistance parameters [12], and the Ampere-Hour
Integral method [40].

We combine the SoC change over time information collected
from the 27 plug-in EVs in Vehicle EnergyDataset with the Coulomb
counting-based SoC estimation to obtain the EV’s SoC for each trip
in our dataset (Sections 4.2–4.4). We select the Coulomb counting
method since it is the most scalable due to a small number of
parameters and easy access to battery currents in most open-source
EV driving and charging datasets.

2.3 Vehicle Mobility
There are several data sources of vehicle driving and traveling
patterns, including

• National Household Travel Survey (NHTSA) [1], which contains
counts of people who traveled between di�erent cities in the
United States, the distance traveled, and the modality of trans-
portation, from over 220 billion trips during 2017-2020;

• NYC Taxi & Limousine Commission Trip Record Data [8], which
contains trip records from yellow and green taxis in the NYC
area since 2009. This dataset contains pick-up/drop-o� locations
and times, fares, and distance traveled;

• INRIX is a company that provides real-time and historical data on
tra�c and road data from millions of GPS-enabled automobiles,
conventional road sensors, and hundreds of other sources [22].
However, INRIX displays deviations and delays in speed and
coordinates when vehicles are located in uncongested highways
or congested urban areas[35];

• HERE is a company that also provides datasets for location-based
and tra�c data, in addition to a RESTful API for listing EV charg-
ing stations in a speci�c area [16];

• Regional Integrated Transportation Information System (RITIS) is
a data-driven platform for transportation analysis, aggregating
data from multiple agencies [19]. RITIS provides road informa-
tion based on various factors, including road status, locations,
and travel directions, collected from induction loops, side-�ring
sensors (acoustic, microwave, etc.), and radar.

In our dataset, we �lter and augment information from these �ve
data sources to generate vehicle mobility traces in Manhattan from
11/01/2022–11/30/2022 (Section 4.1).

2.4 Grid Capacity
With the fast development of Vehicle to Grid (V2G) technology
and the growing presence of various distributed energy resources
(DERs) such as solar photovoltaic units, battery storage systems,
and EVs, researchers and grid operators are actively assessing and
analyzing the hosting capacity of the power grid to limit the e�ects

on power reliability and safety caused by addingmore DERs [24, 30–
32]. Although the grid is managed by around 1,600 grid operators,
existing grid capacity maps cover only a few areas including NYC,
New Jersey, Philadelphia, California, and Maryland [3]. These host-
ing capacity maps indicate how many generations (expressed in
kW) can be added to a feeder before the feeder reaches capacity or
other limitations that reduce the reliability of service. Works for
pairing EVs with chargers for replenishing EV SoC using real-world
data generally lack consideration for the power grid capacity.

To overcome the lack of grid information, researchers have built
systematic simulators such as the ACN-Simulator [27], which is
a tool designed to simulate the impact of EVs on the electricity
grid and to test di�erent charging management strategies. ACN-
Simulator models the interactions between EVs, charging stations,
and the electricity grid, allowing researchers to study the e�ects
of di�erent charging strategies on the overall energy demand and
distribution. However, it only considers the scenarios after EVs
arrive at the charging stations, but does not consider situations
when the EVs are on the road and may not have charging plans.

We use the EV Charging Capacity map from Con Edison which
contains relevant information in Manhattan (Section 5).

2.5 EV Charging Optimization
In the area of scheduling and optimizing EV charging, various meth-
ods have been proposed to balance the energy demand between the
grid and EVs, including centralized scheduling and decentralized
scheduling [9]. In the central approach, an EV aggregator com-
municates with EV users to minimize energy charging costs and
arranges the charging pattern for each EV directly by collecting
charging data from the EVs and the electrical grid. A centralized
scheduling strategy considers historical and statistical data, such
as the charging time, grid capacity, and charging rate, to minimize
peak loads on the grid and satisfy driver expectations. In the de-
centralized approach, each EV user makes decisions on when to
charge, based on its own optimization criteria and parameters. The
EV aggregator only aggregates the bids from each EV.

Despite the richness of techniques that people adopt to optimize
smart grids and charging systems, many of them, including meth-
ods like model-based reinforcement learning (RL) and model-free
RL, are data-hungry and require a substantial amount of real-world
data to search for optimal policies and ensure the convergence of
various (policy-based or value-based) methods. How to collect a
su�cient amount of data then emerges as a challenge since it’s
impractical to obtain a reasonably large dataset from any existing
smart grid infrastructure to be tested on, which is also known as
the cold start problem in recommender systems [23]. Previous stud-
ies have shown e�ectiveness in explicit solutions to this problem
with approaches including active learning [18]. Over the recent
years, it has witnessed an increasing number of works devoted to
actively constructing EV driving and charging datasets [26, 33, 37]
for researchers to tackle various optimization problems on charg-
ing scheduling algorithms, energy management, charging station
installation, frequent regulation, voltage control, etc.

Although there are a variety of datasets for informing vehicle
energy usage, vehicle mobility, and EV charger characteristics, they
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Figure 1: Data preparation and augmentation �ow diagram
of the proposed DQN-based DRL recommendation system.

are all very diverse. Speci�cally, there is no single dataset that inte-
grates all information required to helpmodel and train an intelligent
recommender system. Moreover, existing works typically rely on
power grid models, such as IEEE bus systems, instead of real-world
datasets, and consider partial objectives such as simply minimizing
the charging price without considering the grid capacity.
This work. Considering the aforementioned limitations and oppor-
tunities, we augmented and aggregated data from various sources,
including public data, location-based data companies, and govern-
ment authorities, with di�erent formats and time granularity to
create a �rst-of-its-kind 30-day per-minute uni�ed EV charger in-
formation dataset with charging prices and grid capacity, as well as
an EV driving behavior dataset with location and SoC information.
To the best of our knowledge, this is the �rst work that considers
the co-optimization of the welfare of both the EV drivers and the
grid using a realistic dataset.

3 SYSTEM ARCHITECTURE
Due to the challenges mentioned in Section 1, we formulate our
real-world, data-driven, human-centric recommender system for
assigning EVs to chargers as a deep reinforcement learning (DRL)
problem, where the agent is the collection of EV chargers. This is
because the number of public EV chargers will be relatively con-
stant compared to the number of drivers on the road throughout
the day. More speci�cally, we create a deep Q-network (DQN) to
realize this recommender system. There are two major components
for the proposed recommender system: (i) data preparation and aug-
mentation for the DRL environment, and (ii) training and applying
the DQN agent. And the following assumptions are made:
(1) All EV drivers are rule-followers. Individual willingness, in-

centives, and unpredictable rule-breaking behaviors are not
considered in this study.

(2) The system has a holistic view (“God’s eye view”) of the real-
time states of all public-accessible EV chargers and EV drivers
in the Manhattan area.

(3) The charging scheduling and EV assignment for private-owned
EV chargers are not considered in this study.

(4) All the chargers in this study are Type-II chargers with a �xed
charging rate of 10:,⌘.
To obtain a holistic perspective, we consider four categories of

data to model EV drivers and the e�ects of EV chargers on the grid,

as shown in Figure 1 (more details in Section 4 and Section 5). The
four categories include:

(1) Charger information (location, availability, and price) from
ChargeHub, PlugShare, and NYSERDA;

(2) EV information, including state of charge (SoC), car type, charg-
ing rate, and discharging rate directly collected by On-board
diagnostics II (OBD-II) devices from open-source datasets or
collected in this study, the EV car type distribution [4], and LIB
SOC estimation described in Section 4.3.1.

(3) City-scale vehicle mobility data includes the �oating car data
from HERE, INRIX, RITIS, and NHTSA.

(4) Grid information, which contains the network hosting capacity
and EV charging capacity from Con Edison [2].

Because each EV charger data source provides slightly di�erent
information, we cleaned and merged data from these sources to
obtain 520 EV charging stations with 1, 061 total chargers to use in
our system.

There are few publicly available open-source datasets containing
electric vehicle information, namely SoC, and grid network hosting
capacity. Because data for hosting capacity exists in the Manhattan,
NYC area and because there exists a modest number of sources
that can be used to generate vehicle mobility traces, we decide to
create our recommendation system for the Manhattan area.
In future work, we plan to explore and apply our system to other
settings, as datasets from more regions become available.

To increase the amount of EV SoC data, we recruited three sub-
jects driving EV cars (2 Tesla Model Y and 1 Hyundai MPV) in the
Manhattan area using an onboard OBD-II device to collect driving
and charging data for three months. Data from these three subjects
are not representative enough of all EV driver behavior in Manhat-
tan. As such, we leverage �oating car data (speed, longitude (lon),
latitude (lat)) to generate more mobility traces and vehicle trips, and
we use the distribution of registered EV vehicles in Manhattan to
assign a car type, charging rate, and discharging rate to these trips,
as described in Section 4. After assigning the car type, we estimate
the SoC of the vehicle during the trip using methods described in
Section 4.3.

Considering the size of the state-action space, we select 160
chargers at 160 charging stations, as described in Section 5. Because
many of the trips are extremely short in duration, we select only
the 1, 000 longest trips per day to train our model (Section 6), with
1minute timesteps. The timestamped EV charger and EV driver
SoC and mobility data are regarded as the environment for the DRL
as depicted in Figure 1.

Although the EV chargers are regarded as the agents, the rec-
ommender system proposed in this work faces the EV drivers. Al-
though there are open-source and microscopic road tra�c simu-
lation packages, such as SUMO [28], to simulate various tra�c
scenarios, including the movements and charging patterns of EVs.
However, SUMO is majorly facing the developers, which is not
suitable to run on a smartphone that EV drivers can use in their
daily life. As such, we designed a smartphone system for EV drivers,
shown in Figure 2. EV drivers input their origin, destination, vehicle
type, current SoC, and willingness to be tracked at the beginning of
each trip. If the user is not willing to be tracked, the route will be
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Figure 2: (Left) the process of making recommendations to
EV drivers at each timestep, and (right) example screenshots
of a customized smartphone app designed for the users using
our proposed DRL-based recommendation system.

generated based on the Google Maps API, and SoC will be mapped
by the method in Section 4.3.1.

At each timestep C = C8 , 8 2 [0, 1, · · · , 1, 439], the 1, 000 EVs
that most likely need to be charged will be selected to form the
observation or state that the EV charger agents will observe. The
DRL agent learns a policy for choosing which of the 1, 000 drivers
should be charged at each of the 160 chargers at time C8 . Selected
EV drivers for charging will receive a pop-up noti�cation that will
lead the driver to the corresponding charger.

4 VEHICLE DATA PREPARATION
In this section, we describe the real-world datasets, followed by the
pipeline for the pre-processing and augmentation of these datasets
for providing the EV information to be used by the DRL framework.

4.1 City-Scale Mobility Data and Augmentation
To obtain EV mobility traces in New York City, we aggregated
datasets from three companies: INRIX, HERE, and RITIS (described
in Section 2), which include the following tra�c information: vehi-
cle ID, tra�c speed, ignition status, and vehicle coordinates.

We chose INRIX to gather the majority of tra�c data, including
vehicle coordinates and speed, since INRIX has recorded data from
most number of vehicles, collected from hundreds of sources [22].
However, INRIX has many deviations, delays, and missing data in
speed and coordinates in situations where the vehicles are located
in uncongested highways or congested urban areas [35]. To supple-
ment data defects from INRIX, we incorporated tra�c speed and
vehicle ignition data from HERE and RITIS.

Once the data from these various sources are combined into a
uni�ed format, we �ltered the data according to [41] to ensure an
appropriate quality of vehicle trajectories. To reduce noise and im-
pute missing data in vehicle trajectories, we used moving averages
and neighborhood averaging. To generate quantitative results, all
study data were processed in Python on a server with one master
node and four worker nodes. Each machine is out�tted with an
AMD Ryzen thread ripper pro 3955wx 16-core and 32 processors,

256 GB of memory, and a 5TB disk capacity. We extracted vehicle
traces in Manhattan, NYC, from 11/01/2022 to 11/30/2022.

To increase the number of vehicle traces, we leverage coarse-
grained trip data from the NHTSA dataset [1], described in Section 2.
This dataset only speci�es origin and destination and does not
specify vehicle speeds or trajectories. To generate trajectories, we
adopt a similar method proposed in [21], by sampling road segments
from origin to destination. Each road segment is weighted by how
often they are utilized by vehicles in the dataset we collected from
INRIX, HERE, and RITIS. Overall, we construct a dataset with labels
{timestamp, trip ID, location ( lat, lon), speed} for a total number
of 61, 392 anonymous valid trips (trips longer than 1 minute and move
more than 0.5m).

4.2 Driving SoC Data
We used data from the Vehicle Energy Dataset (VED) [33] to model
the energy consumption of EVs, and to extract the vehicle ID, speed,
SoC, and distance traveled. Since the mobility data in VED is not
from theNYC area, we did not incorporate this data into themobility
dataset we collected (Section 4.1). In this work, we assume that all
EVs are non-hybrid and leave hybrid EVs for future work. Since the
number of non-hybrid electric vehicles and trips is rather limited
(only 27 vehicles with 2,888 trips), we collected data from three EV
drivers (2 Tesla Model Y’s and 1 Hyundai MPV) through onboard
OBD-II loggers, over the course of three months (with 334 trips).

4.3 SoC Data Augmentation
As mentioned in Section 4.1, we augmented vehicle mobility traces
using a publicly available travel dataset from the NHTSA. These
newly generated mobility traces do not have an associated energy
usage or SoC. Between the VED dataset and the data we collected
from three additional EVs (see Section 4.2), we only have energy
consumption and the SoC of 27 + 3 vehicles. Below, we describe
how we generate new SoC traces for augmented vehicle mobility
traces (Section 4.1), by �rst modeling the SoC of a vehicle’s energy
storage system (ESS) and then how a vehicle’s mobility pattern
a�ects power draw from the ESS.

4.3.1 LIB SoC Modeling. The battery models for electrical vehi-
cles (BEV) play a central role in the model-based SoC estimation.
Lithium-ion batteries (LIB) are the most commonly used ESS tech-
nology. SoC is a measure of the remaining energy in the LIB. To
estimate SoC, the amount of remaining energy in the battery (k ),
which is de�ned as the average over maximum concentration of
lithium-ions, is given by:

k = ⇠B,0E6/⇠B,<0G , (1)

where ⇠B,0E6 and ⇠B,<0G represent the average and maximum con-
centration of lithium-ions in the LIB cathode, respectively.

Since is di�cult to directly measure and model the lithium-ion
concentration at any given moment to compute SoC, an alternative
way to calculate SoC is by taking the ratio of current residual energy
available to be drawn from the LIB, ⇠A , to highest possible load
capacity, ⇠0 , given by [36]

SoC(C) = ⇠A /⇠0 · 100%. (2)
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To associate the SoC with battery cell discharge current while
driving, denoted by � (C), we adopt the commonly used Coulomb
Counting method, i.e. [17, 34]:

(>⇠ (C) = SoC(0) + [8
⇠0

·
Ø C
0 � (g) dg, (3)

where (i) SoC(0) denotes the initial state of charge, and (ii) [8 de-
notes the Coulombic E�ciency of the battery, or the ratio between
the number of electrons extracted from the battery and the number
of electrons put into the battery over a full cycle. This method allows
us to easily derive the SoC at any timestamp with a con�gurable
parameter ⇠0 , which is based on the vehicle type, by measuring
or simulating the current draw to and from the battery. Next, we
discuss how we model the current draw from the LIB during a trip
(Section 4.3.2) and while charging (Section 4.3.3).

4.3.2 Vehicle’s SoC as a Function of Speed and Time. Next, we need
to relate a vehicle’s mobility (speed and distance traveled) to its
SoC. We consider the following model of the vehicle’s SoC at time
C , SoC(C), as a function of its battery cell discharge current1, � (C),
and the moving speed, E (C),

SoC(C) = SoC(0) + [8
⇠0

·
Ø C
0 � (g) dg

⇡ SoC(0) + [8
⇠0

·
Ø C
0 (0 · E (g) + 1) dg, (4)

where � (C) = 0 · E (C) +1 is the �rst-order approximation of � (C) as a
function of E (C). % (C) = +? · � (C) relates the power consumption of
the EV, % (C), to the current draw and voltage of the battery pack,+? .
For LIB-powered EVs, we make the assumption that when speed is
at cruising or lower speed with approximately E < 100 km/h, power
consumption can be accurately approximated to the �rst order as
shown in [25]. We only consider the case where the EV’s LIB is
never depleted to a level such that +? degrades, i.e., +? ⇡ const.
Di�erentiating both sides of (4) yields

dSoC(C )
dC ⇡ [8

⇠0
· 0 · E (C) = AE · E (C), (5)

where, AE := [80
⇠0

is the discharging rate in units of SoC/sec. We
assume that an EV’s energy consumption at rest is negligible, which
eliminates the coe�cient 1 due to the resulting boundary condition:
dSoC(C )

dC |E=0 = 0. Using (5), the SoC of a vehicle at time C is given by

SoC(C) = SoC(0) +
Ø C
0

dSoC(g )
dg dg ⇡ SoC(0) +

Ø C
0 AE · E (g) dg . (6)

To obtain the discharging rate, AE , we �t a linear regressionmodel
using data across 50 trips from real data collected over the course of
3 months from 2 volunteers driving the Tesla Model Y (Section 4.1).
We discuss how we generate the discharging (AE ) and charging (&)
rates for the rest of the vehicles, for which we did not manually
collect data, in Section 4.3.4. Table 1 summarizes these rates for
each of the vehicle models.

4.3.3 SoC Charging Rate. When an EV is being charged at a charg-
ing station that provides a constant charging current of �2 , its SoC
over time is given by

SoC(C) = SoC(0) + [8
⇠0

Ø C
0 �2 (g) dg = SoC(0) + [8 · �2

⇠0
· C

= SoC(0) + [8 ·& · C, (7)

1Typically, the total battery discharge current, � (C ) , consists of the sum of currents
generated by individual battery cells [25].

where& := �2/⇠0 denotes the charging rate, which is the ratio of the
charging current, �2 , to the battery capacity, ⇠0 . Intuitively, it takes
longer time to charge a battery with larger capacity. If the battery
capacity, ⇠0 , can be found for the vehicle type, we can directly
substitute this value. In cases where the value of ⇠0 is unknown,
we estimate the capacity from the vehicle’s maximum range, 'max,
by learning a coe�cient, U , from past vehicle trips [29], i.e.,

⇠0 = U · 'max ) & = �2
⇠a

= �2
U ·'max

. (8)

We show the charging rates in Table 1 and discuss how we general-
ize to other vehicle types in Section 4.3.4.

4.3.4 Generalization to other EV Models. To generalize the SoC to
di�erent vehicle types, we compare the battery capacity, ⇠0 , and
maximum vehicle range, '<0G , between di�erent vehicle models.
From Section 4.3.2, we see that the mapping coe�cients, AE , learned
for the Tesla Model Y is a function of⇠0 (we can ignore the coulom-
bic e�ciency, [8 , and the number of battery cells without loss of
generality). We use the following equation to estimate the mapping
coe�cient, AE," for vehicle type" based on the coe�cient of the
Tesla Model Y, AE,Tesla:

AE," = ⇠0,"
⇠0,Tesla

· AE,Tesla, (9)

where ⇠0," denotes the battery capacity of vehicle type" .
Let 'max,)4B;0 denote the maximum range for the Tesla Model

Y and 'max," denote the maximum range for vehicle type" . For
estimating the charging rate of vehicle type " , &" , using the
charging rate of the Tesla Model Y, &Tesla, we can relate vehicle
type " to the Tesla Model Y using the capacity ratio given by
@" = 'max,"/'max,Tesla. Together with (7), the SoC of vehicle "
at time C is given by

SoC" (C) = SoC" (0) + [8 · 1
@"

· �2
U'max,Tesla

· C

= SoC" (0) + [8 · &Tesla
@"

· C . (10)

The full list of charging and discharging rates of the vehicle
types we used in this work is shown in Table 1. We selected the
top 10 most common EV types in NYC based on the NYSERDA EV
Registration Map [6] and New York State DMV Records [13], where
the “others” type is the average of the 10 selected vehicle models.

4.4 EV Driving Dataset for the DQN-based DRL
Recommender

Based on the distribution of the 11 car types listed in Table 1
and the distribution of the initial SoCs of the 3,222 trips from VED
dataset and the EV driving data collected by us, a car type and a
starting SoC are assigned to each of 61,392 trips. With the car type
and the starting SoC, using the method mentioned in Section 4.3.3
and the parameters listed in Table 1, the SoC for each timestamp is
interpolated to the dataset prepared in Section 4.1 for the 61,392
trips. Overall, with SoC data augmentation, we construct an EV driv-
ing dataset with labels {timestamp (minute), trip ID, location
( lat, lon), speed, SoC} for a total number of 61,392 anonymous valid
trips for a duration of 30 days, with a total dataset size of 10.3 GB.
This dataset is then used for the training and testing of the proposed
DRL framework, described below.
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Table 1: Summary of maximum vehicle range ('<0G ), battery capacity (⇠0), estimated discharging rate (AE), estimated capacity
ratio (@), and estimated charging rate (&) for the 10 most common electric vehicle types in NYC.

Veh Brand Veh Range (km) LIB Capacity (kWh) Discharging Rate (SoC/sec) Capacity Ratio (@) Charging Rate (SoC/sec)
Tesla Model Y 438 50 -3.860e-4 1.0 2.155e-3
BMW MPV 391 70.7 -3.450e-4 1.414 1.524e-3
BMW LDV 484 84 4.270e-4 1.68 1.283e-3
Audi MPV 357 95 -3.153e-4 1.9 1.134e-3
Ford MPV 398 70 -3.514e-4 1.4 1.540e-3
Kia MPV 499 77 -4.400e-4 1.54 1.401e-3
Volvo MPV 359 75 -3.172e-4 1.5 1.437e-3

Hyundai MPV 488 77.4 -4.301e-4 1.548 1.392e-3
Nissan LDV 338 60 -2.981e-4 1.2 1.796e-3

Others 376 73.2 -3.313e-4 1.465 1.472e-3

Figure 3: Location map of the chargers in Manhattan, NYC,
that are selected as the agents in the proposed DRL frame-
work. Greenmarkers denote the chargers that are, on average,
furthest away from the 61, 392 vehicle mobility traces from
our augmented dataset and black markers denote the charg-
ers that are, on average, closest to these traces.

5 EV CHARGER DATA PREPARATION
To obtain the comprehensive dataset of EV charger information
in Manhattan area, the charging station locations and information
from �ve di�erent sources: Plugshare, NYSERDA, Flo, Chargehub,
and Tesla Supercharger, are crawled. Comparing the merge results
and considering the Tesla chargers are not adaptable to all types
of EVs, in this study, we acquire the real-time data from Plugshare,
NYSERDA, and Chargehub. The chargers are merged based on
their geographical locations. In addition, the price information is
provided in di�erent formats from these sources (e.g., “$/:,⌘”,
“$/⌘>DA”, and “same to the parking fee”). And some chargers miss
the price information.

To simplify the environment for this recommender system, only
Type-II chargers are �ltered out and an assumption that all chargers
charge the EV at 10:, is made. With this charging rate and taking
the median EV battery size 73.2:,⌘, all the prices with “$/⌘>DA”
are converted into “$/:,⌘”. In addition, if the charging station
misses the price information or is described in other formats, the

real-time data from NYISO is used to generate the charging price
in “$/:,⌘” [5]. Overall, we generate the timestamped charger in-
formation with the uni�ed format ({timestamp (minute), charger
ID, location ( lat, lon), charging price}) for a total number of 1,061
chargers from 520 charging stations.

As mentioned in Section 4.1, there are 61,392 trips in total over
30 days, or approximately 2,046 trips per day. In order to simulate
the conditions that there will be more EV drivers that are actively
driving on the road and has the potential needs of charging their
cars, we select a total number of 160 chargers, where 80 chargers
are on average closest to all of the vehicle trips (black markers in
Figure 3), and the remaining 80 chargers are the furthest away from
all of the vehicle trips (green markers in Figure 3).

Con Edison o�ers Network Hosting Capacity and EV Charging
Capacity maps that are EV charging-related. The Network Hosting
Capacity map provides the regional network area hosting capacity
(kVA) in 6 levels. However, the hosting capacity around the 160
selected chargers in this study is almost the same. The EV Charging
Capacity map provided by Con Edison provides the information
for: (i) 460v Transformers, (ii) 208v Transformers, and (iii) Load
Capacity for 3PH Feeders. As there is no Load Capacity information
in Manhattan, it is assumed that the chargers with more 208v and
460v transformers around (within 1:<) brought fewer dynamics to
the grid. The 30-day EV Charger information for the DRL environ-
ment is generated with {timestamp (minute), trip ID, location
(lat, lon), number of transformers around, charging price}.

6 DEEP REINFORCEMENT LEARNING
ARCHITECUTURE

Markov decision process (MDP) is usually used as the mathemati-
cal framework to describe an environment in DRL problems. Our
human-centric real-world EV charging recommender system can
be modeled as an MDP with discrete timestep (minutes in a day), C8 .
We consider an EV charging recommendation system with 1,000
drivers, labeled by 3 2 D = {1, 2, . . . , 1, 000}, and 160 charging
stations (chargers), labeled by 2 2 C = {1, 2, . . . , 160}. For each
charger 2 at time C8 , it can select a driver 3 2 C to provide charging
service, or stay idle. We formulate a discounted MDP (withW = 0.99)
consisting of a 4-tuple: hS,A, %a (s(C8 ), s(C8+1)),'a (s(C8 ), s(C8+1))i:

• S represents the set of states, or the space state. In our case, the
system state at C8 , denoted by s(C8 ), consists of the location of
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Figure 4: The proposed Deep-Q-Network- (DQN-) based deep
reinforcement learning (DRL) architecture.

driver 3 at time C8 , lat3 (C8 ) and lon3 (C8 ) (latitude and longitude),
the SoC of driver 3 , SoC3 (C8 ), the state of charging station 2 at
C8�1, and the current time C8 . As a result, the dimension of s(C8 )
is R3,161⇥1.

• A represents the set of actions, or the action space. In particular,
the action at time C8 , denoted by a(C8 ) = [02 (C8 )] 2 N160⇥1, where
02 (C8 ) 2 {idle[D} represents whether charging station 2 selects
a driver or remains idle. We assume that a charger can select at
most one driver at a time and any driver can be selected by at
most one charger. Even with this assumption, since are a total
number of 160 chargers and 1,000 EV drivers, the entire action
space would be more than 160-permutations of 1,000 (the number
of idling chargers can be more than one), which is more than
1.43 ⇥ 10474. It is unrealistic to train a DQN agent with such a
large action space. To address this issue, a mask is implemented
after the Q value matrix is generated by the DQN to reduce the
action space to only 160⇥1, 001, as shown in Figure 4. Speci�cally,
we repeatedly choose the largest Q value in the Q value matrix,
pair its corresponding charger 2 and driver 3 , and add a mask to
this charger and driver, until the largest Q value corresponds to
a charger, 2 =<, that chooses to be idle. Afterward, the charger,
2 =<, and the rest of the chargers that haven’t been paired with
a driver will be set to idle.

• %a (s(C8 ), s(C8+1)) denotes the transition probability that action
a is taken in state s(C8 ) will lead to state s(C8+1). This transition
probability is complex, as it is highly correlated to the randomness
of EV drivers on the road and their corresponding locations and
SoCs. We use a model-free DQN-based approach to learn the
transition procedure as illustrated in Figure 4. In particular, the
DQN contains three fully connected MLP layers, with an input
dimension of 3, 161 ⇥ 1 and an output dimension of 160 ⇥ 1, 001.

• 'a (s(C8 ), s(C8+1)) denotes the reward received after transitioning
from s(C8 ) to s(C8+1) after action a(C8 ) is taken. To ensure that
the recommender system satis�es common preferences for EV
drivers and learns policies that follow physical constraints when
driving and charging, we impose several constraints on 'a, as
further discussed in Section 6.1.

In addition, as indicated in Figure 4, an Available Driver Mask
is also applied to make sure that the chargers choose the drivers
that are active (on the road). However, as the EV driver data is
augmented with the �oating car data, there is only trip information
but no charging behavior included in the current environment. Ad-
ditionally, many EV drivers are active for less than 1 hour, whereas
general EV drivers usually charge their cars for more than 1 hour.
Considering these issues, a Driving Behaviour Information Remap-
ping strategy (see Section 6.2) is designed and applied on the drivers
selected by the chargers as shown in Figure 1.

We use a dataset consisting of timestamped data collected from
1,000 drivers over 30 days with a 1-minute timing granularity. We
select the data from the �rst 20 days to be used as the training set
and the data from the remaining last 10 days to be used as the test
set. The model is trained for 2,000 episodes, where each training
episode spans the entire 20-day training set with 1, 440 ⇥ 20 steps
(1,440 minutes/day ⇥ 20 days), and it ends when the single-step
reward is greater than 0. We set a learning rate of 3 ⇥ 10�4 and
apply n-greedy exploration with exploration probability n = 0.2.

6.1 Practical Modeling of the Reward Function
A unique feature of our proposed RL architecture is its ability to
closely resemble real-world EV charging systems via carefully con-
structed constraints in the reward function. First, EV drivers won’t
detour a long way to charge their vehicles. Instead, they would
usually charge along the way or at the source/destination of the
trip. As such, the distance between each charger (agent) and its
selected EV is analyzed. Consider 1-day time window, if #2 (C8 )
chargers select to provide charging service to #2 (C8 ) (distinct) dri-
vers under action a(C8 ), we set 'distance (C8 ) = �50 · ⇡ (C8 ), where
⇡ (C8 ) is the sum distance of all #2 charger-driver pairs (in :<).
Since the number of drivers on the road can exceed the number of
chargers, the proposed DRL incorporate a reward, '(>⇠ (C8 ), to pri-
oritize the drivers with lower SoC levels. Speci�cally, we consider
a piecewise step function that respectively maps the SoC of each
vehicle’s, SoC3 (C8 ) 2 [0, 50)/[50, 80)/[80, 100)/[100, +1), to a re-
ward function, 'SoC,3 (C8 ) = 200/160/60/�1, 000. Then, when #2
charger-driver are paired, the total reward based on the individual
vehicle’s SoC is given by 'SoC (C8 ) =

Õ#2 (C8 )
3=1 'SoC,3 (C8 ). To prevent

chargers from always staying in the idle state, a negative reward of
'idle (C8 ) = �50 · [160 � #2 (C8 )] is imposed.

In addition, since our proposed recommender system aims to
co-optimize the welfare of the EV drivers with the grid capacity,
it is encouraged that the drivers charge their vehicles chargers
that are connected to a more stable grid location. In this work, we
consider 208 V and 460 V transformers to use their voltage numbers
to indicate the grid capacity. In particular, if #2 (C8 ) chargers are
providing charging service, we set 'grid (C8 ) = 2 · #) 208 (C8 ) + 5 ·
#) 460 (C8 ), where #) 208 (C8 ) and #) 460 (C8 ) indicate the total number
of 208 V and 460V transformers around the #2 (C8 ) chargers.

Lastly, from the EV drivers’ perspective, they would like to
charge their vehicles at chargers with lower prices. If #2 (C8 ) charg-
ers are paired with drivers at time C8 , we set a reward 'price (C8 ) =
�100 ·Õ#2 (C8 )

2=1 %A8242 (C8 ), where %A8242 (C8 ) indicates the charging
price of charger 2 at time C8 . In addition, considering the fact that
EV drivers are less likely to use their vehicles during night time,
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Figure 5: A demonstration of the driver location (lat, lon) and SoC remapping after selected by an agent (charger). In this
example, the EV driver 3 will drive towards the charger (agent) 2 after it is selected, and will return back to its original route
and continue the trip after it is released by charger 2 with �C34C>DA = 7min and �C2⌘0A68=6 = 40min.

we also incorporate a piecewise switching cost penalty term as
a function of the time of day. Speci�cally, we set 'switching (C8 ) =
�⇡8B2>D=C (C8 ) ⇥ #2 (C8 ), where ⇡8B2>D=C (C8 ) = 1, 150, and 200, for
C8 2 [360, 1380) (6am–11pm), [1380, 1440) [ [0, 59] (11pm–1am),
and [60, 360) (1am–6am), respectively.

Putting everything together, the total reward at C8 , 'a (C8 ), which
is a function of the system state, s(C8 ), and action, a(C8 ), is given by

'a (C8 ) = 'distance (C8 ) + 'SoC (C8 ) + 'idle (C8 ) + 'grid (C8 )
+ 'price (C8 ) + 'switching (C8 ) + const., (11)

where const. is a constant that we empirically set to be 4.1 ⇥ 107.

6.2 Driving Behaviour Information Remapping
As shown in Figure 5, when an agent (charger) takes action and
selects the vehicle, it will grab the vehicle at a particular location
and timestamp, detouring it to the charging station. For example,
when a vehicle begins its trip (route) from theOrigin and the charger
selects it at time C34C>DA , the car will be simulated to drive towards
the charging station. The time it takes to reach the charging station
is denoted as �C34C>DA . It may stay at the charging station until
the agent performs a releasing action (selecting another driver or
changing its state to idle), taking time �C2⌘0A68=6 . Then, the vehicle
will follow the route of the detour back to where it left the original
trip, taking another time �C34C>DA , and continue the trip to the
originally planned destination. In this way, the original locations
for the rest of the trip to the Destination will be associated with an
updated timestamp, i.e., CA>DC4  CA>DC4 + 2 · �C34C>DA + �C2⌘0A68=6 .

We interpolate the duration of this detour and the time at the
charging station into the original route data. The timestamped
driver location (lat, lon) and SoC of the rest of the original trip
will be adjusted during the duration of the detour and charging
and the environment in the DRL will be updated. Speci�cally, for
each selected driver, based on its car type, current state (lon, lat,
SoC), and distance to the corresponding charger, the discharging
rate during driving (AE ) and the charging rate (&) listed in Table 1
are used to interpolate the change in SoC of this driver’s EV while
driving to the charger, charging at the charging station, and getting
back to the original trace. Google Map API is used to generate the
route and moving speed. Figure 5 shows an example of how the
location and SoC of driver3’s vehicle change if charger 2 selects it at

Figure 6: DRL training reward across the episodes.

C0 and releases it at C54, with �C34C>DA = 7 min and �C2⌘0A68=6 = 40
min. In this way, we have tuned the driver’s behavior based on
�oating car data with reasonable charging behaviors (e.g., driving
to the charger, charging at the station, and getting back to the
original destination). These changes for every driver selected by
each charger are constantly updated in the DRL environment.

7 EVALUATION
In this section, we evaluate the e�ectiveness of the DRL model
trained using the environment containing the EV Charger and EV
driver information described in Section 4 and 5. We �rst implement
a baseline scheme and show its defects. Then, we evaluate the
change in training reward over the number of training episodes,
and we run the model on test data and show the results.
Baseline Scheme. We consider and implement a baseline scheme
where each user selects the charging station closest to the destina-
tion of its trip to charge to full if the EV’s SoC drops below 90%.
This baseline mimics typical users’ daily EV charging behaviors,
e.g., a user charges the EV at the working place (after driving to
work) or at home (after driving back home from work). We assume
there is no switching cost between EVs at each charger. We show
that this scheme can cause a backlog of EVs that need charging
services for some busy charging stations, while our proposed DRL-
based optimization scheme can completely avoid any backlogged
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Figure 7: The average driver-to-charger distance (km) in one
day for all driver-charger pairs generated by the DRL model
trained after 10 (blue) vs. 2,000 (orange) episodes. The shad-
owed area indicates the improvements that the model made
from episodes 10 to 2,000.

charger by using the mask introduced in Section 6. This is because
by having the EV chargers as the agents, a charger will only “invite”
drivers to charge when it is idle. As an example, we randomly select
1,000 EV drivers on 11/05/2022. Following the aforementioned rules,
611 users need to charge their EVs from the select 89 chargers (out
of the 160 chargers). Under the baseline scheme, 44 chargers are
selected by multiple EV drivers and a total number of 40 EV drivers
need to wait for di�erent periods of time before their EVs can be
charged. In addition, since the baseline scheme does not consider
the SoC of each EV, utilization of the EV chargers, grid stability,
charging price, or costs associated with switching between EVs at
each EV charger, it achieves an average reward (de�ned in Eq. (6.1))
that is more than twice lower than that achieved by the proposed
DRL-based approach using the same 10-day test data.
Training reward. Figure 6 shows the training reward of each
episode during the training process. The training reward increases
over the number of episodes and stabilizes after around 200 episodes.
The �uctuations in the rewards are mainly a result of using epsilon-
greedy action sampling. We set the jumpout condition for each
episode to be when the reward is larger than 0, or at the natural end
of the episode (1440minutes/day ⇥ 10 days). The epsilon-greedy
action sampling allows the agent to continue exploring di�erent
actions even after it has converged to a good policy.
Average driver-to-charger distance. Next, we use one-day data
from the testing set and show the e�ectiveness of the model by
comparing the results from the model after 10 episodes vs the
model after 2000 episodes. Figure 7 compares the average driver-to-
charger distance generated by the model trained after 10 episodes,
with which trained after 2000 episodes. As we can see, on average,
after 10 episodes, the driver-to-charger distance is 8.11:< whereas,
after 2,000 iterations, the distance is reduced to 5.48:<, yielding a
32% improvements and shows that the model is learning to make
more e�cient recommendations over the episodes.
Switching cost. The number of times that the EV chargers switch
to select a di�erent driver is another important metric to measure
the e�ectiveness of the model. Figure 8 shows the number of drivers
on the road in the test set during a day in the blue line, and the

Figure 8: The number of drivers on the road during the day
and the number of times that the 160 chargers switch to select
a di�erent EV driver.

Figure 9: The di�erence in grid capacity information caused
by di�erent charger selections using the model saved in
episode 10 (left) and episode 2,000 (right) at an example times-
tamp. Blue markers denote car location at that timestamp,
black markers are all EV chargers and red markers denote
chargers selected by the agent.

number of times the EV charger switches to a di�erent user in the
orange line. We can see that our agent has learned to e�ciently �nd
and charge EVs with low SoC when there are many cars on the road
(during the daytime), resulting in a high number of EV chargers
switching to select a di�erent EV driver. Additionally, we can see
that the time-related penalties we have implemented result in the
charger-driver pairs not switching frequently during nighttime (11
PM–6 AM).
Grid capacity. Figure 9 shows the recommender’s output using the
model saved in episodes 10 and 2,000 using the same state informa-
tion. We can see that as compared with episode 10, in episode 2,000,
the model suggests chargers that have more substations around
(transformers at 208+ and 460+ ), as we discussed in Section 5.

8 LIMITATION, DISCUSSION AND FUTURE
WORK

In this work we aggregated, cleaned, and augmented EV driver
and EV charger data from various data sources (open-sourced,

436



A Data-Driven and Human-Centric EV Charging Recommendation System at City-Scale e-Energy ’23, June 20–23, 2023, Orlando, FL, USA

location-based data companies, government authorities, and locally-
collected), as well as proposed a DQN-based DRL recommendation
system to provide charging recommendations for the EV drivers.
Below, we summarize some of the current limitations and propose
plans for future improvements and visions.
More Real EV Driver and Charger Data: Currently, we only
have the 3-month EV driving data in New York City collected by 3
volunteers usingOBD-II device. To generate all EV driving data used
in this study, we augmented and simulated EV drivers in Manhattan
using various real-world �oating car data and EV driving data from
the open-source dataset (VED) [33] and 3 volunteers, as well as
various mapping techniques to assign the SoC and vehicle brands.
We assume all EV drivers in this work are rule-followers.

However, if we could incorporate more data from a diverse group
of real EV users, we can infer the travel habits and collect the prefer-
ence of the speci�c user to provide more personalized recommenda-
tions. For example, if we could predict the user’s current trip type
based on their historical behavior, such as home-to-work/work-
to-other, we would know that the driver might park the EV for a
relatively longer time at home or at work than at a restaurant. In
this case, we can provide recommendations that the EV drivers will
�nd more reasonable and are more likely to accept. In addition, our
dataset does not include situations where some EV users might
have more than 1 EV. With more data from EV users, we could have
the recommender take this into consideration.

We currently assume all the publicly available chargers as Type
II chargers with a �xed charging rate of about 10:, . We merged
and augmented charging price and charger availability data from
ChargeHub, NYserda, and PlugShare. And we �lled the missing
charging price with real-time electricity prices. Type II chargers
have di�erent charging rates among di�erent brands and are in-
stalled at di�erent locations. In addition, real EV chargers usually
have varying charging rates during each charging session due to
�uctuations in the grid. We are in the process of communicating
with charger operators to acquire access to comprehensive real
charger data (including timestamped charging rate) in addition to
the connection time, charging time, etc., that are provided by the
ACN dataset.

With more EV driver, charger accessibility, and price data, we
can perform small-scale real-world evaluations to test out the per-
formance of the proposed recommendation system.
More Real-time Grid Capacity Data: Currently the grid capacity
information is acquired from publicly accessible maps as described
in Section 5, which have low spatial and temporal granularity. We
plan to get in touch with the grid operator for more grid capacity
informationwith higher spatial-temporal granularity. As such,more
precise hosting/EV charging capacity constraints can be added to
the proposed framework and investigate how the charging behavior
of EV drivers a�ects the resilience of the grid in the city scale.
Data Security, Privacy and Personalization: The collection and
usage of personal EV driving data with GPS locations, EV statistics,
and timestamps raise serious concerns about data security and pri-
vacy. To ensure the privacy and security of EV drivers’ information,
the data collection process and the proposed recommender system
should be designed with privacy-by-design principles in mind.

One approach to address this concern is to implement a decen-
tralized model, where the EV drivers’ data is only stored locally on

the edge device (e.g., the EV or EV driver’s smartphone), rather than
being transmitted to a central server. These data include drivers’
historical trips, driving habits, user preferences, etc. The central
server should only receive a processed version of these data and the
current trip’s information.We intend to integrate federated learning
techniques into the decentralized model to make the recommender
system more personalized for each EV driver by considering their
preferences and past habits.

9 CONCLUSION
In this paper, we proposed and created a new, realistic dataset for a
city-scale EV driving and charging, which combines information
from both EVs and EV chargers, as well as the underlying power
grid. Note that previous datasets only included partial informa-
tion and were not collected within the same area. In addition, we
presented a data-driven and human-centric EV charging recommen-
dation system at the city scale, which optimizes EV charging while
balancing grid usage, considering the welfare and behaviors of EV
drivers. The system was trained using a DRL approach based on a
deep Q-network and was evaluated using a carefully constructed
EV charging dataset. The results showed that the proposed system
was able to e�ectively make recommendations. For example, it re-
duced the average driver-to-charger distance by 32% as well as the
switching cost of the chargers.

Although the proposed dataset can be further improved with
more real-world EV driver and charger data, as well as higher
spatial and temporal granularity of grid capacity information, we
envision that our generated dataset and proposed recommender
system framework can serve as an important stepping stone toward
future research in the area of large-scale EV charging, EV routing,
and EV charger dispatching optimizations. We plan to implement
small-scale real-world experiments with real EV drivers and EV
chargers to validate and improve the proposed DRL-based optimiza-
tion scheme. We also plan to investigate decentralized approaches
to ensure the privacy and security of the system. To bene�t the
community, the constructed EV charger information and EV driving
behavior datasets used in this work were open-sourced, providing
a valuable resource for future research in this �eld.
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