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Abstract. We study the complexity of isomorphism problems for tensors, groups, and polyno-
mials. These problems have been studied in multivariate cryptography, machine learning, quantum
information, and computational group theory. We show that these problems are all polynomial-time
equivalent, creating bridges between problems traditionally studied in myriad research areas. This
prompts us to define the complexity class \sansT \sansI , namely problems that reduce to the tensor isomorphism
problem in polynomial time. Our main technical result is a polynomial-time reduction from d-tensor
isomorphism to 3-tensor isomorphism. In the context of quantum information, this result gives a
multipartite-to-tripartite entanglement transformation procedure that preserves equivalence under
stochastic local operations and classical communication.
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1. Introduction. Although Graph Isomorphism (GI) is perhaps the most
well-studied isomorphism problem in computational complexity---even going back to
Cook's and Levin's initial investigations into \sansN \sansP (see [3, sect. 1])---it has long been
considered to be solvable in practice [75, 76], and Babai's recent quasi-polynomial-time
breakthrough is one of the theoretical gems of the last several decades [6].

However, several isomorphism problems for tensors, groups, and polynomials seem
to be much harder to solve, both in practice---they've been suggested as difficult
enough to support cryptography [58, 83]---and in theory: the best known worst-case
upper bounds are barely improved from brute force (e.g., [68, 90]). As these prob-
lems arise in a variety of areas, from multivariate cryptography and machine learning
to quantum information and computational algebra, getting a better understanding
of their complexity is an important goal with many potential applications. These
isomorphism problems are the focus of this paper.

Our first set of results shows that all these isomorphism problems from many
research areas are equivalent under polynomial-time reductions, creating bridges be-
tween different disciplines. The Tensor Isomorphism (TI) problem turns out to
occupy a central position among these problems, leading us to define the complex-
ity class \sansT \sansI , consisting of those problems polynomial-time reducible to the Tensor
Isomorphism problem.
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TENSOR ISOMORPHISM-COMPLETENESS 569

More specifically, we first present a polynomial-time reduction from d-Tensor
Isomorphism to 3-Tensor Isomorphism. This result may be viewed as correspond-
ing to the k-SAT to 3-SAT reduction in the setting of Tensor Isomorphism, but the
proof is much more involved. This result also has a natural application to quantum
information: it gives a procedure that turns multipartite entanglements into tripar-
tite entanglements while preserving equivalence under stochastic local operations and
classical communication (SLOCC).

We then demonstrate that various isomorphism problems for polynomials, general
algebras, groups, and tensors all turn out to be \sansT \sansI -complete. One important reference
here is the recent work [42], in which they showed that several such problems reduce
to 3TI. Our contribution is to show that these problems are also 3TI-hard. Another
set of related works is [1, 2, 61] by Agrawal, Kayal, and Saxena, who showed some
equivalences and reductions between Ring Isomorphism (commutative with unit),
Cubic Form Equivalence, and isomorphism of commutative, unital, associative
algebras [1, 2, 61]. Here we greatly expand these and show a much wider class of
problems are equivalent (see Theorems 1.4 and B and Figure 1).

In a follow-up paper [51], we study search and counting to decision reductions,
apply the results of the present paper to Group Isomorphism in the matrix group
model, and obtain a nilpotency class reduction for Group Isomorphism.

All these results together lay the foundation for an emerging theory of the com-
plexity class \sansT \sansI that in some cases parallels, and in some cases deviates from, the
complexity theory of the class \sansG \sansI , namely the set of problems that are polynomial-
time reducible to Graph Isomorphism [63]. From the theory perspective, this theory
reveals a family of algorithmic problems demonstrating highly interesting complexity-
theoretic properties. From the practical perspective, this theory could serve as a
guidance for, and facilitate dialogue among, researchers from diverse research areas
including cryptography, machine learning, quantum information, and computational
algebra. Indeed, some of our results already have natural applications to quantum
information and computational group theory.

In the remainder of this section we shall present these results in detail, starting
from an introduction of these problems and their origins.

1.1. Isomorphism testing problems from several areas. Let F be a field.
Let GL(n,F) denote the general linear group of degree n over F, and let M(n,F) be
the linear space of n\times n matrices. For a finite field Fq, we may also write GL(n,Fq)
and M(n,Fq) as GL(n, q) and M(n, q).

Multivariate cryptography. In 1996, Patarin [83] proposed identification and sig-
nature schemes based on a family of problems called ``isomorphism of polynomials.""
A specific problem, called isomorphism of (quadratic) polynomials with two secrets
(IP2S), asks the following. Let \vec{}f = (f1, . . . , fm) and \vec{}g= (g1, . . . , gm) be two tuples of
homogeneous quadratic polynomials, where fi, gj \in F[x1, . . . , xn]. Recall an m-tuple
of polynomials in n variables can be viewed as a polynomial map from Fn to Fm. It
is natural to ask whether \vec{}f and \vec{}g represent the same polynomial map up to change
of basis or, more specifically, whether there exists P \in GL(n,F) and Q \in GL(m,F),
such that Q \circ \vec{}f \circ P = \vec{}g. Since then, the IP2S problem, and its variant isomorphism
of (quadratic) polynomials with one secret (IP1S), have been intensively studied in
multivariate cryptography (see [14, 56] and references therein).

Machine learning. In machine learning, it is natural to view a sequential data
stream as a path. This leads to the use of the signature tensor of a path \phi : [0,1]\rightarrow Rn,
first introduced by Chen [29] to extract features of data. This is the basic idea of the

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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570 JOSHUA GROCHOW AND YOUMING QIAO

Fig. 1. Summary of key isomorphism problems. A \rightarrow B indicates that A reduces to B, i.e.,
A\leq p

m B. A\Rightarrow B indicates a new result. Unattributed arrows indicate A is clearly a special case of B.
Note that the definition of ring used in [1] is commutative, finite, and unital; by ``algebra"" we mean
an algebra (not necessarily associative, let alone commutative or unital) over a field. The reductions
between Ring Iso. (in the basis representation) and Degree-d Form Eq. and Unital Associative
Algebra Isomorphism are for rings over a field. The equivalences between Alternating Matrix
Space Isometry and p-Group Isomorphism are for matrix spaces over Fpe . Some TI-complete
problems from Theorem B are left out for clarity (*). These results hold only over fields where every
element has a dth root. In particular, Degree d Form Equivalence and Symmetric d-Tensor
Isomorphism are \sansT \sansI -complete over fields with dth roots. A finite field Fq has this property if and
only if d is coprime to q - 1 (\dagger ). These results only hold over rings where d! is a unit (\ddagger ). Assuming
the generalized Riemann hypothesis, R\'onyai [88] shows a Las Vegas randomized polynomial-time
reduction from factoring square-free integers---probably not much easier than the general case---to
isomorphism of four-dimensional algebras over Q. Despite the additional hypotheses, this is notable,
as the target of the reduction is algebras of constant dimension, in contrast to all other reductions
in this figure.

signature tensor method, which has been pursued in a series of works; see [30, 71,
80] and references therein. The algorithmic problem of reconstructing the path from
the signature tensor is of considerable interest; see, e.g., [72, 85]. In this context, the
following problem, called the Tensor Congruence problem, was recently studied by
Pfeffer, Seigal, and Sturmfels [85]: given two 3-tensors A= (aijk),B= (bijk)\in Fn\times n\times n,
decide whether there exists P \in GL(n,F) such that the congruence action of P sends
A to B. More specifically, this action of P = (pij) sends A= (aijk) to A\prime = (a\prime ijk), where
a\prime ijk =

\sum 
i\prime ,j\prime ,k\prime ai\prime j\prime k\prime pi,i\prime pj,j\prime pk,k\prime .

Quantum information. Let \scrH = \scrH 1 \otimes \cdot \cdot \cdot \otimes \scrH d, where \scrH i = Cni . Let \rho = | \phi \rangle \langle \phi | 
and \tau = | \psi \rangle \langle \psi | be two pure quantum states, where | \phi \rangle , | \psi \rangle \in \scrH . In quantum informa-
tion, a natural question is to decide whether \rho can be converted to \tau using SLOCC
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TENSOR ISOMORPHISM-COMPLETENESS 571

statistically, i.e., with nonzero probability [13, 36]. It is well-known by [36] that \rho 
and \tau are interconvertible via SLOCC if and only if there exist Ti \in GL(\scrH i) such that
(T1 \otimes . . . Tm)| \phi \rangle = | \psi \rangle . Therefore, given pure quantum states \rho and \tau , whether \rho and
\tau are interconvertible via SLOCC can be cast as an isomorphism testing problem,
called the d-Tensor Isomorphism problem (see Definition 1.1).

Computational group theory. In computational group theory, a notoriously diffi-
cult problem is to test isomorphism of finite p-groups, namely groups of prime power
order (see, e.g., [81]). Here, the groups are represented succinctly, e.g., by generating
sets of permutations or matrices over finite fields. Indeed, testing isomorphism of
p-groups is considered to be a bottleneck to testing isomorphism of general groups [9,
28, 49]. Even for p-groups of class 2 and exponent p, current methods are still quite
limited to instances of small size.

Theoretical computer science. As already mentioned, Agrawal, Kayal, and Saxena
studied isomorphism and automorphism problems of rings, algebras, and polynomials
[1, 2, 61], motivated by several problems, including Primality Testing, Polyno-
mial Factorization, andGraph Isomorphism. Later, motivated by cryptographic
applications and algebraic complexity, Kayal studied the Polynomial Equivalence
problems (possibly under affine projections) and solved certain important special cases
[59, 60] (see also [48]). Among these problems, we will be mostly concerned with the
following two. First, the Algebra Isomorphism problem for commutative, unital,
associative algebras over a field F asks whether two such algebras, given by structure
constants, are isomorphic. Second, the Cubic Form Equivalence problem asks
whether two homogeneous cubic polynomials over F are equivalent under the natural
action of the general linear group by change of basis on the variables.

Practical complexity of these problems. The preceding isomorphism testing prob-
lems are of great interest to researchers from seemingly unrelated areas. Furthermore,
they pose considerable challenges for practical computations at the present stage. The
latter is in sharp contrast to Graph Isomorphism, for which very effective practical
algorithms have existed for some time [75, 76]. Indeed, the problems we consider have
been proposed to be difficult enough for cryptographic purposes [58, 83]. As further
evidence of their practical difficulty, current algorithms implemented for testing iso-
morphism of p-groups of class 2 and exponent p can handle groups of dimension 20
over F13, but absolutely cannot for groups of dimension 200 over F13, even though in
this case the input can still be stored in only a few megabytes.1 In [86], computations
on special cases of the Tensor Congruence problem were performed in Macaulay2
[45], but these could not go beyond small examples either.

A note on terminology. Before introducing our results formally, a terminological
note is in order: we shall call valence-d tensors d-way arrays, and tensors will be
understood to be d-way arrays considered under a specific group action. The reason
for this change of terminology will be clearer in the following. We remark that it is
not uncommon to see such differences in the terminologies around tensors; see, e.g.,
the preface of [67].

We follow a natural convention: when F is finite, a fixed algebraic extension of
a finite field such as Fp, the rationals, or a fixed algebraic extension of the rationals
such as Q, we consider the usual model of Turing machines; when F is R, C, the p-adic

1James B. Wilson maintains a suite of algorithms for p-group isomorphism testing [24] and com-
municated this insight to us from his hands-on experience. We of course maintain responsibility for
any possible misunderstanding, or lack of knowledge regarding the performance of other implemented
algorithms.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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572 JOSHUA GROCHOW AND YOUMING QIAO

rationals Qp, or other more ``exotic"" fields, we work in the Blum--Shub--Smale model
over F.

1.2. Main results.

1.2.1. Defining the TENSOR ISOMORPHISM complexity class. Given the
diversity of the isomorphism problems from section 1.1, the first main question ad-
dressed in this paper is,

Is there a unifying framework that accommodates the many difficult
isomorphism testing problems arising in practice?

Such a framework would help to explain the difficulties from various areas when
dealing with these isomorphism problems and facilitate dialogue among researchers
from different fields.

At first sight, this seems quite difficult: these problems concern very different
mathematical objects, ranging from sets of quadratic equations, to algebras, to finite
groups, to tensors, and each of them has its own rich theory.

Despite these obstacles, our first main result shows that those problems in sec-
tion 1.1 arising in many fields---from computational group theory to cryptography to
machine learning---are equivalent under polynomial-time reductions. In proving the
first main result, the d-Tensor Isomorphism problem occupies a central position.
This leads us to define the complexity class \sansT \sansI , consisting of problems reducible to
TI, much in vein of the introduction of the Graph Isomorphism complexity class
\sansG \sansI [63].

Definition 1.1 (the d-Tensor Isomorphism problem). d-Tensor Isomor-
phism over a field F is the following problem: given two d-way arrays A = (ai1,...,id)
and B= (bi1,...,id), where ik \in [nk] for k \in [d], and ai1,...,id , bi1,...,id \in F, decide whether
there are Pk \in GL(nk,F) for k \in [d] such that for all i1, . . . , id,

(1.1) ai1,...,id =
\sum 

j1,...,jd

bj1,...,jd(P1)i1,j1(P2)i2,j2 \cdot \cdot \cdot (Pd)id,jd .

Our first main result resolves an open question well-known to the experts.2

Theorem 1.2 (Corollary A). d-Tensor Isomorphism reduces to 3-Tensor
Isomorphism in time O(nd).

Theorem 1.2 is also key to the application to quantum information as in section
1.4.

Thus, while the 2TI problem is easy (it's just matrix rank), 3TI already captures
the complexity of dTI for any fixed d. This phenomenon is reminiscent of the transi-
tion in hardness from 2 to 3 in k-SAT, k-Coloring, k-Matching, and many other
\sansN \sansP -complete problems. It is interesting that an analogous phenomenon---a transition
to some sort of ``universality"" from 2 to 3---occurs in the setting of isomorphism prob-
lems, which we believe are not \sansN \sansP -complete over finite fields (indeed, they cannot be
unless \sansP \sansH collapses).

Definition 1.3 (\sansT \sansI ). For any field F, \sansT \sansI F denotes the class of problems that are
polynomial-time Turing (Cook) reducible to d-Tensor Isomorphism over F for some

2We asked several experts who knew of the question, but we were unable to find a written
reference. Interestingly, Oldenburger [82] worked on what we would call d-Tensor Isomorphism as
far back as the 1930s. We would be grateful for any prior written reference to the question of whether
dTI reduces to 3TI.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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TENSOR ISOMORPHISM-COMPLETENESS 573

constant d. A problem is \sansT \sansI F-complete if it is in \sansT \sansI F, and d-Tensor Isomorphism
over F for any d reduces to this problem.

By Theorem 1.2, we may take d = 3 without loss of generality. When we write
\sansT \sansI without mentioning the field, the result holds for any field.

1.2.2. \sansT \sansI -complete problems. Our second main result shows the wide appli-
cability and robustness of the \sansT \sansI class.

Theorem 1.4 (informal statement of part of Theorem B). All the problems
mentioned in section 1.1 are \sansT \sansI -hard: IP2S, Tensor Congruence, Cubic Form
Equivalence (over fields of characteristic not 2 or 3), Algebra Isomorphism for
commutative, unital, associative algebras, and Group Isomorphism for p-groups of
class 2 and exponent p given by matrix generators (over Fpe).

In combination with the results of [42], we conclude that they are in fact \sansT \sansI -
complete.

Remark 1.5. Our results allow us to mostly answer a question from Saxena's
thesis [91, p. 86]. Namely, Agrawal and Saxena [1] gave a reduction from Cubic
Form Equivalence to Ring Isomorphism for commutative, unital, associative
algebras over F, under the assumption that every element of F has a cube root in
F. For finite fields Fq, the only such fields are those for which q = p2e+1 and p \equiv 2
(mod 3), which is asymptotically half of all primes. As explained after the proof of [1,
Thm. 5], the use of cube roots seems inherent in their reduction, and Saxena asked
whether such a reduction could be done over arbitrary fields. Using our results in
conjunction with [42], we get a new such reduction---very different from the previous
one [1]---which works over any field of characteristic not 2 or 3.

Here, we would also like to point out that some of the polynomial-time equiv-
alences in Theorem 1.4, though perhaps expected by some experts, were not a pri-
ori clear. To get a sense for the nonobviousness of the equivalences of problems in
Theorem 1.4, let us postulate the following hypothetical question. Recall that two
matrices A,B \in M(n,F) are called equivalent if there exist P,Q \in GL(n,F) such
that P - 1AQ = B, and they are conjugate if there exists P \in GL(n,F) such that
P - 1AP =B. Can we reduce testing Matrix Conjugacy to testing Matrix Equiv-
alence? Of course since they are both in \sansP there is a trivial reduction; to avoid this,
let us consider only reductions r which send a matrix A to a matrix r(A) such that A
and B are conjugate if and only if r(A) and r(B) are equivalent. Nearly all reductions
between isomorphism problems that we are aware of have this form (so-called kernel
reductions [41]; cf. functorial reductions [5]). This turns out to be essentially impos-
sible. The reason is that the equivalence class of a matrix is completely determined
by its rank, while the conjugacy class of a matrix is determined by its rational canon-
ical form. Among n\times n matrices there are only n+ 1 equivalence classes, but there
are at least | F| n rational canonical forms, coming from the choice of minimal polyno-
mial/companion matrix. Even when F is a finite field, such a reduction would thus
require an exponential increase in dimension, and when F is infinite, such a reduction
is impossible regardless of running time.

Nonetheless, for linear spaces of matrices (one form of 3-way arrays; see sec-
tion 2.2), conjugacy testing does indeed reduce to equivalence testing! We say two
subspaces \scrA ,\scrB \subseteq M(n,F) are conjugate if there exists P \in GL(n,F) such that
P\scrA P - 1 = \{ PAP - 1 : A \in \scrA \} = \scrB , and analogously for equivalence. This is in sharp
contrast to the case of single matrices. In the above setting, it means that there exists
a polynomial-time computable map \phi from M(n,F) to subspaces of M(s,F) such that
A,B are conjugate up to a scalar if and only if \phi (A), \phi (B) \leq M(s,F) are equivalent
as matrix spaces. Such a reduction may not be clear at first sight.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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574 JOSHUA GROCHOW AND YOUMING QIAO

1.2.3. The relation between TENSOR ISOMORPHISM and GRAPH

ISOMORPHISM. After introducing the \sansT \sansI class, it is natural to compare this class
with the corresponding class for Graph Isomorphism, \sansG \sansI .

Already by using known reductions [42, 48, 70, 84], Graph Isomorphism and
Permutational Code Equivalence reduce to 3-Tensor Isomorphism (see Ap-
pendix B). For the inverse direction, we have the following connection.

Corollary 1.6. Let A and B be two 3-tensors over Fq, and let n be the sum of
the lengths of all three sides. To decide whether A and B are isomorphic reduces to
solving GI for graphs of size qO(n).

Therefore, if GI is in \sansP , then 3TIFq can be solved in qO(n) time, where n is the
sum of the lengths of all three sides. More generally, if GI \in \sansT \sansI \sansM \sansE (2O(logn)c), then
3TIFq

\in \sansT \sansI \sansM \sansE (qO(nc)). The current value of c for GI is 3 [6] (see [52] for the analysis
of c); improving c to be less than 2 would improve over the current state of the art
for both GpI and 3TI.

In Figure 1 we summarize the relationships between GI, TI, and many more
isomorphism testing problems.

1.3. An overview of proof strategies and techniques.

1.3.1. The main new technique. Our main new technique, used to show the
reduction from dTI to 3TI (Theorem 1.2 = Theorem A), is a simultaneous gener-
alization of our reduction from 3TI to Algebra Isomorphism and the technique
Grigoriev used [47] to show that isomorphism in a certain restricted class of algebras
is equivalent to GI. In brief outline: a 3-way array A specifies the structure constants
of an algebra with basis x1, . . . , xn via xi \cdot xj :=

\sum 
k A(i, j, k)xk, and this is essentially

how we use it in the reduction from 3TI to Algebra Isomorphism. For arbitrary
d \geq 3, we would like to similarly use a d-way array A to specify how d-tuples of el-
ements in some algebra \scrA multiply. The issue is that for \scrA to be an algebra, our
construction must still specify how pairs of elements multiply. The basic idea is to let
pairs (and triples, and so on, up to (d - 2)-tuples) multiply ``freely"" (that is, without
additional relations), and then to use A to rewrite any product of d - 1 generators as
a linear combination of the original generators. While this construction as described
already gives one direction of the reduction (if A\sim = B, then \scrA \sim =\scrB ), the other direction
is trickier. For that, we modify the construction to an algebra in which short products
(less than d - 2 generators) do not quite multiply freely, but almost. After the fact,
we found out that this construction generalizes the one used by Grigoriev [47] to show
that GI was equivalent to Algebra Isomorphism for a certain restricted class of
algebras (see section 1.6 for a comparison).

1.3.2. The proof strategy for Theorem 1.4 = Theorem B. Let us now
explain briefly the proof of Theorem B=Theorem 1.4. The first step is to realize
all of these problems in a single unifying viewpoint. That is, all these equivalence
relations underlying these isomorphism testing problems can be realized as the orbits
of certain natural group actions by direct products of general linear groups on 3-way
arrays. We shall explain this in detail in section 3. Here, we only demonstrate five
group actions on 3-way arrays and indicate how those practical problems correspond
to some of these actions.

To introduce these five group actions, it is instructive to first examine the more
familiar cases of matrices. There are three natural group actions on M(n,F): for
A \in M(n,F), (1) (P,Q) \in GL(n,F) \times GL(n,F) sends A to P tAQ, (2) P \in GL(n,F)

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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TENSOR ISOMORPHISM-COMPLETENESS 575

sends A to P - 1AP , and (3) P \in GL(n,F) sends A to P tAP . These three actions
endow A with different algebraic/geometric interpretations: (1) a linear map from a
vector space V to another vector space W , (2) a linear map from V to itself, and (3)
a bilinear map from V \times V to F.

The five group actions on 3-way arrays referred to above are precisely analogous
to the matrix setting. For a 3-way array A = (ai,j,k), i, j, k \in [n], ai,j,k \in F, these
actions are (1) (P1, P2, P3) \in GL(n,F)\times GL(n,F)\times GL(n,F) acts on A according to
(1.1) with d= 3; (2) (P1, P2) \in GL(n,F)\times GL(n,F) acts on A as (P - t

1 , P1, P2) in (1),
where P - t denotes the transpose of the inverse of P ; (3) (P1, P2)\in GL(n,F)\times GL(n,F)
acts on A as (P1, P1, P2) in (1); (4) P \in GL(n,F) acts on A as (P,P,P ) in (1); and (5)
P \in GL(n,F) acts on A as (P,P,P - t) in (1).

These five actions endow various families of 3-way arrays with different alge-
braic/geometric meanings, including 3-tensors, bilinear maps, matrix (associative or
Lie) algebras, and trilinear forms, a.k.a. noncommutative cubic forms. It is then not
difficult to cast each of the problems in Theorem 1.4 as (a special case of) the problem
of deciding whether two 3-way arrays are in the same orbit under one of the five group
actions; see section 2.2 for detailed explanations.3

The first step only provides the context for proving Theorem 1.4. After the first
step, we need to devise polynomial-time reductions among those isomorphism testing
problems for 3-way arrays under these five group actions, often with certain restric-
tions on the 3-way array structures. The two basic ideas for these reductions are a
gadget construction from [42] and the ``embedding"" technique from [43]. Implement-
ing these ideas, however, usually involves detailed and complicated computations. For
example, in the proof of Theorem 1.4, we use a gadget construction from [42] for the
reduction from Tensor Isomorphism to IP2S in section 5. To show that this gadget
works in our setting, we need a proof strategy that is different from that in [42].

1.4. An implication to quantum information. Quantum information is the
study of information-theoretic properties of quantum states and channels, such as
entanglement, nonclassical correlations, and the uses of quantum states and channels
for various computational tasks. A pure quantum particle takes states in a Hilbert
space (=complex vector space, along with an inner product) V ; a pure multiparticle
system takes states in the tensor product of the corresponding Hilbert spaces V1 \otimes 
V2 \otimes \cdot \cdot \cdot \otimes Vk.

A fundamental relation between k-partite quantum states is that of equivalence
under SLOCC [13, 36]. If we imagine each particle is held by a different party, a ``local
operation"" is an operation that a single party i can perform on its state in Vi. Although
the definition of SLOCC involves combining this with classical communication, an
equivalent definition is that two k-particle states \psi ,\phi \in V1 \otimes \cdot \cdot \cdot \otimes Vk are SLOCC-
equivalent if they are in the same orbit under the action of the product of general
linear groups GL(V1)\times GL(V2)\times \cdot \cdot \cdot \times GL(Vk) [36].

4 Deciding SLOCC equivalence (of
unnormalized quantum states) is thus precisely the same as TI.

3While problems in Theorem 1.4 use only three out of those five actions, the other two actions
also lead to problems that arise naturally, including Matrix Algebra Conjugacy from [26], Matrix
Lie Algebra Conjugacy from [48], and Bilinear Map Isotopism from [21]; see sections 2.2 and
1.6.

4Some authors use the action by the product of special linear groups SL(Vi) instead, but the
difference is actually that physicists typically consider normalized quantum states, which are elements
in the corresponding projective space P(V1 \otimes \cdot \cdot \cdot \otimes Vk). Because the difference between SL(Vi) and
GL(Vi) is merely scalar matrices, and scalar matrices act trivially on projective space, the equivalence
relation is the same.
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576 JOSHUA GROCHOW AND YOUMING QIAO

In this light, we may interpret our Theorem A as saying that SLOCC equivalence
classes for k-partite entanglement can be simulated by SLOCC equivalence classes of
tripartite entanglement. This might at first seem surprising, since bipartite entangle-
ment is much better understood than tripartite or higher entanglement, so one might
naively expect that 4-partite entanglement should be more complicated than tripar-
tite, and so on. Our results show that in fact the tripartite case is already universal.
This may be compared with a recent result in [107], which gives a transformation of
multipartite states to a set of tripartite or bipartite states, interrelated by a tensor
network , whereas our reduction produces a single tripartite state.

1.5. Outlook. In light of Babai's breakthrough on GI [6], it is natural to con-
sider ``what's next?"" for isomorphism problems. That is, what isomorphism problems
stand as crucial bottlenecks to further improvements on GI, and what isomorphism
problems should naturally draw our attention for further exploration? Of course, one
of the main open questions in the area remains whether or not GI is in \sansP . Babai [7,
sections 13.2 and 13.4] already lists several isomorphism problems for further study,
including Group Isomorphism, Permutational Code Equivalence (of linear
codes), and Permutation Group Conjugacy. The reader may see where these sit
in Figure 1.

Based on the results above, we propose TI as a natural problem to study, both
``after"" GI and to make further progress on GI itself. In particular, TI stands as
a key bottleneck to put GI in \sansP , because of the following. First, Babai suggested
[6] that Group Isomorphism (GpI) in the Cayley table model is a key bottleneck5

to putting GI into \sansP . Second, it has long been believed that p-groups of class 2
and exponent p are the hardest cases of GpI (for a number of reasons; see, e.g., [11,
53, 95, 105]). Third, by Baer's correspondence [11], isomorphism for such groups is
equivalent6 to Alternating Matrix Space Isometry (see section 2.2). Finally,
by our main theorem, Theorem B, Alternating Matrix Space Isometry over
Fpe is \sansT \sansI Fpe

-complete.
This then relates TI over finite fields to the believed-to-be-hardest instances of

GpI, which in turn, as Babai suggested, is a key bottleneck for further progress on
GI. We thus view the study of TI as a natural continuation of the study of GI.
Furthermore, the main techniques for GI, namely the group-theoretic techniques and
the combinatorial ones, also have corresponding techniques in the TI setting, although
they are perhaps more complicated and less efficient than in the setting of GI. We
explain this in detail in section 1.6.2. Such considerations lead us to believe that TI
is harder than GI both in theory and in practice, though at present it is not clear to
us how to prove this formally.

This theory for \sansT \sansI is far from complete, and many questions remain, largely in-
spired by the study of \sansG \sansI . In section 7, we first discuss a possible theory of universality
for basis-explicit linear structures, in analogy with explicit combinatorial structures
[108, sect. 15]. While not yet complete, this is another exciting reason to study
Tensor Isomorphism and related problems, and it motivates some interesting open
questions. Then we pose several natural open problems.

5Indeed, the current best upper bounds on these two problems are now quite close: nO(\mathrm{l}\mathrm{o}\mathrm{g}n) for
GpI (originally due to [39, 77]---Miller attributes this to Tarjan---with improved constants [89, 90,

104]) and nO(\mathrm{l}\mathrm{o}\mathrm{g}2 n) for GI [6] (see [52] for calculation of the exponent).
6Specifically, solving Alternating Matrix Space Isometry over Fp in time pO(n+m) is equiv-

alent to testing isomorphism for p-groups of class 2 and exponent p in time polynomial in the group
order, i.e., polynomial time in the Cayley table model.
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TENSOR ISOMORPHISM-COMPLETENESS 577

1.6. More related works and further discussions.

1.6.1. Further related works. While most of the related works have already
been introduced, we collect some of the key ones here for further discussions and
comparisons.

The most closely related work is that of Futorny, Grochow, and Sergeichuk [42].
They show that a large family of isomorphism problems on 3-way arrays---including
those involving multiple 3-way arrays simultaneously, or 3-way arrays that are par-
titioned into blocks, or 3-way arrays where some of the blocks or sides are acted on
by the same group (e.g., Matrix Space Isometry)---all reduce to 3TI. Our work
complements theirs in that all our reductions for Theorem B go in the opposite direc-
tion, reducing 3TI to other problems. Furthermore, the resulting 3-way arrays from
our reductions for Theorem B usually satisfy certain structural constraints, which
allows for versatile mathematical interpretations. Some of our other results relate GI
and Code Equivalence to 3TI; the latter problems were not considered in [42].
Theorem A considers d-tensors for any d\geq 3, which were not considered in [42].

In [1, 2], Agrawal and Saxena considered Cubic Form Equivalence and testing
isomorphism of commutative, associative, unital algebras. They showed that GI re-
duces to Algebra Isomorphism, Commutative Algebra Isomorphism reduces
toCubic Form Equivalence, andHomogeneous Degree-d Form Equivalence
reduces to Algebra Isomorphism assuming that the underlying field has dth root
for every field element. By combining a reduction from [42], Proposition 5.1, and
Corollary 6.5, we get a new reduction from Cubic Form Equivalence to Alge-
bra Isomorphism that works over any field in which 3! is a unit, which is fields of
characteristic 0 or p > 3.

There are several other works which consider related isomorphism problems. Grig-
oriev [47] showed that GI is equivalent to isomorphism of unital, associative algebras
A such that the radical R(A) squares to zero and A/R(A) is abelian. Interestingly,
we show \sansT \sansI -completeness for conjugacy of matrix algebras with the same abstract
structure (even when A/R(A) is only one-dimensional). Note the latter problem is
equivalent to asking whether two representations of A are equivalent up to automor-
phisms of A. The proof of Theorem A uses algebras in which R(A)d = 0 when reducing
from dTI; it also uses Grigoriev's result in one step. For isomorphism problems where
the group acting is a complex torus (C\times )d =GL1(C)d, B\"urgisser et al. [27] solve the
problem in polynomial time. Their results seem incomparable to ours: they consider
arbitrary actions of complex tori, whereas we consider only certain actions of direct
products of GLn(F) for larger n and arbitrary fields F.

If we ask when two representations of a finitely generated algebra are equivalent
(not up to automorphisms of A, only up to the usual basis change in the vector
space being acted on), Brooksbank and Luks [23] give a polynomial-time algorithm;
Chistov, Ivanyos, and Karpinski [31] give an alternative polynomial-time algorithm
for the same problem over finite fields, or the algebraic or real closure of a number
field. These algorithms also handle simultaneous conjugacy or equivalence of matrix
tuples (rather than matrix spaces, as we consider here). A normal form for these
problems is constructed by [96].

Brooksbank and Wilson [26] showed a reduction from Associative Algebra
Isomorphism (when given by structure constants) to Matrix Algebra Conju-
gacy. Grochow [48], among other things, showed that GI and CodeEq reduce
to Matrix Lie Algebra Conjugacy, which is a special case of Matrix Space
Conjugacy.
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578 JOSHUA GROCHOW AND YOUMING QIAO

In [61], Kayal and Saxena considered the testing isomorphism of finite rings when
the rings are given by structure constants. This problem generalizes the testing iso-
morphism of algebras over finite fields. They put this problem in \sansN \sansP \cap \sansc \sanso \sansA \sansM [61,
Thm. 4.1], reduce GI to this problem [61, Thm. 4.4], and prove that counting the
number of ring automorphisms (\#RA) is in \sansF \sansP \sansA \sansM \cap \sansc \sanso \sansA \sansM [61, Thm. 5.1]. They also
present a \sansZ \sansP \sansP reduction from GI to \#RA and show that the decision version of the
ring automorphism problem is in \sansP .

1.6.2. Combinatorial and group-theoretic techniques for GI and TI.
Comparing with Graph Isomorphism also offers one way to see why isomorphism
problems for 3-way arrays are difficult. Indeed, the techniques for GI face great
difficulty when dealing with isomorphism problems for multiway arrays. Recall that
most algorithms for GI, including Babai's [6], are built on two families of techniques:
group-theoretic and combinatorial. One of the main differences is that the underlying
group action for GI is a permutation group acting on a combinatorial structure,
whereas the underlying group actions for isomorphism problems for 3-way arrays are
matrix groups acting on (multi)linear structures.

Already in moving from permutation groups to matrix groups, we find many
new computational difficulties that arise naturally in basic subroutines used in iso-
morphism testing. For example, the membership problem for permutation groups
is well-known to be efficiently solvable by Sims's algorithm [97] (see, e.g., [94] for
a textbook treatment), while for matrix groups this was only recently shown to be
solvable with a number-theoretic oracle over finite fields of odd characteristic [8]. Cor-
respondingly, when moving from combinatorial structures to (multi)linear- algebraic
structures, we also find severe limitation on the use of most combinatorial techniques,
like individualizing a vertex. For example, it is quite expensive to enumerate all vec-
tors in a vector space, while it is usually considered efficient to go through all elements
in a set. Similarly, within a set, any subset has a unique complement, whereas within
Fn
q , a subspace can have up to q\Theta (n2) complements.

Given all the differences between the combinatorial and linear-algebraic worlds,
it may be surprising that combinatorial techniques for Graph Isomorphism can
nonetheless be useful for Group Isomorphism. Indeed, Li and Qiao [68] adapted
the individualization and refinement technique, as used by Babai, Erd\H os, and Selkow
[10], to tackle Alternating Matrix Space Isometry over Fq. This algorithm
was recently shown [22] to practically improve over the default algorithms in Magma
[19]. However, this technique, though helpful to improve from the brute-force qn

2 \cdot 
poly(n, log q) time, seems still limited to getting average-case qO(n)-time algorithms.

1.7. Organization of the paper. In section 2 we present certain preliminaries.
In section 3, we first present a more detailed version of Theorem 1.4 (Theorem B). For
this, we give a detailed introduction to more isomorphism problems on 3-way arrays,
and their algebraic and geometric interpretations in section 2.2. We prove Theorem
A in section 4. We then present the proof for Theorem B in sections 5 and 6. In
section 7, we put forward a theory of universality for basis-explicit linear structures,
in analogy with [108]. We also propose several open problems for further study.

In Appendix A we give a reduction from Cubic Form Equivalence toDegree-
d Form Equivalence for any d\geq 3 (for d> 6 this is easy; for d= 4 it requires some
work). In Appendix B we present the reductions from Graph Isomorphism and
CodeEq to Tensor Isomorphism.
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TENSOR ISOMORPHISM-COMPLETENESS 579

Table 1
Summary of notation related to 3-way arrays and tensors.

Font Object Space of objects

A,B, . . . matrix M(n,F) or M(\ell \times n,F)
A,B, . . . matrix tuple M(n,F)mor M(\ell \times n,F)m
\scrA ,\scrB , . . . matrix space [Subspaces of M(n,F) or \Lambda (n,F)]
A,B, . . . 3-way array T(\ell \times n\times m,F)

2. Preliminaries.

2.1. Notation and review of some mathematical notions.
Vector spaces. Let F be a field. In this paper we only consider finite-dimensional

vector spaces over F. We use Fn to denote the vector space of length-n column vectors.
The ith standard basis vector of Fn is denoted as \vec{}ei. Depending on the context, 0
may denote the zero vector space, a zero vector, or an all-zero matrix. Let S be a
subset of vectors. We use \langle S\rangle to denote the subspace spanned by elements in S.

Matrices. Let M(\ell \times n,F) be the linear space of \ell \times n matrices over F, and
M(n,F) :=M(n\times n,F). Given A\in M(\ell \times n,F), At denotes the transpose of A.

A matrix A \in M(n,F) is symmetric if for any u, v \in Fn, utAv = vtAu, or equiva-
lently A=At. That is, A represents a symmetric bilinear form. A matrix A\in M(n,F)
is alternating if for any u\in Fn, utAu= 0. That is, A represents an alternating bilinear
form. Note that in characteristic \not = 2, alternating is the same as skew-symmetric, but
in characteristic 2 they differ (in characteristic 2, skew-symmetric=symmetric). The
linear space of n\times n alternating matrices over F is denoted by \Lambda (n,F).

The n\times n identity matrix is denoted by In, and when n is clear from the context,
we may just write I. The elementary matrix Ei,j is the matrix with the (i, j)th entry
being 1 and other entries being 0. The (i, j)th elementary alternating matrix is the
matrix Ei,j  - Ej,i.

Some groups. The general linear group of degree n over a field F is denoted by
GL(n,F). The symmetric group of degree n is denoted by Sn. The natural embedding
of Sn into GL(n,F) is to represent permutations by permutation matrices. A monomial
matrix in M(n,F) is a matrix where each row and each column has exactly one nonzero
entry. All monomial matrices form a subgroup of GL(n,F) which we call the monomial
subgroup, denoted by Mon(n,F), which is isomorphic to the semidirect product Fno
Sn. The subgroup of GL(n,F) consisting of diagonal matrices is called the diagonal
subgroup, denoted by diag(n,F).

Nilpotent groups. If A,B are two subsets of a group G, then [A,B] denotes the
subgroup generated by all elements of the form [a, b] = aba - 1b - 1 for a \in A,b \in B.
The lower central series of a group G is defined as follows: \gamma 1(G) = G, \gamma k+1(G) =
[\gamma k(G),G]. A group is nilpotent if there is some c such that \gamma c+1(G) = 1; the smallest
such c is called the nilpotency class of G, or sometimes just ``class"" when it is under-
stood from context. A finite group is nilpotent if and only if it is the product of its
Sylow subgroups; in particular, all groups of prime power order are nilpotent.

Matrix tuples. We use M(\ell \times n,F)m to denote the linear space of m-tuples
of \ell \times n matrices. Boldface letters like A and B denote matrix tuples. Let
A = (A1, . . . ,Am),B = (B1, . . . ,Bm) \in M(\ell \times n,F)m. Given P \in M(\ell ,F) and Q \in 
M(n,F), PAQ := (PA1Q, . . . ,PAmQ) \in M(\ell ,F). Given R = (ri,j)i,j\in [m] \in M(m,F),
AR := (A\prime 

1, . . . ,A
\prime 
m)\in M(m,F), where A\prime 

i =
\sum 

j\in [m] rj,iAj .

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

04
/2

6/
23

 to
 1

32
.1

74
.2

50
.1

43
 . 

R
ed

is
tri

bu
tio

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.si

am
.o

rg
/te

rm
s-

pr
iv

ac
y



580 JOSHUA GROCHOW AND YOUMING QIAO

Remark 2.1. In particular, note that A\prime 
i corresponds to the entries in the ith

column of R. While this choice is immaterial (we could have chosen the opposite
convention), all of our later calculations are consistent with this convention.

Given A,B \in M(\ell \times n,F)m, we say that A and B are equivalent, if there exist
P \in GL(\ell ,F) and Q \in GL(n,F), such that PAQ = B. Let A,B \in M(n,F)m. Then
A and B are conjugate, if there exists P \in GL(n,F), such that P - 1AP =B. And A
and B are isometric, if there exists P \in GL(n,F), such that P tAP = B. Finally, A
and B are pseudoisometric, if there exist P \in GL(n,F) and R \in GL(m,F), such that
P tAP =BR.

Matrix spaces. Linear subspaces of M(\ell \times n,F) are called matrix spaces. Calli-
graphic letters like \scrA and \scrB denote matrix spaces. By a slight abuse of notation, for
A\in M(\ell \times n,F)m, we use \langle A\rangle to denote the subspace spanned by those matrices in A.

3-way arrays. Let T(\ell \times n\times m,F) be the linear space of \ell \times n\times m 3-way arrays
over F. We use the fixed-width teletype font for 3-way arrays, like A, B, etc.

Given A\in T(\ell \times n\times m,F), we can think of A as a three-dimensional table, where
the (i, j, k)th entry is denoted as A(i, j, k) \in F. We can slice A along one direction
and obtain several matrices, which are then called slices. For example, slicing along
the first coordinate, we obtain the horizontal slices, namely \ell matrices A1, . . . ,A\ell \in 
M(n\times m,F), where Ai(j, k) = A(i, j, k). Similarly, we also obtain the lateral slices by
slicing along the second coordinate and the frontal slices by slicing along the third
coordinate.

We will often represent a 3-way array as a matrix whose entries are vectors. That
is, given A\in T(\ell \times n\times m,F), we can write

A=

\left[     
w1,1 w1,2 . . . w1,n

w2,1 w2,2 . . . w2,n

...
. . .

. . .
...

w\ell ,1 w\ell ,2 . . . w\ell ,n

\right]     ,
where wi,j \in Fm, so that wi,j(k) = A(i, j, k). Note that while wi,j \in Fm are column
vectors, in the above representation of A, we should think of them as along the direction
``orthogonal to the paper."" Following [65], we call wi,j the tube fibers of A. Similarly,
we can have the row fibers vi,k \in Fn such that vi,k(j) = A(i, j, k) and the column fibers
uj,k \in F\ell such that uj,k(i) = A(i, j, k).

Given P \in M(\ell ,F) and Q\in M(n,F), let PAQ be the \ell \times n\times m 3-way array whose
kth frontal slice is PAkQ. For R = (ri,j) \in GL(m,F), let AR be the \ell \times n \times m 3-
way array whose kth frontal slice is

\sum 
k\prime \in [m] rk\prime ,kAk\prime . Note that these notations are

consistent with the notations for matrix tuples above, when we consider the matrix
tuple A= (A1, . . . ,Ak) of frontal slices of A.

Let A\in T(\ell \times n\times m,F) be a 3-way array. We say that A is nondegenerate as a 3-
tensor if the horizontal slices of A are linearly independent, the lateral slices are linearly
independent, and the frontal slices are linearly independent. Let A= (A1, . . . ,Am) \in 
M(\ell \times n,F)m be a matrix tuple consisting of the frontal slices of A. Then it is easy to
see that the frontal slices of A are linearly independent if and only if dim(\langle A\rangle ) =m.
The lateral (resp., horizontal) slices of A are linearly independent if and only if the
intersection of the right (resp., left) kernels of Ai is zero.

Observation 2.2. There is a polynomial-time function r that takes 3-way arrays to
nondegenerate 3-way arrays and such that A\sim = B as 3-tensors if and only if r(A)\sim = r(B)
as 3-tensors.
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TENSOR ISOMORPHISM-COMPLETENESS 581

Multiway arrays. For d \geq 3, we use similar notation to 3-way arrays, which we
will not belabor. Here we merely observe as follows.

Observation 2.3. For any d\prime \geq d, d-TI reduces to d\prime -TI.

Proof. Given an n1 \times \cdot \cdot \cdot \times nd d-way array A, we may treat it as a d\prime -way ar-
ray \~A of format n1 \times \cdot \cdot \cdot \times nd \times 1 \times 1 \times \cdot \cdot \cdot \times 1. If A \sim = B as d-tensors, say via
(P1, . . . , Pd), then \~A \sim = \~B as d\prime -tensors via (P1, . . . , Pd,1,1, . . . ,1). Conversely, if \~A \sim = \~B
via (P1, . . . , Pd, \alpha d+1, . . . , \alpha d\prime ), then A \sim = B via (\alpha d+1\alpha d+2 \cdot \cdot \cdot \alpha d\prime P1, . . . , Pd). That is,
all that can ``go wrong"" under this embedding is multiplication by scalars, but those
scalars can be absorbed into any one of the Pi.

Algebras and their algorithmic representations. An algebra A consists of a vector
space V and a bilinear map \circ : V \times V \rightarrow V . This bilinear map defines the product
\circ in this algebra. Note that we do not assume A to be unital (having an identity),
associative, alternating, or satisfying the Jacobi identity. In the literature, an algebra
without such properties is sometimes called a nonassociative algebra (but also, as
usual, associative algebras are a special case of nonassociative algebras).

As in section 1, after fixing an ordered basis (b1, . . . , bn) where bi \in Fn of V \sim = Fn,
this bilinear map \circ can be represented by an n\times n\times n 3-way array A such that bi\circ bj =\sum 

k\in [n] A(i, j, k)bk. This is the structure constant representation of A. Algorithms for
associative algebras and Lie algebras have been studied intensively in this model, e.g.,
[33, 57].

It is also natural to consider matrix spaces that are closed under multiplication
or commutator. More specifically, let \scrA \subseteq M(n,F) be a matrix space. If \scrA is closed
under multiplication, that is, for any A,B \in \scrA , AB \in \scrA , then \scrA is a matrix (associa-
tive) algebra with the product being the matrix multiplication. If \scrA is closed under
commutator, that is, for any A,B \in \scrA , [A,B] =AB - BA\in \scrA , then \scrA is a matrix Lie
algebra with the product being the commutator. Algorithms for matrix algebras and
matrix Lie algebras have also been studied, e.g., [37, 54, 57].

2.2. Tensor notation, five group actions on 3-way arrays, and the cor-
responding mathematical objects. In section 1.2, we briefly defined five group
actions on 3-way arrays with the help of (1.1). However, the formulas for these group
actions on 3-way arrays are somewhat unwieldy; our experience suggests that they are
more easily digested when presented in the context of some of the natural interpre-
tations of 3-way arrays as mathematical objects, which will also allow us to connect
them back to the problems of section 1.1. In the case of 3-way arrays, we will see
below several interpretations of the action (1.1).

3-tensors. A 3-way array A(i, j, k), where i \in [\ell ], j \in [n], and k \in [m], is naturally
identified as a vector in F\ell \otimes Fn \otimes Fm. Letting \vec{}ei denote the ith standard basis
vector of Fn, a standard basis of F\ell \otimes Fn \otimes Fm is \{ \vec{}ei \otimes \vec{}ej \otimes \vec{}ek\} . Then A represents
the vector

\sum 
i,j,k A(i, j, k)\vec{}ei \otimes \vec{}ej \otimes \vec{}ek in F\ell \otimes Fn \otimes Fm. The natural action (1.1) by

GL(\ell ,F) \times GL(n,F) \times GL(m,F) corresponds to changes of basis of the three vector
spaces in the tensor product. The problem of deciding whether two 3-way arrays
are the same under this action is called 3-Tensor Isomorphism.7 This problem has
been studied as far back as the 1930s [82].

Cubic forms, trilinear forms, and tensor congruence. From a 3-way array
A we can also construct a cubic form (=homogeneous degree 3 polynomial)

7Some authors call this Tensor Equivalence; we use ``Isomorphism"" both because this is the
natural notion of isomorphism for such objects and because we will be considering many different
equivalence relations on essentially the same underlying objects.
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582 JOSHUA GROCHOW AND YOUMING QIAO\sum 
i,j,k A(i, j, k)xixjxk, where xi are formal variables. If we consider the variables

as commuting---or, equivalently, if A is symmetric, meaning it is unchanged by per-
muting its three indices---we get an ordinary cubic form; if we consider them as
noncommuting, we get a trilinear form (or ``noncommutative cubic form""). In ei-
ther case, the natural notion of isomorphism here comes from the action of GL(n,F)
on the n variables xi, in which P \in GL(n,F) transforms the preceding form into\sum 

ijk A(i, j, k)(
\sum 

i\prime Pii\prime xi\prime )(
\sum 

j\prime Pjj\prime xj\prime )(
\sum 

k\prime Pkk\prime xk\prime ). In terms of 3-way arrays, we get
(P \cdot A)(i\prime , j\prime , k\prime ) =

\sum 
ijk A(i, j, k)Pii\prime Pjj\prime Pkk\prime . The corresponding isomorphism problems

are called Cubic Form Equivalence (in the commutative case) and Trilinear
Form Equivalence. This is identical to the Tensor Congruence problem from
[85] (where they worked over R).

Matrix spaces. Given a 3-way array A, it is natural to consider the linear span of
its frontal slices, \scrA = \langle A1, . . . ,Am\rangle , also called a matrix space. One convenience of this
viewpoint is that the action of GL(m,F) becomes implicit: it corresponds to change
of basis within the matrix space \scrA . This allows us to generalize the three natural
equivalence relations on matrices to matrix spaces: (1) two \ell \times n matrix spaces \scrA and
\scrB are equivalent if there exists (P,Q)\in GL(\ell ,F)\times GL(n,F) such that P\scrA Q=\scrB , where
P\scrA Q := \{ PAQ :A\in \scrA \} ; (2) two n\times n matrix spaces \scrA ,\scrB are conjugate if there exists
P \in GL(n,F) such that P\scrA P - 1 = \scrB ; and (3) they are isometric if P\scrA P t = \scrB . The
corresponding decision problems, when \scrA is given by a basis A1, . . . ,Ad, are Matrix
Space Equivalence, Matrix Space Conjugacy, and Matrix Space Isometry,
respectively.

As in the case of isometry of matrices, wherein skew-symmetric and symmetric
matrices play a special role, the same is true for isometry of matrix spaces. We say
a matrix space \scrA is symmetric if every matrix A \in \scrA is symmetric, and similarly
for skew-symmetric or alternating. Symmetric Matrix Space Isometry is equiv-
alent to the IP2S problem (discussed in section 1.1). Alternating Matrix Space
Isometry is another particular case of interest, being in many ways a linear-algebraic
analogue of GI [68], in addition to its close relation with Group Isomorphism for
p-groups of class 2 and exponent p, which we discuss below.

Interesting cases of Matrix Space Conjugacy arise naturally whenever we
have an algebra A (say, associative or Lie) that is given to us as a subalgebra of the
algebra M(n,F) of n\times n matrices. Two such matrix algebras can be isomorphic as
abstract algebras, but the more natural notion of ``isomorphism of matrix algebras"" is
that of conjugacy, which respects both the algebra structure and the presentation in
terms of matrices. This is the linear-algebraic analogue of permutational isomorphism
(=conjugacy) of permutation groups and has been studied for matrix Lie algebras [48]
and associative matrix algebras [26]. (For those who know what a representation is,
it also turns out to be equivalent to asking whether two representations of an algebra
A are equivalent up to automorphisms of A, a problem which naturally arises as
a subroutine in, e.g., Group Isomorphism, where it is often known as Action
Compatibility, e.g., [49].)

Bilinear and quadratic maps. From an \ell \times n \times m 3-way array A, we may also
construct a bilinear map (=system of m bilinear forms) fA : F\ell \times Fn \rightarrow Fm, sending
(u, v)\in F\ell \times Fn to (utA1v, . . . , u

tAmv)
t, where the Ak are the frontal slices of A. The

group action defining Matrix Space Equivalence is equivalent to the action of
GL(\ell ,F) \times GL(n,F) \times GL(m,F) on such bilinear maps. This problem was recently
studied under the name ``testing isotopism of bilinear maps"" in [21], in the context of
testing isomorphism of graded algebras.
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TENSOR ISOMORPHISM-COMPLETENESS 583

If, in the above, we have \ell = n and we treat the two input spaces as the same, we
may consider the natural action of GL(n,F)\times GL(m,F) on such bilinear maps. Two
such bilinear maps that are essentially the same up to basis changes in GL(n,F) \times 
GL(m,F) are sometimes called pseudoisometric [25].

Finite p-groups. When the frontal slices Ak are skew-symmetric, Baer's corre-
spondence [11] gives a bijection between finite p-groups of class 2 and exponent
p, that is, in which gp = 1 for all g and in which [G,G] \leq Z(G), and their cor-
responding skew-symmetric bilinear maps G/Z(G) \times G/Z(G) \rightarrow [G,G], given by
(gZ(G), hZ(G)) \mapsto \rightarrow [g,h] = ghg - 1h - 1. Two such groups are isomorphic if and only if
their corresponding bilinear maps are pseudoisometric, if and only if, using the matrix
space terminology, the matrix spaces they span are isometric.

Algebras. We may also consider a 3-way array A(i, j, k), i, j, k \in [n], as the struc-
ture constants of an algebra (which need not be associative, commutative, or unital),
say, with basis x1, . . . , xn, and with multiplication given by xi \cdot xj =

\sum 
k A(i, j, k)xk,

and then extended (bi)linearly. Here the natural notion of equivalence comes from the
action of GL(n,F) by change of basis on the xi. Despite the seeming similarity of this
action to that on cubic forms, it turns out to be quite different: given P \in GL(n,F),
let \vec{}x\prime = P\vec{}x; then we have x\prime i \cdot x\prime j = (

\sum 
iPi\prime ixi) \cdot (

\sum 
j Pj\prime jxj) =

\sum 
i,j Pi\prime iPj\prime jxi \cdot xj

=
\sum 

i,j,k Pi\prime iPj\prime jA(i, j, k)xk =
\sum 

i,j,k Pi\prime iPj\prime jA(i, j, k)
\sum 

k\prime (P - 1)kk\prime xk\prime . Thus A becomes

(P \cdot A)(i\prime , j\prime , k\prime ) =
\sum 

ijk A(i, j, k)Pi\prime iPj\prime j(P
 - 1)kk\prime . The inverse in the third factor here

is the crucial difference between this case and that of cubic or trilinear forms above,
similar to the difference between matrix conjugacy and matrix isometry. The corre-
sponding isomorphism problem is called Algebra Isomorphism.

Special cases of Algebra Isomorphism that are of interest include those of
unital, associative algebras (commutative, e.g., as studied in [1, 2, 61], and noncom-
mutative, such as group algebras) and Lie algebras.

Summary of the problems. The isomorphism problems of the above structures
all have 3-way arrays as the underlying object but are determined by different group
actions. It is not hard to see that there are essentially five group actions in total:
3-Tensor Isomorphism, Matrix Space Conjugacy, Matrix Space Isometry,
Trilinear Form Equivalence, and Algebra Isomorphism. It turns out that
these cover all the natural isomorphism problems on 3-way arrays in which the group
acting is a product of GL(n,F) (where n is the side length of the arrays), which we
discuss next.

Tensor notation. To see that the aforementioned problems exhaust the distinct
isomorphism problems coming from change-of-basis on 3-way arrays (without intro-
ducing multiple arrays, or block structure, or going to subgroups of GL(n,F)), and to
keep track of the relation between all the above problems, we use standard mathemat-
ical notation for spaces of tensors (however, we won't actually need the full abstract
definition here; for a formal introduction see, e.g., [67]).

Much as the three natural equivalence relations on matrices differ by how the
groups act on the rows and columns, the same is true for tensors, but on the rows,
columns, and depths (the ``row-like"" subarrays which are ``perpendicular to the page"").
There are two aspects to the notation: first, we keep track of which group is acting
where by introducing names U,V,W for the different vector spaces involved (this is
also the standard basis-free notation, e.g., [67]) and the groups acting on them, viz.
GL(U),GL(V ),GL(W ), etc. Thus, while it is possible that dimU = dimV and thus
GL(U)\sim =GL(V ), the notation helps make clear which group is acting where. Second,
to take into account the contragradient (``inverse"") action, given a vector space V ,

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

04
/2

6/
23

 to
 1

32
.1

74
.2

50
.1

43
 . 

R
ed

is
tri

bu
tio

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.si

am
.o

rg
/te

rm
s-

pr
iv

ac
y



584 JOSHUA GROCHOW AND YOUMING QIAO

Table 2
The cast of isomorphism problems on 3-way arrays. We show in the last paragraph of section

2.2 how this exhausts the possibilities.

Notation Name Group action

U \otimes V \otimes W Matrix Space Equivalence \scrA \mapsto \rightarrow g\scrA h - 1

3-Tensor Isomorphism

V \otimes V \otimes W Matrix Space Isometry \scrA \mapsto \rightarrow g\scrA gT

Bilinear Map Pseudo-Isometry

V \otimes V \ast \otimes W Matrix Space Conjugacy \scrA \mapsto \rightarrow g\scrA g - 1

V \otimes V \otimes V Trilinear Form Equivalence f(\vec{}x) \mapsto \rightarrow f(g - 1\vec{}x)

V \otimes V \otimes V \ast Algebra Isomorphism \mu (\vec{}x,\vec{}y) \mapsto \rightarrow g\mu (g - 1\vec{}x, g - 1\vec{}y)

V \ast denotes its dual space, consisting of the linear functions V \rightarrow F. GL(V ) acts on
V \ast by sending a linear function \ell \in V \ast to the function (g \cdot \ell )(v) = \ell (g - 1(v)). In this
notation, the three different actions on matrices correspond to the notations

U \otimes V (left-right action), V \otimes V \ast (conjugacy), V \otimes V (isometry).

When we have a matrix space \scrA \subseteq M(n \times m,F) instead of a single matrix A,
we introduce an additional vector space W , which is naturally isomorphic to \scrA as a
vector space. The action of GL(W ) on W serves to change basis within the matrix
space, while leaving the space itself unchanged. In this notation, the problems we
mention above are listed in Table 2.

To see that the family of problems in Table 2 exhausts the possible isomorphism
problems on (undecorated) 3-way arrays, we note that in this notation there are some
``different-looking"" isomorphism problems that are trivially equivalent. The first is
reordering the spaces: the isomorphism problem for V \otimes V \otimes W is trivially equivalent
to that for V \otimes W \otimes V , simply by permuting indices, viz. A\prime (i, j, k) = A(i, k, j). The
second is about dual vector spaces. Although a vector space V and its dual V \ast are
technically different, and the group action differs by an inverse transpose, we can
choose bases in V and V \ast so that there is a linear isomorphism V \rightarrow V \ast which
induces a bijection between orbits; for example, the orbits of the action g \cdot A= gAgt

are the same as the orbits of the action g \cdot A = g - tAg - 1, even though technically
the former corresponds to V \otimes V and the latter to V \ast \otimes V \ast . This means that if we
are considering the isomorphism problem in a tensor space such as V \otimes V \otimes W , we
can dualize each of the vector spaces V,W separately, so long as when we do so, we
dualize all instances of that vector space. For example, the isomorphism problem
in V \otimes V \otimes W is trivially equivalent to that in V \ast \otimes V \ast \otimes W but is not obviously
equivalent to that in V \otimes V \ast \otimes W (though we will show such a reduction in this
paper). As a consequence, when the action on all three directions comes from the
same group, there are only two choices: V \otimes V \otimes V and V \otimes V \otimes V \ast ; the remaining
choices are trivially equivalent to one of these two. Using these, we see that Table 2
in fact covers all possibilities up to these trivial equivalences.

2.3. On the type of reduction. As these problems arise from several different
fields, there are various properties one might hope for in the notion of reduction.
Most of our reductions satisfy all of the following properties; see Remark 2.5 below
for details. The details of this section are not really needed for the rest of the paper;
we include it as we have not found these issues discussed in quite this depth, nor
something like Definition 2.4 proposed, elsewhere.
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TENSOR ISOMORPHISM-COMPLETENESS 585

Kernel reductions. There is a function r from objects of one type to objects of the
other such that A\sim 1 B if and only if r(A)\sim 2 r(B). See [40, 41] for some discussion
on the relation between kernel reductions and more general reductions.

Efficiently computable. The function r as above is computable in polynomial
time. In fact, we believe, though have not checked fully, that all of our reductions
are computable by uniform constant-depth (algebraic) circuits; over finite fields and
algebraic number fields, we believe they are in uniform \sansT \sansC 0 (the threshold gates are
needed to do some simple arithmetic on the indices). That is, there is a small circuit
which, given A, i, j, k as input, will output the (i, j, k) entry of the output.

Polynomial-size projections (``p-projections"") [100]. Each coordinate of the output
is either one of the input variables or a constant, and the dimension of the output
is polynomially bounded by the dimension of the input. (In fact, in many cases, the
dimension of the output is only linearly larger than that of the input.)

Functorial. For each type of tensor there is naturally a category of such tensors
(see [73] for generalities on categories). For example, for 3TI, U\otimes V \otimes W , the objects of
the category are 3-tensors, and a morphism between A\in U\otimes V\otimes W and B\in U \prime \otimes V \prime \otimes W \prime 

is given by linear maps P : U \rightarrow U \prime , Q : V \rightarrow V \prime , and R : W \rightarrow W \prime such that
(P,Q,R) \cdot A= B. Isomorphism of 3-tensors is the special case when all three of P,Q,R
are invertible. Analogous categories can be defined for the other problems we consider,
such as V \otimes V \ast \otimes W . A functor between two categories \scrC ,\scrD is a pair of maps (r, r)
such that (1) r maps objects of \scrC to objects of \scrD , (2) if f :A\rightarrow B is a morphism in \scrC ,
then r(f) : r(A)\rightarrow r(B) is a morphism in \scrD , (3) for any A \in \scrC , r(idA) = idr(A), and
(4) if f :A\rightarrow B and g :B\rightarrow C are morphisms in \scrC , then r(g \circ f) = r(g) \circ r(f).

All our reductions are functorial on the categories in which we only consider
isomorphisms; it is interesting to ask whether they are also functorial on the entire
categories (that is, including noninvertible homomorphisms). Furthermore, all our
reductions yield another map s such that for any isomorphism f \prime : r(A)\rightarrow r(B), s(f)
is an isomorphism A\rightarrow B, and s(r(f)) = f for any isomorphism f :A\rightarrow B. If we only
consider isomorphisms (and not other homomorphisms), nearly all known reductions
between isomorphism problems have this form (cf. [5]); an interesting example where
this isn't the case is the reduction from 1-Block Conjugacy of shifts of finite type
to k-Block Conjugacy [92, Thm. 18].

Containment, in the sense used in the literature on wildness. Briefly speaking,
wildness in mathematics aims to understand the ``complexity""---in a generalized, geo-
metric sense, not necessarily computational---of classifying orbits under group actions.
For example, matrices under the conjugation action over algebraically closed fields are
classified according to their Jordan normal forms (this problem is formally said to be
tame), while classifying pairs of matrices under the simultaneous conjugation action
is known to be complex (e.g., [96]), and classifying tensors up to isomorphism even
more complicated still [12]. Wildness is then a notion of completeness or universality
for a certain kind of classification problem in this theory, under a kind of reduction
or morphism called containment . It turns out that the classifying pairs of matrices
problem is wild or ``complete"" for a certain widely occurring kind of classification
problem. That is, it captures many classification problems for other group actions,
or in other words, many classification problems reduce to (``are contained in"") this
problem.

There are several definitions of containment in the literature which typically are
equivalent when restricted to so-called matrix problems. For a few such definitions,
see, e.g., [42, Def. 1.2], [96], or [98, Def. XIX, 1.3]. For those problems in this paper to
which the preceding definitions could apply, our reductions have the defined property.
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586 JOSHUA GROCHOW AND YOUMING QIAO

However, since we are working in a slightly more general setting, we would like to
suggest the following natural generalization of these notions.

Definition 2.4. Let \rho : G\rightarrow Aut(V ) be a rational action of an algebraic group
G on an algebraic variety V , and let \sigma : H \rightarrow Aut(W ) be another such. We say
(G,V ) (or the action of G on V , or the classification problem for G-orbits on V ) is
algebraically contained in (H,W ) if there is a polynomial morphism r : V \rightarrow W (each
coordinate of the output is given by a polynomial in the coordinates of the input) that
is also a kernel reduction, that is, v, v\prime \in V are in the same G-orbit if and only if
r(v), r(v\prime )\in W are in the same H-orbit.

In our case, all our spaces V,W are affine space Fn for some n, and our maps
r are in fact of degree 1. (It might be interesting to consider whether using higher
degree allows for more efficient reductions.) We may also require it to be ``functorial""
or ``equivariant,"" in the sense that there is a homomorphism of algebraic groups
r :G\rightarrow H (simultaneously an algebraic map and a group homomorphism) such that

r(g) \cdot r(v) = r(g \cdot v)

and a section s :H   \dashrightarrow G such that s \circ r= idG and

h \cdot r(v) = r(v\prime ) =\Rightarrow s(h) \circ v= v\prime ,

where the dashed arrow above indicates that s need only be defined on a subset of H,
namely, those h \in H such that there exist v, v\prime \in V with h \cdot r(v) = r(v\prime ) (but on this
subset it should still act like a homomorphism, in the sense that s(hh\prime ) = s(h)s(h\prime )).

Remark 2.5. We believe all of our reductions satisfy all of the above properties,
with the possible exceptions that Propositions 5.1 and 6.1 are only projections and
algebraic containments on the set of nondegenerate 3-tensors. These reductions still
satisfy the other three properties on the set of all tensors: They are kernel reductions
by construction, nondegeneracy presents no obstacle to polynomial-time computation
(Observation 2.2), and two tensors are isomorphic if and only if their nondegenerate
parts are isomorphic, so they are still functorial. The obstacle to being projections
or algebraic containments on the set of all 3-tensors here is closely related to the
fact that the map sending a matrix to its row echelon form (or even just zeroing out
a number of rows so that the remaining nonzero rows are linearly independent) is
neither a projection nor an algebraic map. We would find it interesting if there were
reductions for these results satisfying all of the above properties for all 3-tensors.

3. Full statement of main results.
Theorem A. For any fixed d\geq 1, d-Tensor Isomorphism reduces to Algebra

Isomorphism.

Combined with the results of [42], this immediately gives the following.

Corollary A. For any fixed d \geq 1, d-Tensor Isomorphism reduces to 3-
Tensor Isomorphism.

Given the viewpoint of section 2.2 on the problems from section 1.1, to show that
they are equivalent, it is enough to show that the isomorphism problems for 3-way
arrays corresponding to the five group actions are equivalent, where 3-way arrays may
also need to satisfy certain structural constraints (e.g., the frontal slices are symmetric
or skew-symmetric). This is the content of our second main result.
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TENSOR ISOMORPHISM-COMPLETENESS 587

Theorem B. 3-Tensor Isomorphism reduces to each of the following problems
in polynomial time.

1. Group Isomorphism for p-groups exponent p (gp = 1 for all g) and class 2
(G/Z(G) is abelian) given by generating matrices over Fpe . Here we consider
only \sansthree \sansT \sansI Fpe

, where p is an odd prime.
2. Matrix Space Isometry, even for alternating or symmetric matrix spaces.
3. Matrix Space Conjugacy, and even the special cases:

(a) Matrix Lie Algebra Conjugacy for solvable Lie algebras L of de-
rived length 2.8

(b) Associative Matrix Algebra Conjugacy.9

4. Algebra Isomorphism, and even the special cases:

(a) Associative Algebra Isomorphism for algebras that are commutative
and unital, or for algebras that are commutative and 3-nilpotent (abc= 0
for all a, b, c,\in A).

(b) Lie Algebra Isomorphism for 2-step nilpotent Lie algebras
([u, [v,w]] = 0 for all u, v,w).

5. Cubic Form Equivalence and Trilinear Form Equivalence.
The algebras in problem 3 are given by a set of matrices which linearly span the
algebra, while in problem 4 they are given by structure constants (see ``Algebras"" in
section 2.2).

Since the main result of [42] reduces the problems in Theorem B to 3-Tensor
Isomorphism (cf. [42, Rem. 1.1]), we have the following.

Corollary B. Each of the problems listed in Theorem B is \sansT \sansI -complete.10

Remark 3.1. Here is a brief summary of what is known about the complexity
of some of these problems. Over a finite field Fq, these problems are in \sansN \sansP \cap \sansc \sanso \sansA \sansM .

For \ell \times n \times m 3-way arrays, the brute-force algorithms run in time qO(\ell 2+n2+m2),
as GL(n,Fq) can be enumerated in time q\Theta (n2). Note that polynomial-time in the
input size here would be poly(\ell ,n,m, log q). Over any field F, these problems are
in \sansN \sansP F in the Blum--Shub--Smale model. When the input arrays are over Q and
we ask for isomorphism over C or R, these problems are in \sansP \sansS \sansP \sansA \sansC \sansE using quantifier
elimination. By Koiran's celebrated result on Hilbert's Nullstellensatz, for equivalence
over C they are in \sansA \sansM assuming the generalized Riemann hypothesis [64]. When
the input is over Q and we ask for equivalence over Q, it is unknown whether these
problems are even decidable; classically this is studied under Algebra Isomorphism
for associative, unital algebras over Q (see, e.g., [2, 87]), but by Corollary B, the
question of decidability is open for all of these problems.

Over finite fields, several of these problems can be solved efficiently when one of
the side lengths of the array is small. For d-dimensional spaces of n \times n matrices,
Matrix Space Conjugacy and Isometry can be solved in qO(n2) \cdot poly(d,n, log q)
time: once we fix an element of GL(n,Fq), the isomorphism problem reduces to
solving linear systems of equations. Less trivially, Matrix Space Conjugacy can
be solved in time qO(d2) \cdot poly(d,n, log q) and 3TI for n \times m \times d tensors in time
qO(d2) \cdot poly(d,n,m, log q), since once we fix an element of GL(d,Fq), the isomorphism
problem either becomes an instance of or reduces to [56] Module Isomorphism,
which admits several polynomial-time algorithms [23, 31, 55, 96]. Finally, one can

8And even further, where L/[L,L]\sim = F.
9Even for algebras A whose Jacobson radical R(A) squares to zero and A/R(A)\sim = F.
10For Cubic Form Equivalence, we only show that it is in \sansT \sansI F when charF> 3 or charF= 0.
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588 JOSHUA GROCHOW AND YOUMING QIAO

Fig. 2. Reductions for Theorem B. An arrow A \rightarrow B indicates that A reduces to B, i.e.,
A \leq p

m B; A \Rightarrow B indicates such a reduction that is a new result. For Corollary B, the five tensor
problems in the center circle all reduce to 3TI via [42]. For the ``V \otimes V \otimes W"" notation, see section
2.2. The results of [1, 2] are used only to show 3TI-hardness of Cubic Form Equivalence, in
combination with Proposition 5.1 and Corollary 6.5.

solve Matrix Space Isometry in time qO(d2) \cdot poly(d,n, log q): once one fixes an
element of GL(d,Fq), there is a rather involved algorithm [56], which uses the \ast -
algebra technique originated from the study of computing with p-groups [25, 103].

Figure 2 summarizes where the various parts of Theorem B are proven.
In a follow-up work [50] we give a more economical reduction from 3TI to Al-

ternating Matrix Space Isometry, using a new gadget with only linear instead
of quadratic blow-up in dimension. This improvement is important for applications
to GpI in the Cayley table model, where quadratic blow-up in dimension corresponds
to increasing the size of the group to | G| \Theta (log | G| ).

4. Main theorem, Theorem \bfitA : Reducing \bfitd -TENSOR ISOMORPHISM to
3-TENSOR ISOMORPHISM.

Theorem A. d-Tensor Isomorphism reduces to Algebra Isomorphism. If
the input tensor has size n1 \times n2 \times \cdot \cdot \cdot \times nd, then the output algebra has dimension
O(d2nd - 1), where n=max\{ ni\} .

Remark 4.1. One cannot do too much better in terms of size of the output, as the
following argument suggests. Over finite fields, we may count the number of orbits,
which provides a rigorous lower bound on the size blow-up of any kernel reduction (see,
e.g., [41, sect. 4.2.4]). Over infinite fields, if we consider algebraic reductions, they
must preserve dimension, so we can make a similar (albeit more heuristic) argument
by considering the ``dimension"" of the set of orbits. Here we have put ``dimension"" in
quotes because the set of orbits is not a well-behaved topological space (it is typically
not even T1), but even in this case the same argument should essentially hold. The
space of n\times n\times \cdot \cdot \cdot \times n d-tensors has dimension nd, and the group GLn \times \cdot \cdot \cdot \times GLn

has dimension dn2, so the ``dimension"" of the set of orbits is at least nd  - dn2 \sim nd

(d\geq 3); over Fq, the number of orbits is at least qn
d - dn2

. For algebras of dimension
N , the space of such algebras is \leq N3-dimensional, so the ``dimension"" of the set of
orbits is at most N3; over Fq, the number of orbits is at most qN

3

. Thus we need
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TENSOR ISOMORPHISM-COMPLETENESS 589

N3 \gtrsim nd, whence N \gtrsim nd/3. In particular this implies that there is no kernel reduction
from dTI to 3TI that is fixed-parameter tractable with parameter d.

Proof idea. The idea here is similar to the reduction from 3TI to Algebra Iso-
morphism (see Proposition 6.3): we want to create an algebra \scrA in which all products
eventually land in an ideal, and multiplication of algebra elements by elements in the
ideal is described by the tensor we started with. For a 3-tensor this is very natural,
as the structure constants of any algebra form a 3-tensor. In that case, we use the
3-tensor to specify how to write the product of two elements as a linear combination
(the third factor of the tensor) of basis elements. With a d-tensor for d\geq 3, we now
want to use it to describe how to write the product of d  - 1 elements as a linear
combination of basis elements. The tricky part here is that in an algebra we must still
describe the product of any two elements. The idea is to create a set of generators, let
them freely generate monomials up to degree d - 2, and then when we get a product of
d - 1 generators, rewrite it as a linear combination of generators according to the given
tensor. This idea almost provides one direction of the reduction: if two d-tensors A,B
are isomorphic, then the corresponding algebras \scrA ,\scrB are isomorphic. However, there
is an issue with implementing this, namely that monomials (in a polynomial ring,
or a quotient thereof) are commutative, but our tensors A,B need not be symmetric,
and moreover, they need not even be ``square"" (have all side lengths equal). In [1,
Thm. 5] they reduce Degree-d Form Equivalence to Commutative Algebra
Isomorphism along similar lines, but there the starting objects are themselves com-
mutative, so this was not an issue. In our case, we will get around this using a certain
noncommutative algebra where the only nonzero products are those which come ``in
the right order.""

Another potentially tricky aspect of the reduction is the converse: suppose we
build our algebras \scrA ,\scrB as above from two d-tensors, and \scrA ,\scrB are isomorphic; how can
we guarantee that A and B are isomorphic? For this, we would like to be able to identify
certain subsets of the algebras as characteristic (invariant under any automorphism),
so that those characteristic subsets force the isomorphism to take a particular form,
which we can then massage into an isomorphism between the tensors A,B. Our way
of doing this is to encode the ``degree"" structure into the path algebra of a graph,
as described in the next section. If the graph has no automorphisms, then the path
algebra has the advantage that for any two vertices i, j, the subset of \scrA spanned by
the paths from i to j is nearly characteristic in a way we make precise below.

4.1. Preliminaries for Theorem A. To make the above proof idea precise,
we will need a little background on path algebras (a.k.a. quiver algebras) and their
quotients. For a textbook reference on these algebras, see [4, Chap. II], and for a
textbook treatment of Wedderburn--Artin theory and the Jacobson radical, see [66].
Aside from the definition of path algebra, most of this section will end up being used
as a black box; we include it mostly for ease of reference.

We start with some important, classical results on the structure of associative
algebras. The Jacobson radical of an associative algebra A, here denoted R(A),
is the intersection of all maximal right ideals. Equivalently, R(A) = \{ x \in A :
every element of 1+AxA is invertible\} . A unital algebra A over a field F is semisim-
ple if R(A) = 0; in this case, by Wedderburn's theorem (see below), A is isomorphic
to a direct sum of matrix algebras over finite-degree division rings extending F. An
algebra A is called separable if it is semisimple over every field extending F, that is,
A\otimes F K is semisimple for all fields K extending F. Equivalently, A is separable if it is
isomorphic to

\bigoplus d
i=1M(di,Fi), where each Fi is a division ring extending F such that
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590 JOSHUA GROCHOW AND YOUMING QIAO

the center Z(Fi) is a separable field extension of F. Recall that a field extension F\subseteq K
is separable if for every \alpha \in K, the minimal polynomial of \alpha over F has no repeated
roots in the algebraic closure F. A field F is perfect if all its algebraic extensions are
separable; examples of perfect fields include characteristic-0 fields and finite fields. In
the proof of Theorem A in section 4.2, there will be a subalgebra for which we need
separability, and this holds because it is simply a direct sum of copies of F.

An element a\in A is idempotent if a2 = a. Two idempotents e, f are orthogonal if
ef = fe= 0. An idempotent e is primitive if it cannot be written as the sum of two
nonzero orthogonal idempotents. A complete set of primitive orthogonal idempotents
of A is a set \{ e1, . . . , en\} of primitive idempotents which are pairwise orthogonal, and
such that the set is maximal subject to this condition.

Theorem 4.2 (Wedderburn--Mal'cev; see, e.g., [38]). Let A be a finite-
dimensional, associative, unital algebra over a field F. Then

1. A/R(A) \sim =
\bigoplus d

i=1M(di,Fi) (as algebras), where each Fi is a division ring of
finite degree over F;

2. if A/R(A) is separable, then there exists a subalgebra S \subseteq A such that A =
S \oplus R(A) (as F-vector spaces);

3. if T \subseteq A is any separable subalgebra, then there exists r \in R(A) such that
(1 + r)T (1 + r) - 1 \subseteq S.

The last part of the preceding theorem is what we will use to show that the set of
paths i \rightarrow j in our graph is ``nearly characteristic""; that is, it is not characteristic,
but it is characteristic up to conjugacy (=inner automorphisms).

Definition 4.3 (path algebras). Given a directed multigraph G (possibly with
parallel edges and self-loops, a.k.a. quiver), its path algebra Path(G) is the algebra
of paths in G, where multiplication is given by concatenation of paths when this is
well-defined, and zero otherwise. That is, Path(G) is generated by \{ ev : v \in V (G)\} \cup 
\{ xa : a \in E(G)\} , where the generators ev are thought of as the ``path of length 0"" at
vertex v. The defining relations in Path(G) are that the product of two paths is their
concatenation if the end of the first equals the start of the second, and zero otherwise.
More formally, the relations are

evew = \delta v,wev,

evxa = \delta v,start(a)xa,

xaev = \delta v,end(a)xa,

xaxb = 0 if start(b) \not = end(a),

where \delta x,y is the Kronecker delta: it is 1 if x= y and 0 otherwise.

Note that we are allowed to take formal linear combinations of paths in this
algebra, as it is an F-algebra (so in particular, it is an F-vector space). The arrow
ideal of Path(G) is the two-sided ideal generated by the arrows, and it has a basis
consisting of all paths of length \geq 1; it is denoted RG. Note that the set ei\scrA ej is
linearly spanned by the paths i\rightarrow j in G.

Lemma 4.4 (see [4, Cor. II.1.11]). If G is finite, connected, and acyclic, then
R(Path(G)) is the arrow ideal RG and has a basis consisting of all paths of length \geq 1,
and the set \{ ev : v \in V (G)\} is a complete set of primitive orthogonal idempotents.

Corollary 4.5. Let G be a finite, connected, acyclic graph, and I an ideal of
Path(G) contained in RG; let A=Path(G)/I. Then (1) R(A) =RG/I, (2) A/R(A)\sim =
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TENSOR ISOMORPHISM-COMPLETENESS 591

F\oplus | V (G)| , whence A/R(A) is separable, and (3) \{ ev : v \in V (G)\} is a complete set of
primitive orthogonal idempotents, where ev is the image of ev under the quotient map
Path(G)\rightarrow Path(G)/I =A.

Proof. (1) This holds for any ideal contained in the radical of any finite-
dimensional associative unital algebra [66, Prop. 4.6].

(2) It is clear that as vector spaces, Path(G) = \langle e1, . . . , en\rangle \oplus RG (where n =
| V (G)| ), and the span of the ei is easily seen to be an algebra isomorphic to Fn,
where the ith copy of F is spanned by \pi (ei), where \pi : Path(G) \rightarrow Path(G)/RG

is the natural projection. Thus Path(G)/RG
\sim = Fn. Since R(A) = RG/I, we have

A/R(A) = (Path(G)/I)/(RG/I) \sim = Path(G)/RG
\sim = Fn. As a semisimple algebra, we

thus have that A/R(A) \sim =
\bigoplus 

M(1,F), and as F is always a separable extension over
itself, A/R(A) is separable.

(3) The property of being a set of primitive orthogonal idempotents is preserved
by homomorphisms, so there are only two things to check here: first, that none of the
ev is zero modulo I, and second, that there are no additional primitive idempotents
in A that are mutually orthogonal with every ev. To see that none of the ev are zero,
note that \pi : Path(G)\rightarrow Path(G)/RG factors through A; then since \pi (ev) \not = 0 for any
v (from the previous paragraph), it must be the case that ev \not = 0 as well. Finally, we
must show this is a complete set of primitive orthogonal idempotents. Suppose not;
that is, suppose there is some e /\in \{ ev : v \in V (G)\} such that e is a primitive idempotent
that is orthogonal in A to every ev. First, we claim that e /\in R(A) =RG/I. For, since
G is a finite acyclic graph, its arrow ideal RG is nilpotent: there are no paths longer
than n  - 1 = | V (G)|  - 1, so we must have Rn

G = 0, whence RG cannot contain
any idempotents. Since RG is nilpotent, the same must be true of RG/I, whence
R(A) =RG/I cannot contain any idempotents, so e cannot be in R(A). But then the
image of e in A/R(A) is nonzero (since e /\in R(A)), so e is another primitive idempotent
orthogonal to every \pi (ev) in Path(G)/RG =A/R(A). But this is a contradiction, since
\{ \pi (ev)\} is already a complete set of primitive orthogonal idempotents for A/R(A).

Finally, in the course of the proof, we will use the following construction of Grig-
oriev.

Theorem 4.6 (Grigoriev [47, Theorem 1]). Graph Isomorphism is equivalent
to Algebra Isomorphism for algebras A such that the radical squares to zero and
A/R(A) is abelian.

In our proof, all we will need aside from Grigoriev's result is to see the construction
itself, which we recall here in language consistent with ours.

Construction [47]. Given a graph G, construct an algebra \scrA G as follows. It is
generated by \{ ei : i \in V (G)\} \cup \{ eij : (i, j) \in E(G)\} subject to the following relations:
eiej = \delta ijei, eiekj = \delta ikekj , ekjei = \delta ijekj , eijekl = 0 when j \not = k, R(\scrA G) is generated
by \{ eij\} , and the radical squares to zero. It is immediate that this is just Path(G)/R2

G.
From any such algebra \scrA , Grigoriev recovers a corresponding weighted graph, where
the weight on (i, j) is dim ei\scrA ej . In our setting we use multiple parallel edges rather
than weight, but the proof goes through mutatis mutandis .

4.2. Proof of Theorem A.
Proof. Let A be an n1 \times n2 \times \cdot \cdot \cdot \times nd d-tensor. Let G be the following directed

multigraph (see Figure 3): it has d vertices, labeled 1, . . . , d, and for i = 1, . . . , d - 1,
it has ni parallel arrows from vertex i to vertex i+ 1, and nd parallel arrows from 1
to d.
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592 JOSHUA GROCHOW AND YOUMING QIAO

Fig. 3. The graph G whose path algebra we take a quotient of to construct the reduction for
Theorem A.

Because of the structure of this graph, we can index the generators of Path(G)
a little more mnemonically than in the preliminaries above: let the generators cor-
responding to the ni arrows from i \rightarrow (i + 1) be xi,a for a = 1, . . . , ni, and let the
generators corresponding to the nd arrows 1\rightarrow d be xd,a for a = 1, . . . , nd. Let \scrA be
the quotient of Path(G) by the relations11

(4.1) x1,i1x2,i2 \cdot \cdot \cdot xd - 1,id - 1
=

nd\sum 
j=1

A(i1, i2, . . . , id - 1, j)xd,j .

At the moment, we only have \scrA in terms of generators and relations; however,
it will be easy to turn it into its basis representation. The key is to bound its di-
mension, which we do now. Except for paths of length d  - 1 (because of the non-
trivial relations (4.1)), this is just counting the number of paths in the graph de-
scribed above. The only nonzero monomials of degree k + 1 are those of the form
xi,aixi+1,ai+1xi+2,ai+2 \cdot \cdot \cdot xi+k,ai+k

. For a given choice of i \in \{ 1, . . . , d - 1 - k\} , there
are exactly nini+1 \cdot \cdot \cdot ni+k such monomials, so we have

dim\scrA =\#\{ ei\} + nd +
\sum 

k<d - 1

d - 1 - k\sum 
i=1

\#\{ paths i\rightarrow (i+ k)\} 

= d+ nd +
d - 2\sum 
k=0

d - 1 - k\sum 
i=1

i+k\prod 
j=i

nj

\leq 2n+
d - 2\sum 
k=0

d - 1 - k\sum 
i=1

nk+1

\leq O(d2nd - 1).

Note that in the first line we can exactly specify dim\scrA , independent of A itself (de-
pending only on its dimensions). For any fixed d, this dimension is polynomial in n.
By the linear-algebraic analogue of breadth-first search, we may thus list a basis for
\scrA and its structure constants with respect to that basis.

11For those familiar with quiver algebras, we note that this ideal is not admissible, as it is not
contained in R2

G. It can probably be made admissible by inserting new vertices in the middle of each
edge 1 \rightarrow d. However, when we tried to do that in a naive way, we ran into problems verifying the
reduction, as what should be a linear transformation either ends up being incorrect or ends up being
quadratic, either of which caused issues.
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TENSOR ISOMORPHISM-COMPLETENESS 593

We claim that the map A \mapsto \rightarrow \scrA is a reduction. Suppose B is another tensor of the
same dimension, and let \scrB be the associated algebra as above. We claim that A \sim = B

as d-tensors if and only if \scrA \sim =\scrB as algebras.
For the only if direction, suppose A \sim = B via (P1, P2, . . . , Pd) \in GL(n1,F) \times \cdot \cdot \cdot \times 

GL(nd,F), that is,

(4.2) A(i1, . . . , id) =
\sum 

j1,...,jd

(P1)i1,j1 \cdot \cdot \cdot (Pd)id,jdB(j1, . . . , jd)

for all i1, . . . , id. Then we claim that the block-diagonal matrix P =
diag(P1, P2, . . . , Pd - 1, P

 - t
d )\in GL(n,F) (where n=

\sum d
i=1 ni), together with mapping ei

to ei, induces an isomorphism from \scrA to \scrB . Note that P itself is not an isomorphism,
as dim\scrA \approx nd, but P specifies a linear map on the generators of \scrA , which we may
then extend to all of \scrA .

First let us see that P indeed gives a well-defined homomorphism \scrA \rightarrow \scrB . Since
P is only defined on the generators and is, by definition, extended by distributivity,
the only thing to check here is that P sends the relations of \scrA into the relations of \scrB .
Let y1,1, . . . , y1,n1

, . . . , yd,nd
, e1, . . . , ed denote the basis of \scrB as a path algebra (recall

Definition 4.3). The map P is defined by P (ei) = ei,

P (xi,a) =

ni\sum 
a\prime =1

(Pi)aa\prime yi,a\prime for i= 1, . . . , d - 1

and

P (xd,a) =

nd\sum 
a\prime =1

(P - t
d )aa\prime yd,a\prime .

By left multiplying by P t
d, we may rewrite this last equation as

yd,a =

nd\sum 
a\prime =1

(Pd)a\prime ,aP (xd,a\prime );

note the transpose.
To check the relations, let us write out the path algebra relations explicitly for

our graph, in our notation. The generators of \scrA are x1,1, x1,2, . . . , x1,n1
, x2,1, x2,2, . . . ,

x2,n2
, . . . , xd,nd

, e1, . . . , ed, and the relations are (4.1) and the quiver relations:

eiej = \delta i,jei,

eixj,a = (\delta i,j + \delta i,1\delta j,d)xj,a,

xj,aei = (\delta j+1,i + \delta j,d\delta i,d)xj,a,

xi,axd,b = 0,

xd,bxi,a = 0 (i < d),

xi,axj,b = 0 if j \not = i+ 1.

The relations involving the ei are easy to verify, since they only depend on the
first subscript of xi,a (resp., yj,b), and P does not alter this subscript.
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594 JOSHUA GROCHOW AND YOUMING QIAO

For relation xi,axd,b = 0, we have

P (xi,axd,b) = P (xi,a)P (xd,b)

=

\Biggl( 
ni\sum 

a\prime =1

(Pi)aa\prime yi,a\prime 

\Biggr) \Biggl( 
nd\sum 

b\prime =1

(P - t
d )bb\prime yd,b\prime 

\Biggr) 

=

ni\sum 
a\prime =1

nd\sum 
b\prime =1

(Pi)aa\prime (P - t
d )bb\prime yi,a\prime yd,b\prime = 0,

where the final inequality comes from the defining relations yi,a\prime yd,b\prime = 0 in \scrB .
The verification for remaining quiver relations is similar, since P does not alter

the start and end vertices of any arrow (though it may send a single arrow i\rightarrow j in
\scrA to a linear combination of arrows i\rightarrow j in \scrB ).

We now verify the relation (4.1). The idea is that the expression (4.1) is block-
multilinear, in that it is linear in each set of variables \{ xk,i : 1\leq i\leq nk\} , so the action
of P on the monomial on the left-hand side of (4.1) turns into the multilinear action
of the Pi's, each occuring once, and this lets us then apply the assumed isomorphism
(4.2). In symbols and more formally, we have

P (x1,i1x2,i2 \cdot \cdot \cdot xd - 1,id - 1
)

=

n1\sum 
j1=1

n2\sum 
j2=1

\cdot \cdot \cdot 
nd - 1\sum 

jd - 1=1

(P1)i1,j1(P2)i2,j2 \cdot \cdot \cdot (Pd - 1)id - 1,jd - 1
y1,j1y2,j2 \cdot \cdot \cdot yd - 1,jd - 1

=
\sum 

j1,j2,\cdot \cdot \cdot ,jd - 1

(P1)i1,j1(P2)i2,j2 \cdot \cdot \cdot (Pd - 1)id - 1,jd - 1

nd\sum 
jd=1

B(j1, j2, . . . , jd)yd,jd

=
\sum 

j1,\cdot \cdot \cdot ,jd - 1

(P1)i1,j1(P2)i2,j2 \cdot \cdot \cdot (Pd - 1)id - 1,jd - 1

nd\sum 
jd=1

B(j1, j2, . . . , jd)

nd\sum 
id=1

(Pd)id,jdP (xd,id)

=

nd\sum 
id=1

\left(  \sum 
j1,\cdot \cdot \cdot ,jd - 1,jd

(P1)i1,j1 \cdot \cdot \cdot (Pd)id,jdB(j1, . . . , jd)

\right)  P (xd,id)

=

nd\sum 
id=1

A(i1, . . . , id)P (xd,id),

as desired. Thus the map \scrA \rightarrow \scrB induced by P is an algebra homomorphism.
Next, since P is an isomorphism of (d+ n)-dimensional vector spaces, the map

it induces, \scrA \rightarrow \scrB , is surjective on the generators of \scrB , whence it is surjective onto
all of \scrB . Finally, since dim\scrA = dim\scrB < \infty , any linear surjective map \scrA \rightarrow \scrB is
automatically bijective, so this map is indeed an isomorphism of algebras.

For the if direction, suppose that f :\scrA \rightarrow \scrB is an isomorphism of algebras. Since
the Jacobson radical is characteristic, we have f(R(\scrA )) =R(\scrB ). Then \{ f(ev) : v \in V \} 
is a set of primitive orthogonal idempotents in \scrB , and their span T = \langle f(ev) : v \in 
V \rangle is a separable subalgebra (isomorphic to Fn) such that \scrB = T \oplus R(\scrB ). By the
Wedderburn--Mal'cev theorem (Theorem 4.2, item 3), there is some r \in R(\scrB ) such that
(1 + r)T (1 + r) - 1 = \langle e1, . . . , en\rangle =: S. Since the ei are the only primitive idempotents
in S, we must have that (1 + r)f(ei)(1 + r) - 1 = e\pi (i) for all i and some permutation
\pi \in Sn.

Next we will show that this permutation is in fact the identity, so that (1 +
r)f(ei)(1 + r) - 1 = ei for all i. For this, consider \scrA \prime = \scrA /R(\scrA )2 and similarly \scrB \prime .
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TENSOR ISOMORPHISM-COMPLETENESS 595

These are precisely the algebras considered by Grigoriev [47] (reproduced as Theorem
4.6 above). Since R(\scrA ) is characteristic, so is its square, and thus f induces an

isomorphism \scrA \prime \sim =\rightarrow \scrB \prime . By Theorem 1 of Grigoriev [47], any isomorphism \scrA \prime \rightarrow \scrB \prime 

induces an isomorphism of the corresponding graphs, so this isomorphism must map
ei to ei for each i (since our graph G has no automorphisms). Thus \pi must be the
identity, and (1 + r)f(ei)(1 + r) - 1 = ei for all i.

Since conjugation is an automorphism, let f \prime :\scrA \rightarrow \scrB be c1+r \circ f , where c1+r(b) =
(1+ r)b(1+ r) - 1. By the above, f \prime (ei) = ei for all i. Thus f

\prime (ei\scrA ej) = ei\scrB ej . (Recall
that the set ei\scrA ej is linearly spanned by the paths i\rightarrow j in this graph.) In particular,
define Pi to be the restriction of f \prime to ei\scrA ei+1 for i = 1, . . . , d - 1 and Pd to be the
restriction of f \prime to e1\scrA ed. Then we have that Pi is a linear bijection from the span
of xi,1, . . . , xi,ni to the span of yi,1, . . . , yi,ni for all i. Let us also use Pi to denote the
matrix corresponding to the linear map Pi in the bases \{ xi,j\} and \{ yi,j\} . We claim
that P = (P1, . . . , Pd - 1, P

 - t
d ) is a tensor isomorphism A\rightarrow B, that is,

A(i1, . . . , id) =
\sum 

j1,...,jd

(P1)i1,j1 \cdot \cdot \cdot (P - t
d )id,jdB(j1, . . . , jd).

From the fact that f \prime is an isomorphism, we have

nd\sum 
id=1

A(i1, . . . , id)f
\prime (xd,id) = f \prime (x1,i1x2,i2 \cdot \cdot \cdot xd - 1,id - 1

)

nd\sum 
id=1

A(i1, . . . , id)

nd\sum 
jd=1

(Pd)id,jdyd,jd = f \prime (x1,i1)f
\prime (x2,i2) \cdot \cdot \cdot f \prime (xd - 1,id - 1

)

=
\sum 

j1,...,jd - 1

(P1)i1,j1(P2)i2,j2 \cdot \cdot \cdot 

\times (Pd - 1)id - 1,jd - 1
y1,j1y2,j2 \cdot \cdot \cdot yd - 1,jd - 1

=
\sum 

j1,...,jd - 1

(P1)i1,j1(P2)i2,j2 \cdot \cdot \cdot 

\times (Pd - 1)id - 1,jd - 1

nd\sum 
jd=1

B(j1, . . . , jd)yd,jd .

For each jd \in \{ 1, . . . , nd\} , equating the coefficient of yd,jd gives

nd\sum 
id=1

A(i1, . . . , id)(Pd)id,jd =
\sum 

j1,...,jd - 1

(P1)i1,j1(P2)i2,j2 \cdot \cdot \cdot (Pd - 1)id - 1,jd - 1
B(j1, . . . , jd).

Let A(i1, . . . , id - 1, - ) be the natural row vector of length nd, and similarly for
B(j1, . . . , jd - 1, - ). Then we may rewrite the preceding set of nd equations (one for
each choice of jd) in matrix notation as

A(i1, . . . , id - 1, - ) \cdot Pd =
\sum 

j1,...,jd - 1

(P1)i1,j1(P2)i2,j2 \cdot \cdot \cdot (Pd - 1)id - 1,jd - 1
B(j1, . . . , jd - 1, - ).
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596 JOSHUA GROCHOW AND YOUMING QIAO

Right multiplying by P - 1
d , we then get

A(i1, . . . , id - 1, - ) =
\sum 

j1,...,jd - 1

(P1)i1,j1(P2)i2,j2 \cdot \cdot \cdot (Pd - 1)id - 1,jd - 1
B(j1, . . . , - )P - 1

d

A(i1, . . . , id) =
\sum 

j1,...,jd - 1,jd

(P1)i1,j1(P2)i2,j2 \cdot \cdot \cdot (Pd - 1)id - 1,jd - 1
B(j1, . . . , jd)(P

 - 1
d )jd,id

=
\sum 

j1,...,jd

(P1)i1,j1(P2)i2,j2 \cdot \cdot \cdot (Pd - 1)id - 1,jd - 1
(P - t

d )id,jdB(j1, . . . , jd),

as claimed.

5. From 3-TENSOR ISOMORPHISM to MATRIX SPACE ISOMETRY. We pres-
ent a reduction from 3-Tensor Isomorphism to Matrix Space Isometry using
the gadgets from [42]. While we use the gadget construction from [42], the proof for
correctness is different as we apply that gadget in a setting different from that in [42].

The use of gadgets from [42] results in quadratic blow-up in dimension, which
is problematic when we want to apply it to groups in the Cayley table model, since
then the resulting groups after the reduction have size | G| \Theta (log | G| ). In a follow-up
paper [50], we develop a new more economical gadget that gives us linear blow-up in
dimension, which corresponds to the output groups having size | G| O(1).

Proposition 5.1. 3-Tensor Isomorphism reduces to Alternating Matrix
Space Isometry. Symbolically, isomorphism in U \otimes V \otimes W reduces to isomorphism
in V \prime \otimes V \prime \otimes W \prime (or even to

\bigwedge 2
V \prime \otimes W ), where \ell =dimU \leq n=dimV and m=dimW ,

dimV \prime = \ell + 7n+ 3 and dimW \prime =m+ \ell (2n+ 1) + n(4n+ 2).

Proof. We will exhibit a function r from 3-way arrays to matrix tuples such that
two 3-way arrays A,B \in T (\ell \times n \times m,F) which are nondegenerate as 3-tensors are
isomorphic as 3-tensors if and only if the matrix spaces \langle r(A)\rangle , \langle r(B)\rangle are isometric.
Note that we can assume our input tensors are nondegenerate by Observation 2.2.
The construction is a bit involved, so we will first describe the construction in detail,
and then prove the desired statement.

The gadget construction. Given a 3-way array A \in T (\ell \times n\times m,F), let A denote
the corresponding m-tuple of matrices, A\in M(\ell \times n)m. The first step is to construct
s(A) \in \Lambda (\ell + n,F)m, defined by s(A) = (A\Lambda 

1 , . . . ,A
\Lambda 
m) where A\Lambda 

i = [ 0
 - At

i

Ai

0 ]. Already,

note that if A\sim = B, then s(A) and s(B) are pseudoisometric matrix tuples (equivalently,
\langle s(A)\rangle and \langle s(B)\rangle are isometric matrix spaces).

However, it is not clear whether the converse should hold. Indeed, suppose
Ps(A)PT = s(B)Q for some P \in GL(\ell + n,F),Q \in GL(m,F). If we write P as a
block matrix [P11

P21

P12

P22
], where P11 \in M(\ell ,F) and P22 \in M(n,F), then by considering

the (1,2) block we get that P11AiP
t
22  - P t

21A
t
iP12 =

\sum m
j=1 qijBj for all i = 1, . . . ,m,

whereas what we would want is the same equation but without the P t
21A

t
iP12 term.

To remedy this, it would suffice if we could extend the tuple s(A) to r(A) so that any
pseudoisometry (P,Q) between r(A) and r(B) will have P21 = 0.

To achieve this, we start from s(A) = A\Lambda \in \Lambda (n + \ell ,F)m and construct r(A) \in 
\Lambda (\ell +7n+3,F)m+\ell (2n+1)+n(4n+2) as follows. Here we write it out symbolically; below
we give the same thing in matrix format, and Figure 4 is a picture of the construction.
Let s=m+\ell (2n+1)+n(4n+2). Write r(A) = ( \~A1, . . . , \~As), where \~Ai \in \Lambda (\ell +7n+3,F)
are defined as follows:
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TENSOR ISOMORPHISM-COMPLETENESS 597

Fig. 4. Pictorial representation of the reduction for Proposition 5.1.

\bullet For 1\leq i\leq m, \~Ai = [A
\Lambda 
i
0

0
0 ]. Recall that A

\Lambda 
i \in \Lambda (\ell + n,F).

\bullet For the next \ell (2n + 1) slices, that is, m + 1 \leq i \leq m + \ell (2n + 1), we can
naturally represent i - m by (p, q) where p\in [\ell ], q \in [2n+ 1]. We then let \~Ai

be the elementary alternating matrix Ep,\ell +n+q  - E\ell +n+q,p.
\bullet For the next n(4n + 2) slices, that is, m + \ell (2n + 1) + 1 \leq i \leq m + \ell (n +

1) + n(4n+ 2), we can naturally represent i - m - \ell (n + 1) by (p, q) where
p \in [n], q \in [4n + 2]. We then let \~Ai be the elementary alternating matrix
E\ell +p,n+\ell +2n+1+q  - En+\ell +2n+1+q,\ell +p.

We may view the above construction as follows. Write the frontal view of A

as

A=

\left[   a\prime 1,1 . . . a\prime 1,n
...

. . .
...

a\prime \ell ,1 . . . a\prime \ell ,n

\right]   ,
where a\prime i,j \in Fm, which we think of as a column vector, but when placed in the above
array, we think of it as coming out of the page.

Let \~A be the 3-way array whose frontal slices are \~Ai, so \~A\in T((\ell +7n+3)\times (\ell +
7n+ 3)\times (m+ \ell (2n+ 1) + n(4n+ 2)),F). Then the frontal view of \~A is
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598 JOSHUA GROCHOW AND YOUMING QIAO

where ai,j = [a
\prime 
i,j

0
] \in Fm+\ell (2n+1)+n(4n+2), ei,j = \vec{}em+(j - 1)(2n+1)+i, and fi,j =

\vec{}em+\ell (2n+1)+(j - 1)(4n+2)+i.
We now examine the ranks of the lateral slices Li of \~A. We claim

For i. . . rk(Li)
1 \leq i \leq \ell 2n+ 1 \leq rk(Li) \leq 3n+ 1

\ell + 1 \leq i \leq \ell + n 4n+ 2 \leq rk(Li) \leq 5n+ 2
\ell + n+ 1 \leq i \leq \ell + n+ 6n+ 3 rk(Li) \leq n

The following shows why these hold:
\bullet For 1 \leq i \leq \ell , the ith lateral slice Li is block-diagonal with two nonzero

blocks. One block is of size n \times m, and the other is  - I2n+1. Therefore
2n+ 1\leq rk(Li)\leq 3n+ 1.

\bullet For \ell + 1 \leq i \leq \ell + n, the ith lateral slice Li is also block-diagonal with two
nonzero blocks. One block is of size \ell \times m, and the other is  - I4n+2. Therefore
4n+ 2\leq rk(Li)\leq 5n+ 2. (Recall that we have assumed \ell \leq n.)

\bullet For \ell +n+1\leq i\leq \ell +n+6n+3, after rearranging the columns, the ith lateral
slice Li has one nonzero block which is I\ell for the first 2n+1 slices, and In for
the next 4n+2 slices. Therefore rk(Li) = \ell or n, and since we have assumed
\ell \leq n, in either case we have rk(Li)\leq n.

We then consider the ranks of the linear combinations of the lateral slices.
\bullet As long as the linear combination involves Li for \ell + 1 \leq i\leq \ell + n, then the

resulting matrix has rank at least 4n + 2, because of the matrix  - I4n+2 in
the last 4n+ 2 rows.

\bullet If the linear combination does not involve Li for \ell + 1 \leq i \leq \ell + n, then the
resulting matrix has rank at most 4n+ 1, because in this case, there are at
most \ell + n+ 2n+ 1\leq 4n+ 1 nonzero rows.

\bullet If the linear combination involves Li for 1\leq i\leq \ell , then the resulting matrix
has rank at least 2n+ 1, because of the matrix  - I2n+1 in the (\ell + n+ 1)th
to the (\ell + 3n+ 1)th rows.

We then prove that A and B are isomorphic as 3-tensors if and only if \langle r(A)\rangle and
\langle r(B)\rangle are isometric as matrix spaces. At first glance, the only if direction seems
the easy one, as one expects to extend a 3-tensor isomorphism between A to B to an
isometry between \langle r(A)\rangle and \langle r(B)\rangle easily. However, it turns out that this direction
becomes somewhat technical because of the gadget introduced. This is handled in the
following.
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TENSOR ISOMORPHISM-COMPLETENESS 599

For the if direction, suppose P t\~AP = \~BQ for some P \in GL(\ell + 7n + 3,F) and
Q\in GL(m+ \ell (2n+ 1) + n(4n+ 2),F). Write P as\left[  P1,1 P1,2 P1,3

P2,1 P2,2 P2,3

P3,1 P3,2 P3,3

\right]  ,
where P1,1 is of size \ell \times \ell , P2,2 is of size n\times n, and P3,3 is of size (6n+3)\times (6n+3).
By the discussion on the ranks of the linear combinations of the lateral slices, we have
P2,1 = 0, P1,2 = 0, P1,3 = 0, and P2,3 = 0. So

P =

\left[  P1,1 0 0
0 P2,2 0
P3,1 P3,2 P3,3

\right]  ,
where P1,1, P2,2, P3,3 are invertible. Then consider the action of such P on the first
m frontal slices of \~A. The first m frontal slices of \~A are of the form\left[  0 Ai 0

 - At
i 0 0

0 0 0

\right]  ,
where Ai is of size \ell \times n. Then we have\left[  P t

1,1 0 P t
3,1

0 P t
2,2 P t

3,2

0 0 P t
3,3

\right]  \left[  0 Ai 0
 - At

i 0 0
0 0 0

\right]  \left[  P1,1 0 0
0 P2,2 0
P3,1 P3,2 P3,3

\right]  
=

\left[  0 P t
1,1AiP2,2 0

 - P t
2,2AiP1,1 0 0
0 0 0

\right]  .
From the fact that Q is invertible and P t\~AP = \~BQ, by considering the (1,2) block, we
find that every frontal slice of P t

11AP22 lies in \langle B\rangle (since the gadget does not affect
the block-(1,2) position), which gives an isomorphism of tensors, as desired.

For the only if direction, suppose A and B are isomorphic as 3-tensors, that is,
P tAQ= BR, for some P \in GL(\ell ,F), Q\in GL(n,F), and R \in GL(m,F).

We show that there exist U \in GL(6n+3,F) and V \in GL(\ell (2n+1)+n(4n+2),F)
such that setting

\~Q=diag(P,Q,U) \in GL(\ell + 7n+ 3,F),
\~R=diag(R,V ) \in GL(m+ \ell (2n+ 1) + n(4n+ 2),F),

we have

\~Qtr(A) \~Q= r(B)
\~R,

which will demonstrate that r(A) and r(B) are pseudoisometric.
Since we are claiming that \~R = diag(R,V ) \in GL(m,F)\times GL(\ell (2n+ 1) + n(4n+

2),F) works, and \~R is block-diagonal, it suffices to consider the first m frontal slices
separately from the remaining slices. For the first m frontal slices, we have

\~Qt \~Ai
\~Q=

\left[  P t 0 0
0 Qt 0
0 0 U t

\right]  \left[  0 Ai 0
 - At

i 0 0
0 0 0

\right]  \left[  P 0 0
0 Q 0
0 0 U

\right]  =

\left[  0 P tAiQ 0
 - QtAt

iP 0 0
0 0 0

\right]  .
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600 JOSHUA GROCHOW AND YOUMING QIAO

It follows from the fact that P tAQ= BR that the first m frontal slices of \~Qtr(A) \~Q and

of r(B)
\~R are the same.

We now consider the remaining frontal slices separately. Toward that end, let
\~A\prime \in T((\ell + 7n + 3) \times (\ell + 7n + 3) \times (\ell (2n + 1) + n(4n + 2)),F) be the 3-way array
obtained by removing the first m frontal slices from \~A. That is, the ith frontal slice
of \~A\prime is the (m+ i)th frontal slice of \~A. Similarly construct \~B\prime from \~B. We are left to
show that \~A\prime and \~B\prime are pseudoisometric under some \~Q= diag(P,Q,U) and V . Note
that P and Q are from the isomorphism between A and B, while U and V are what
we still need to design.

We first note that both \~A\prime and \~B\prime can be viewed as a block 3-way array of size
4\times 4\times 2, whose two frontal slices are the block matrices\left[    

0 0 E 0

0 0 0 0

 - E 0 0 0

0 0 0 0

\right]    and

\left[    
0 0 0 0

0 0 0 F

0 0 0 0

0  - F 0 0

\right]    ,
where E is of size \ell \times (2n+ 1)\times \ell (2n+ 1), and F is of size n\times (4n+ 2)\times n(4n+ 2).
Although these are already identical in A\prime ,B\prime , the issue here is that P and Q may alter
the slices of \~A\prime when they act on A, so we need a way to ``undo"" this action to bring
it back to the same slices in B\prime .

We now claim that we may further handle these two block slices---the ``E"" slices
and the ``F""-slices---separately, that is, that we may take U = diag(U1,U2) and V =
diag(V1, V2), where U1 \in GL(2n+1,F), U2 \in GL(4n+2,F), V1 \in GL(\ell (2n+1),F), and
V2 \in GL(n(4n+ 2),F).

To handle E, first note that we have\left[    
P t

Rt

U t
1

U t
2

\right]    
\left[    

0 0 E 0
0 0 0 0

 - Et 0 0 0
0 0 0 0

\right]    
\left[    
P

R
U1

U2

\right]    

=

\left[    
0 0 P tEU1 0
0 0 0 0

 - U t
1E

tP 0 0 0
0 0 0 0

\right]    ,
where E \in M(\ell \times (2n+ 1),F).

Now we examine the lateral slices of E. The ith lateral slice of E (up to a suitable
permutation) is

Li =
\bigl[ 
0 . . . 0 I\ell 0 . . . 0

\bigr] 
,

where each 0 is of size \ell \times \ell , I\ell is the ith block, and there are 2n + 1 block
matrices in total. The action of P on Li is by left multiplication. So it sends
Li to P tLi =

\bigl[ 
0 . . . 0 P t 0 . . . 0

\bigr] 
. If we set U1 to be the identity and

V1 = diag(P t, . . . , P t), where there are (2n + 1) copies of P t on the diagonal, then
we have LiV1 = P tLi, and thus P tEU1 = EV1 .

It is easy to check that F can be handled in the same way, where now R,U2, V2
play the roles that P,U1, V1 played before, respectively. This produces the desired U1,
U2, V1, and V2, and concludes the proof.

Corollary 5.2. 3-Tensor Isomorphism reduces to Symmetric Matrix
Space Isometry.
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TENSOR ISOMORPHISM-COMPLETENESS 601

Proof. In the proof of Proposition 5.1, we can easily replace A\Lambda 
i with As

i = [ 0
At

i

Ai

0 ]

and the elementary alternating matrices with the elementary symmetric matrices, and
the resulting proof goes through mutatis mutandis .

6. Other reductions for the main theorem, Theorem B. In this section,
we present other reductions to finish the proof of Theorem B. The reductions here are
based on the constructions which may be summarized as ``putting the given 3-way
array to an appropriate corner of a larger 3-way array."" Such an idea is quite classical
in the context of matrix problems and wildness [43]; here we use the same idea for
problems on 3-way arrays.

6.1. From 3-TENSOR ISOMORPHISM to MATRIX SPACE CONJUGACY.
Proposition 6.1. 3-Tensor Isomorphism reduces to Matrix Space Conju-

gacy. Symbolically, U\otimes V \otimes W reduces to V \prime \otimes V \prime \ast \otimes W , where dimV \prime =dimU+dimV .

Proof. The construction. For a 3-way array A \in T(\ell \times n \times m,F), let A =
(A1, . . . ,Am) \in M(\ell \times n,F)m be the matrix tuple consisting of frontal slices of A.
Construct \~A= ( \~A1, . . . , \~Am)\in M(\ell +n,F)m from A, where \~Ai = [00

Ai

0 ]. See Figure 5.
Given two nondegenerate 3-way arrays A,B which we wish to test for isomorphism

(we can assume nondegeneracy without loss of generality; see Observation 2.2), we
claim that A \sim = B as 3-tensors if and only if the matrix spaces \langle \~A\rangle and \langle \~B\rangle are
conjugate.

For the only if direction, since A and B are isomorphic as 3-tensors, there exist P \in 
GL(\ell ,F), Q \in GL(n,F), and R \in GL(m,F) such that PAQ = BR = (B\prime 

1, . . . ,B
\prime 
m) \in 

M(\ell \times n,F)m. Let \~P = [P
 - 1

0
0
Q ]. Then \~P - 1 \~Ai

\~P = [P0
0

Q - 1 ] \cdot [00
Ai

0 ] \cdot [P
 - 1

0
0
Q ] = [00

PAiQ
0 ] =

[00
B\prime 

i
0 ]. It follows that, \~P - 1 \~A \~P = \~B

R
, which just says that \~P - 1\langle \~A\rangle \~P = \langle \~B\rangle .

For the if direction, since \langle \~A\rangle and \langle \~B\rangle are conjugate, there exist \~P \in GL(\ell +n,F)
and \~R \in GL(m,F) such that \~P - 1 \~A \~P = \~B

\~R
. Write \~B

\~R
:= \~B

\prime 
= ( \~B\prime 

1, . . . ,
\~B\prime 
m), where

\~B\prime 
i = [00

B\prime 
i

0 ], B\prime 
i \in M(\ell \times n,F). Let \~P = [P1,1

P2,1

P1,2

P2,2
], where P1,1 \in M(\ell ,F). Then as

\~A \~P = \~P \~B
\prime 
, we have for every i\in [m],

(6.1)\biggl[ 
P1,1 P1,2

P2,1 P2,2

\biggr] \biggl[ 
0 Ai

0 0

\biggr] 
=

\biggl[ 
0 P1,1Ai

0 P2,1Ai

\biggr] 
=

\biggl[ 
B\prime 

iP2,1 B\prime 
iP2,2

0 0

\biggr] 
=

\biggl[ 
0 B\prime 

i

0 0

\biggr] \biggl[ 
P1,1 P1,2

P2,1 P2,2

\biggr] 
.

This in particular implies that for every i\in [m], P2,1Ai = 0. In other words, every row
of P2,1 lies in the common left kernel of Ai with i \in [m]. Since A is nondegenerate,
P2,1 must be the zero matrix. It follows that \~P = [P1,1

0
P1,2

P2,2
] \in GL(\ell + n,F), so P1,1

and P2,2 are both invertible matrices. By (6.1), we have P1,1A = B
\~RP2,2, where

P1,1 \in GL(\ell ,F), P2,2 \in GL(n,F), and \~R \in GL(m,F), which just says that A and B are
isomorphic as 3-tensors.

Fig. 5. Pictorial representation of the reduction for Proposition 6.1.
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602 JOSHUA GROCHOW AND YOUMING QIAO

Corollary 6.2. 3-Tensor Isomorphism reduces to

1. Matrix Lie Algebra Conjugacy, where L is commutative;
2. Associative Matrix Algebra Conjugacy, where A is commutative (and

in fact has the property that ab= 0 for all a, b\in A; note that A is not unital);
3. Matrix Lie Algebra Conjugacy, where L is solvable of derived length 2,

and L/[L,L]\sim = F; and
4. Associative Matrix Algebra Conjugacy, where the Jacobson radical
R(A) squares to zero, and A/R(A)\sim = F.

Proof. We use the notation from the proof of Proposition 6.1. Note that the
matrix spaces constructed there, e.g., \~A, are all subspaces of the (\ell + n) \times (\ell + n)
matrix space \scrU := [00

M(\ell \times n,F)
0 ].

For items 1 and 2, observe that for any two matrices A,A\prime \in \scrU , we have AA\prime = 0,
and thus [A,A\prime ] = AA\prime  - A\prime A = 0 as well. Thus any matrix subspace of \scrU is both a
commutative matrix Lie algebra and a commutative associative matrix algebra with
zero product.

For items 3 and 4, we note that we can alter the construction of Proposition 6.1 by
including the matrixM0 = [ I\ell 0

0
0 ] in both matrix spaces \~\scrA and \~\scrB without disrupting the

reduction. Indeed, for the forward direction we have that (again, following notation
as above)

\~P - 1

\biggl[ 
I\ell 0
0 0

\biggr] 
\~P =

\biggl[ 
P 0
0 Q - 1

\biggr] \biggl[ 
I\ell 0
0 0

\biggr] \biggl[ 
P - 1 0
0 Q

\biggr] 
=

\biggl[ 
I\ell 0
0 0

\biggr] 
.

For the reverse direction, we then have that for \~B
\prime 
= \~B

\~R
, we have \~B\prime 

i = [\alpha Id0
B\prime 

i
0 ].

Let \~P = [P1,1

P2,1

P1,2

P2,2
], where P1,1 \in M(\ell ,F). Then as \~A \~P = \~P \~B

\prime 
, we have for every

i\in [m], \biggl[ 
P1,1 P1,2

P2,1 P2,2

\biggr] \biggl[ 
0 Ai

0 0

\biggr] 
=

\biggl[ 
0 P1,1Ai

0 P2,1Ai

\biggr] 
=

\biggl[ 
\alpha P1,1 +B\prime 

iP2,1 B\prime 
iP2,2

\alpha P2,1 0

\biggr] 
(6.2)

=

\biggl[ 
\alpha Id B\prime 

i

0 0

\biggr] \biggl[ 
P1,1 P1,2

P2,1 P2,2

\biggr] 
.

Considering the (2,1) block of this equation, we find that if \alpha \not = 0, then immediately
P2,1 = 0. But even if \alpha = 0, then we are back to the same argument as in Proposition
6.1, namely that by the nondegeneracy of A, we still get P2,1 = 0 by considering the
(2,2) block. The remainder of the argument only depended on the (1,2) block of the
preceding equation, which is the same as before.

Finally, to see the structure of the corresponding algebras, we must consider how
our new element M0 interacts with the others. Easy calculations reveal

M2
0 =M0, M0

\~Ai = \~Ai, \~AiM0 = 0, [M0, \~Ai] =M0
\~Ai  - \~AiM0 = \~Ai.

3. For the structure of the Lie algebra, we have from the above equations that
any commutator either is 0 or lands in \scrU . And since [M0, \~Ai] = \~Ai, we have that
[L,L] is the subspace of \scrU that we started with before including M0. Since everything
in that subspace commutes, we get that [[L,L], [L,L]] = 0, and thus the Lie algebra
is solvable of derived length 2. Moreover, L/[L,L] is spanned by the image of M0,
whence it is isomorphic to F.

4. Recall that for rings without an identity, the Jacobson radical can be character-
ized as R(A) = \{ a\in A| (for all b\in A)(\exists c\in A)[c+ ba= cba]\} [66, p. 63]. Note that the
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TENSOR ISOMORPHISM-COMPLETENESS 603

only nontrivial cases to check are those for which b=M0, since otherwise ba= 0 and
then we may take c= 0 as well. So we have R(A) = \{ a\in A| (\exists c\in A)[c+M0a= cM0a]\} .
But since M0 is a left identity, this latter equation is just c + a = ca. For any
a \in \scrU , we may take c= - a, since then both sides of the equation are zero, and thus
R(A) includes all the matrices in the original space from Proposition 6.1. However,
M0 /\in R(A), for there is no c such that c+M0 = cM0: any element of A can be written
\alpha M0 + u for some u \in \scrU . Writing c this way, we are trying to solve the equation
\alpha M0+u+M0 = (\alpha M0+u)M0 = \alpha M0. Thus we conclude u= 0, and then we get that
\alpha +1= \alpha , a contradiction. So M0 /\in R(A), and thus A/R(A) is spanned by the image
of M0, whence it is isomorphic to F.

6.2. From MATRIX SPACE CONJUGACY to ALGEBRA GSOMORPHISM and
TRILINEAR FORM EQUIVALENCE.

Proposition 6.3. Matrix Space Isometry reduces to Algebra Isomor-
phism and Trilinear Form Equivalence. Symbolically, V \otimes V \otimes W reduces to
V \prime \otimes V \prime \otimes V \prime \ast and to V \prime \otimes V \prime \otimes V \prime , where dimV \prime =dimV +dimW .

Proof. The construction. Given a matrix space \scrA by an ordered linear basis
A= (A1, . . . ,Am), construct the 3-way array A\prime \in T ((n+m)\times (n+m)\times (n+m),F)
whose frontal slices are

A\prime 
i = 0 (for i\in [n]), A\prime 

n+i =

\biggl[ 
Ai 0
0 0

\biggr] 
(for i\in [m]).

Let Alg(A\prime ) denote the algebra whose structure constants are defined by A\prime , and let
fA\prime denote the trilinear form whose coefficients are given by A\prime .

Given two matrix spaces \scrA ,\scrB , we claim that \scrA and \scrB are isometric if and only if
Alg(A\prime ) \sim = Alg(B\prime ) (isomorphism of algebras) if and only if fA\prime and fB\prime are equivalent
as trilinear forms. The proofs are broken into the following two lemmas, which then
complete the proof of the proposition.

Lemma 6.4. Let notation be as above. The matrix spaces \scrA ,\scrB are isometric if
and only if Alg(A\prime ) and Alg(B\prime ) are isomorphic.

Proof. Let A,B be the ordered bases of \scrA ,\scrB , respectively. Recall that \scrA ,\scrB are
isometric if and only if there exist (P,R)\in GL(n,F)\times GL(m,F) such that P tAP =BR.
Also recall that Alg(A\prime ) and Alg(B\prime ) are isomorphic as algebras if and only if there

exists \~P \in GL(n+m,F) such that \~P tA\prime \~P =B\prime \~P . Since Ai (resp., Bi) form a linear
basis of \scrA (resp., \scrB ), we have that Ai (resp., Bi) are linearly independent.

The only if direction is easy to verify. Given an isometry (P,R) between \scrA and
\scrB , let \~P = [P0

0
R ]. Let \~P tA\prime \~P = (A\prime \prime 

1 , . . . ,A
\prime \prime 
n+m). Then for i \in [n], A\prime \prime 

i = 0. For

n + 1 \leq i \leq n +m, A\prime \prime 
i = [P

tAiP
0

0
0 ]. Let B\prime \~P = (B\prime \prime 

1 , . . . ,B
\prime \prime 
n+m). Then for i \in [n],

B\prime \prime 
i = 0. For n+1\leq i\leq n+m, B\prime \prime 

i is the (i - n)th matrix in BR, which in turn equals
P tAiP by the assumption on P and R. This proves the only if direction.

For the if direction, let \~P = [PY
X
R ] \in GL(n +m,F) be an algebra isomorphism,

where P is of size n\times n. Let \~PA\prime \~P t = (A\prime \prime 
1 , . . . ,A

\prime \prime 
n+m), and B\prime \~P = (B\prime \prime 

1 , . . . ,B
\prime \prime 
n+m).

Since for i\in [n], A\prime 
i = 0, we have A\prime \prime 

i = 0=B\prime \prime 
i . Therefore Y has to be 0, because Bi's

are linearly independent. It follows that \~P = [P0
X
R ], where P and R are invertible. So

for 1\leq i\leq m, we have \~P tA\prime 
i+n

\~P = [ P
t

Xt
0
Rt ][

Ai

0
0
0 ][

P
0

X
R ] = [ P

tAiP
XtAiP

P tAiX
XtAiX

]. Also the last

m matrices in B\prime \~P are [B
\prime \prime 
i
0

0
0 ], where B

\prime \prime 
i is the ith matrix in BR. This implies that

P \in GL(n,F) and R \in GL(m,F) together form an isometry between \scrA and \scrB .
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604 JOSHUA GROCHOW AND YOUMING QIAO

Corollary 6.5. Matrix Space Isometry reduces to

1. Associative Algebra Isomorphism for algebras that are commutative and
unital,

2. Associative Algebra Isomorphism for algebras that are commutative and
3-nilpotent (abc= 0 for all a, b, c\in A), and

3. Lie Algebra Isomorphism for Lie algebras that are 2-step nilpotent
([u, [v,w]] = 0 for all u, v,w \in L).

Proof. We follow the notation from the proof of Lemma 6.4. We begin by observ-
ing that Alg(A\prime ) is a 3-nilpotent algebra and therefore is automatically associative.
Let V \prime = V \oplus W , where dimV = n, dimW = m, and, as a subspace of V \prime \sim = Fn+m,
V has a basis given by e1, . . . , en and W has a basis given by en+1, . . . , en+m. Let \circ 
denote the product in Alg(A\prime ), so that xi \circ xj =

\sum 
k A

\prime (i, j, k)xk. Note that because
the lower m rows and the rightmost m columns of each frontal slice of A\prime are zero, we
have that w \circ x= x \circ w= 0 for any w \in W and any x\in V \prime . Thus the only way to get
a nonzero product is of the form v \circ v\prime where v, v\prime \in V , and here the product ends up
in W , since the only nonzero frontal slices are n + 1, . . . , n +m. Since any nonzero
product ends up in W , and anything in W times anything at all is zero, we have
that abc = 0 for all a, b, c \in Alg(A\prime ), that is, Alg(A\prime ) is 3-nilpotent. Any 3-nilpotent
algebra is automatically associative, since the associativity condition only depends on
products of three elements.

1. As is standard, from the algebra A = Alg(A\prime ), we may adjoin a unit by con-
sidering A\prime = A[e]/(e \circ x = x \circ e = x| x \in A\prime ). In terms of vector spaces, we have
A\prime \sim = A\oplus F, where the new F summand is spanned by the identity e. This standard
algebraic construction has the property that two such algebras A,B are isomorphic if
and only if their corresponding unit-adjoined algebras A\prime ,B\prime are (see, e.g., [35, 102]).

2. If instead of general Matrix Space Isometry, we start from Symmetric
Matrix Space Isometry (which is also \sansthree \sansT \sansI -complete by Corollary 5.2); then we
see that the algebra is commutative, for we then have A\prime (i, j, k) = A\prime (j, i, k), which
corresponds to xi \circ xj = xj \circ xi.

3. By starting from an alternating matrix space \scrA (and noting thatAlternating
Matrix Space Isometry is still \sansthree \sansT \sansI -complete, by Corollary 5.2), we get that Alg(A\prime )
is alternating, that is, v \circ v= 0. Since we still have that it is 3-nilpotent, a \circ b \circ c= 0,
we find that \circ automatically satisfies the Jacobi identity. An alternating product
satisfying the Jacobi identity is, by definition, a Lie bracket (that is, we can define
[v,w] := v \circ w), and thus we get a Lie algebra with structure constants A\prime . Translating
the 3-nilpotency condition a\circ b\circ c= 0 into the Lie bracket notation, we get [a, [b, c]] = 0,
or in other words that the Lie algebra is nilpotent of class 2.

Corollary 6.6. 3-Tensor Isomorphism reduces to Cubic Form Equiva-
lence.

Proof. Agrawal and Saxena [2] show that Commutative Algebra Isomor-
phism reduces toCubic Form Equivalence. Combine with Corollary 6.5, point 1.

The reduction from V \otimes V \otimes W to V \prime \otimes V \prime \otimes V \prime is achieved by the same construction.

Lemma 6.7. Let A,B,A\prime , and B\prime be as above. Then A and B are pseudoiso-
metric if and only if A\prime and B\prime are isomorphic as trilinear forms.

Proof. Recall that A and B are pseudoisometric if there exist P \in GL(n,F),R \in 
GL(m,F) such that P tAP =BR. Also recall that A\prime and B\prime are equivalent as trilinear

forms if there exists \~P \in GL(n+m,F) such that \~P tA\prime \~P \~P =B\prime . Since Ai (resp., Bi)
form a linear basis of \scrA , we have that Ai (resp., Bi) are linearly independent.
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TENSOR ISOMORPHISM-COMPLETENESS 605

The only if direction is easy to verify. Given a pseudoisometry P,R betweenA and
B, let \~P = [P0

0
R - 1 ]. Then it can be verified easily that \~P is a trilinear form equivalence

between A\prime and B\prime , following the same approach in the proof of Lemma 6.4.
For the if direction, let \~P = [PY

X
R ]\in GL(n+m,F) be a trilinear form equivalence

between A\prime and B\prime . We first observe that the last m matrices in \~P tA\prime \~P are still
linearly independent. Then, because the first n matrices in B\prime are all zero matrices,
Y has to be the zero matrix. It follows that \~P = [P0

X
R ], where P and R are invertible.

Then it can be verified easily that P and R - 1 form a pseudoisometry between A and
B, following the same approach in the proof of Lemma 6.4.

Finally, to show the connection between Alternating Matrix Space Isome-
try and isomorphism testing of p-groups of class 2 and exponent p, we need a lemma
which can be viewed as a constructive version of Baer's correspondence, communi-
cated to us by James B. Wilson, with origins in the work of Brahana [20] and Baer
[11] (see [106, sect. 3]). A proof of this lemma can be found in [51].

Lemma 6.8 (constructive version of Baer's correspondence for matrix groups).
Let p be an odd prime. Over the finite field F= Fpe , Alternating Matrix Space
Isometry is equivalent to Group Isomorphism for matrix groups over F that are
p-groups of class 2 and exponent p. More precisely, there are functions computable in
time poly(n,m, log | F| ),

\bullet G : \Lambda (n,F)m \rightarrow M(n+m+ 1,F)n+m and
\bullet Alt : M(n,F)m \rightarrow \Lambda (m,F)O(m2),

such that (1) for an alternating bilinear map A, the group generated by G(A) is the
Baer group corresponding to A, and (2) G and Alt are mutually inverse, in the sense
that the group generated by G(Alt(M1, . . . ,Mm)) is isomorphic to the group generated
by M1, . . . ,Mm, and conversely Alt(G(A)) is pseudoisometric to A.

7. Outlook: Universality and open questions.

7.1. Toward universality for basis-explicit linear structures. A classic
result is that GI is complete for isomorphism problems of explicitly given structures
(see, e.g., [108, sect. 15]). Here we formally state the linear-algebraic analogue of
this result and observe trivially that the results of [42] already show that 3-Tensor
Isomorphism is universal among what we call ``basis-explicit"" (multi)linear structures
of degree 2.

First let us recall the statement of the result for GI, so we can develop the
appropriate analogue for Tensor Isomorphism. A first-order signature is a list
of positive integers (r1, r2, . . . , rk;f1, . . . , f\ell ); a model of this signature consists of a
set V (colloquially referred to as ``vertices""), k relations Ri \subseteq V ri , and \ell functions
Fi : V fi \rightarrow V . The numbers ri are thus the arities of the relations Ri, and the
fi are the arities of the functions Fi.

12 Two such models (V ;R1, . . . ,Rk;F1, . . . , F\ell )
and (V \prime ;R\prime 

1, . . . ,R
\prime 
k;F

\prime 
1, . . . , F

\prime 
\ell ) are isomorphic if there is a bijection \varphi : V \rightarrow V \prime that

sends Ri to R\prime 
i for all i and Fi to F \prime 

i for all i. In symbols, \varphi is an isomorphism if
(v1, . . . , vri) \in Ri \leftrightarrow (\varphi (v1), . . . ,\varphi (vri)) \in R\prime 

i for all i and all v\ast \in V , and similarly if
\varphi (Fi(v1, . . . , vfi)) = F \prime 

i (\varphi (v1), . . . ,\varphi (vfi)) for all i and all v\ast \in V . By an ``explicitly
given structure"" or ``explicit model"" we mean a model where each relation Ri is

12Sometimes one also includes constants in the definition, but these can be handled as relations
of arity 1. While we could have done the same for functions, treating a function of arity f as its
graph, which is a relation of arity f +1, distinguishing between relations and functions will be useful
when we come to our linear-algebraic analogue.
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606 JOSHUA GROCHOW AND YOUMING QIAO

given by a list of its elements and each function is given by listing all of its input-
output pairs. Fixing a signature, the isomorphism problem for that signature is
to decide, given two explicit models of that signature, whether they are isomorphic.
This isomorphism problem is directly encoded into the isomorphism problem for edge-
colored hypergraphs, which can then be reduced to GI using standard gadgets.

For example, the signature for directed graphs (possibly with self-loops) is simply
\sigma = (2; )---its models are simply binary relations. If one wants to consider graphs
without self-loops, this is a special case of the isomorphism problem for the signature
\sigma , namely, those explicit models in which (v, v) /\in R1 for any v. Note that a graph
without self-loops is never isomorphic to a graph with self-loops, and two directed
graphs without self-loops are isomorphic as directed graphs if and only if they are
isomorphic as models of the signature \sigma . In other words, the isomorphism problem
for simple directed graphs really is just a special case. The same holds for undirected
graphs without self-loops, which are simply models of the signature \sigma in which (v, v) /\in 
R1 and R1 is symmetric. As another example, the signature for finite groups is
\gamma = (1; 1,2): the first relation R1 will be a singleton, indicating which element is the
identity, the function F1 is the inverse function F1(g) = g - 1, and the second function
F2 is the group multiplication F2(g,h) = gh. Of course, models of the signature \gamma can
include many nongroups as well, but, as was the case with directed graphs, a group
will never be isomorphic to a nongroup, and two groups are isomorphic as models of
\gamma if and only if they are isomorphic as groups.

A natural linear-algebraic analogue of the above is as follows. One additional
feature we add here for purposes of generality is that we need to account for dual
vector spaces. A linear signature is then a list of pairs of nonnegative integers
((r1, r

\ast 
1), . . . , (rk, r

\ast 
k); (f1, f

\ast 
1 ), . . . , (f\ell , f

\ast 
\ell )) with the property that ri + r\ast i > 0 and

fi + f\ast i > 0 for all i. By the arity of the ith relation (resp., function) we mean
the sum ri + r\ast i (resp., fi + f\ast i ).

Definition 7.1 (linear signature, basis-explicit). Given a linear signature

\sigma = ((r1, r
\ast 
1), . . . , (rk, r

\ast 
k); (f1, f

\ast 
1 ), . . . , (f\ell , f

\ast 
\ell )),

a linear model for \sigma over a field F consists of an F-vector space V , and linear subspaces
Ri \leq V \otimes ri \otimes (V \ast )\otimes r\ast i for 1\leq i\leq k and linear maps Fi : V

\otimes fi \otimes (V \ast )\otimes f\ast 
i \rightarrow V for 1\leq 

i \leq \ell . Two such linear models (V ;R1, . . . ,Rk;F1, . . . , F\ell ), (V
\prime ;R\prime 

1, . . . ,R
\prime 
k;F

\prime 
1, . . . , F

\prime 
\ell )

are isomorphic if there is a linear bijection \varphi : V \rightarrow V \prime that sends Ri to R\prime 
i for all i

and Fi to F
\prime 
i for all i (details below).

A basis-explicit linear model is given by a basis for each Ri and, for each element
of a basis of the domain of Fi, the value of Fi on that element. Vectors here are
written out in their usual dense coordinate representation.

In particular, this means that an element of V \otimes r---say, a basis element of R1---is
written out as a vector of length (dimV )r. We will only be concerned with finite-
dimensional linear models.

Given \varphi : V \rightarrow V \prime , let \varphi \otimes ri\otimes r\ast i denote the linear map \varphi \otimes ri\otimes r\ast i : V \otimes ri \otimes (V \ast )\otimes r\ast i \rightarrow 
V \prime \otimes ri \otimes (V \prime \ast )\otimes r\ast i which is defined on basis vectors factorwise---\varphi \otimes ri\otimes r\ast i (v1\otimes \cdot \cdot \cdot \otimes vri \otimes 
\ell 1 \otimes \cdot \cdot \cdot \otimes \ell r\ast i ) = \varphi (v1)\otimes \cdot \cdot \cdot \otimes \varphi (vri)\otimes \varphi \ast (\ell 1)\otimes \cdot \cdot \cdot \otimes \varphi \ast (\ell r\ast i )---and then extended to
the whole space by linearity. (Recall that V \ast = Hom(V,F), so elements of V \ast are
linear maps \ell : V \rightarrow F, and thus \varphi \ast (\ell ) := \ell \circ \varphi  - 1 is a map from V \prime \rightarrow V \rightarrow F, i.e., an
element of V \prime \ast , as desired.) Similarly, when we say that \varphi sends Fi to F

\prime 
i , we mean

that \varphi (Fi(v1\otimes \cdot \cdot \cdot \otimes vfi \otimes \ell 1\otimes \cdot \cdot \cdot \otimes \ell f\ast 
i
)) = F \prime 

i (\varphi 
\otimes fi\otimes f\ast 

i (v1\otimes \cdot \cdot \cdot \otimes vfi \otimes \ell 1\otimes \cdot \cdot \cdot \otimes \ell f\ast 
i
)).

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

04
/2

6/
23

 to
 1

32
.1

74
.2

50
.1

43
 . 

R
ed

is
tri

bu
tio

n 
su

bj
ec

t t
o 

SI
A

M
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 h

ttp
s:

//e
pu

bs
.si

am
.o

rg
/te

rm
s-

pr
iv

ac
y



TENSOR ISOMORPHISM-COMPLETENESS 607

Remark 7.2. We use the term ``basis-explicit"" rather than just ``explicit,"" because
over a finite field, one may also consider a linear model of \sigma as an explicit model of
a different signature (where the different signature additionally encodes the structure
of a vector space on V , namely, the addition and scalar multiplication), and then one
may talk of a single mathematical object having explicit representations---where ev-
erything is listed out---and basis-explicit representations---where things are described
in terms of bases. An example of this distinction arises when considering isomor-
phism of p-groups of class 2: the ``explicit"" version is when they are given by their full
multiplication table (which reduces to GI), while the ``basis-explicit"" version is when
they are given by a generating set of matrices or a polycyclic presentation (which GI
reduces to).

Theorem 7.3 (Futorny, Grochow, and Sergeichuk [42]). Given any linear sig-
nature \sigma where all relationship arities are at most 3 and all function arities are at
most 2, the isomorphism problem for finite-dimensional basis-explicit linear models of
\sigma reduces to 3-Tensor Isomorphism in polynomial time.

Because of the equivalence between d-Tensor Isomorphism and 3-Tensor Iso-
morphism (Theorem A and [42]), we expect the analogous result to hold for arbitrary
d. Thus an analogue of the results of [42] for d-tensors would yield the full analogue
of the universality result for GI.

Open Question 7.4. Is d-Tensor Isomorphism universal for isomorphism
problems on d-way arrays? That is, prove the analogue of the results of [42] for d-way
arrays for all d\geq 3.

7.2. Other open questions. We start by highlighting two questions about the
type of reductions used. First, we wonder whether all the reductions in this paper
can be made into p-projections on the set of all tensors, rather than only on the set
of nondegenerate tensors; see Remark 2.5. Second, we ask about functoriality, as this
has potential connections to the theory of asymptotic spectra [99, 101].

Open Question 7.5. Which reductions in this paper can be made functorial
on the relevant categories with all homomorphisms, not just isomorphisms? Which
categories admit a theory of asymptotic spectra, and do these reductions provide mor-
phisms between the asymptotic spectra?

Most of our results hold for arbitrary fields, or arbitrary fields with minor restric-
tions. However, in all of our reductions, we reduce one problem over F to another
problem over the same field F.

Open Question 7.6. What is the relationship between \sansT \sansI over different fields?
In particular, what is the relationship between \sansT \sansI Fp

and \sansT \sansI Fpe
, between \sansT \sansI Fp

and \sansT \sansI Fq

for coprime p, q, or between \sansT \sansI Fp
and \sansT \sansI Q?

We note that even the relationship between \sansT \sansI Fp and \sansT \sansI Fpe
is not particularly

clear. For matrix tuples (rather than spaces; equivalently, representations of finitely
generated algebras) it is the case that for any extension field K\supseteq F, two matrix tuples
over F are F-equivalent (resp., conjugate) if and only if they are K-equivalent [62] (see
[34] for a simplified proof). However, for equivalence of tensors this need not be the
case. This is closely related to the so-called problem of forms for various algebras,
namely the existence of algebras that are not isomorphic over F, but which become
isomorphic over an extension field. The problem of forms is why Q-isomorphism of
Q-algebras is not known to be decidable, even though C-isomorphism of Q-algebras
is in \sansP \sansS \sansP \sansA \sansC \sansE .
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608 JOSHUA GROCHOW AND YOUMING QIAO

Example 7.7 (nonisomorphic tensors isomorphic over an extension field). Over
R, let M1 = I2 and let M2 = diag(1, - 1). Since these two matrices have different
signatures, they are not isometric over R; since they have the same rank, they are
isometric over C. To turn this into an example of 3-tensors, first we consider the
corresponding instance of Matrix Space Isometry given by \scrM 1 = \langle M1\rangle and \scrM 2 =
\langle M2\rangle . Note that \scrM 1 = \{ \lambda I2 : \lambda \in R\} , so the signatures of all matrices in \scrM 1 are
(2,0), (0,0), or (0,2). Similarly, the signatures appearing in \scrM 2 are (1,1) and (0,0),
so these two matrix spaces are not isometric over R, though they are isometric over C
since M1 and M2 are. Finally, apply the reduction from Matrix Space Isometry
to 3TI [42] to get two 3-tensors, A1,A2. Since the reduction itself is independent of
field, if we consider it over R we find that A1 and A2 must not be isomorphic 3-tensors
over R, but if we consider the reduction over C we find that they are isomorphic as
3-tensors over C.

Similar examples can be constructed over finite fields F of odd characteristic,
taking M1 = I2 and M2 = diag(1, \alpha ) where \alpha is a nonsquare in F (and replacing the
role of C with that of K = F[x]/(x2  - \alpha )). Instead of signature, isometry types of
matrices over F are characterized by their rank and whether their determinant is a
square or not. In this case, since our matrices are even-dimensional diagonal matrices,
scaling them multiplies their determinant by a square. Thus every matrix in \scrM 1 will
have its determinant being a square in F, and every nonzero matrix in \scrM 2 will not,
but in K they are all squares.

It would also be interesting to study the complexity of other group actions on
tensors and how they relate to the problems here. For example, the action of unitary
groups U(Cn1)\times \cdot \cdot \cdot \times U(Cnd) on Cn1 \otimes \cdot \cdot \cdot \otimes Cnd classifies pure quantum states up to
``local unitary operations"" (e.g., [32, 44, 78]). Isomorphism of m-dimensional lattices
in n-dimensional space can be seen as the natural action of On(R)\times GLm(Z) by left
and right multiplication on n\times m real matrices. As another example, orbits for several
of the natural actions of GLn(Z)\times GLm(Z)\times GLr(Z) on 3-tensors over Z, even for
small values of n,m, r, are the fundamental objects in Bhargava's groundbreaking
work on higher composition laws [15, 16, 17, 18]. In analogy with Hilbert's Tenth
Problem, we might expect this problem to be undecidable. We note that while the
orthogonal group O(V ) is the stabilizer of a 2-form on V (that is, an element of V \otimes V )
and SL(V ) is the stabilizer of the induced action on

\bigwedge dimV
V (by the determinant)---

so gadgets similar to those in this paper might be useful---GLn(Z) is not the stabilizer
of any such structure.

In Remark 4.1 we observed that any reduction (in the sense of section 2.3) from
dTI to 3TI must have a blow-up in dimension which is asymptotically at least nd/3,
while our construction uses dimension O(d2nd - 1). Using the quiver from Figure 6
instead of that in Figure 3 we can reduce this to O(d2n\lfloor d/2\rfloor ) for d\geq 5.

Open Question 7.8. Is there a reduction from dTI to 3TI (as in section 2.3)
such that the dimension of the output is poly(d) \cdot nd/3(1+o(1))?

Finally, in terms of practical algorithms, we wonder how well modern SAT solvers
would do on instances of 3-Tensor Isomorphism over F2 (or over other finite fields,
encoded into bit-strings).

Appendix A. Reducing CUBIC FORM EQUIVALENCE to DEGREE-\bfitd FORM

EQUIVALENCE.

Proposition A.1. Cubic Form Equivalence reduces to Degree-d Form
Equivalence for any d\geq 3.
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TENSOR ISOMORPHISM-COMPLETENESS 609

Fig. 6. An alternative graph G whose path algebra we take a quotient of to construct
a more efficient reduction than that of Theorem A. Here h = \lfloor d/2\rfloor + 2; the reason to
add 2 rather than 1 is to avoid introducing any nontrivial graph automorphisms. Given
an n1 \times n2 \times \cdot \cdot \cdot \times nd d-tensor A, we quotient by the relation x1,i1x2,i2 \cdot \cdot \cdot xh - 1,ih - 1

=\sum nh
ih=1

\sum nh+1
ih+1=1 \cdot \cdot \cdot 

\sum nd
id=1 A(i1, i2, . . . , ih - 1, ih, ih+1, \cdot \cdot \cdot , id)xh,ihxh+1,ih+1

\cdot \cdot \cdot xd,id .

We suspect that the map f \mapsto \rightarrow zd - d\prime 
f would give a reduction from Degree-d\prime 

Form Equivalence to Degree-d Form Equivalence for any d\prime < d, but our
argument relies on a case analysis that is somewhat specific to d\prime = 3. For d> 2d\prime our
same argument works. Our argument might be adaptable to any fixed value of d\prime the
prover desires for all d\geq d\prime , with a consequently more complicated case analysis, but
to prove it for all d\prime simultaneously seems to require a different argument.

Proof. The reduction itself is quite simple: f \mapsto \rightarrow zd - 3f , where z is a new variable
not appearing in f . If A is an equivalence between f and g---that is, f(x) = g(Ax)---
then diag(A,1z) is an equivalence from zd - 3f to zd - 3g. Conversely, suppose \~f = zd - 3f
is equivalent to \~g= zd - 3g via \~f(x) = \~g(Bx). We split the proof into several cases.

If d= 3, then z is not present so we already have that f and g are equivalent.
If f is not divisible by \ell d - 3 for any linear form \ell , then zd - 3 is the unique factor

in both zd - 3f and zd - 3g which is raised to the d - 3 power. Thus any equivalence B
between these two must map z to itself and hence has the form

B =

\left(     
\ast . . . \ast 0
...

. . .
...

...
\ast . . . \ast 0
\ast . . . \ast 1

\right)     
(if we put z last in our basis, and think of the matrix as acting on the left of the
column vectors corresponding to the variables). However, since both f and g do not
depend on z, it must be the case that whatever contributions z makes to g(Bx), they
all cancel. More precisely, all monomials involving z in g(Bx) must cancel, so if we
alter B into \~B that \~Bxi never includes z (that is, if we make the stars in the last row
above all zero), then g( \~Bx) = g(Bx), hence f(x) = g( \~Bx), so f and g are equivalent.

The preceding case always applies when d> 6, for then d - 3> 3, but deg f = 3.
If f is divisible by \ell d - 3 for some linear form \ell , then we are left to the following

cases:

1. d\leq 6 and f is a product of linear forms;
2. d= 4, f is a product of a linear form and an irreducible quadratic form.

Case 1: d \leq 6 and f is a product of linear forms . Let us define rk(f) as the
number of linearly independent linear forms appearing in the factorization of f . Since
we have supposed zd - 3f \sim zd - 3g, by uniqueness of factorization g must be a product
of linear forms of the same rank as f . We will use several times the fact that GLn

acts transitively on k-tuples of linearly independent vectors for all k \leq n, and in
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610 JOSHUA GROCHOW AND YOUMING QIAO

order to have rk(f) linearly independent forms, we must have n\geq rk(f). (Note that
when d = 6 we must have rk(f) = 1, since we've assumed some \ell d - 3 divides f , and
similarly when d= 5 we must have f = \ell 21\ell 2.) Let B denote an equivalence such that
zd - 3f = (Bz)d - 3g(Bx).

\bullet If rk(f) = 1, then f = \alpha \ell 3 for some \alpha \in F. Since we have assumed zd - 3f \sim 
zd - 3g, we get that rk(g) = 1, so g also has the form \beta \ell \prime 3. If B does not send z
to a scalar multiple of itself, then as B sends zd - 3f to zd - 3g, B needs to sent z
to \ell \prime and \ell to z up to scalar multiples. That is, d= 6, B \cdot z = \gamma \ell , and B \cdot \ell \prime = \eta z,
for some nonzero \gamma , \eta \in F. Then we have z3\alpha \ell 3 = B \cdot (zd - 3g) = \beta (\gamma \eta )3z3\ell 3.
By transitivity of GLn, there is a matrix B\prime \in GLn such that B \cdot \ell \prime = \ell , and we
have that (\gamma \eta )B\prime is an equivalence sending g to f , and thus f \sim g. If B sends
z to a scalar multiple of itself, then B \cdot \ell \prime = \eta \ell , and we get B \cdot (zd - 3g) = \beta \eta 3\ell .
Letting B\prime be as above, we find that \eta B\prime is an equivalence sending g to f . In
either case, we thus that zd - 3f \sim zd - 3g\leftrightarrow f \sim g.

\bullet If rk(f) = 2, then f can be written either \ell 21\ell 2 or \ell 1\ell 2\ell 3 such that there are
nonzero \alpha i with \alpha 1\ell 1+\alpha 2\ell 2+\alpha 3\ell 3 = 0. If f = \ell 21\ell 2, then since zd - 3f \sim zd - 3g,
we also have g = \ell \prime 21 \ell 

\prime 
2 by uniqueness of factorization, and since GLn acts

transitively on linearly independent pairs, there is always an element sending
\ell 1 \mapsto \rightarrow \ell \prime 1 and \ell 2 \mapsto \rightarrow \ell \prime 2, and thus f \sim g. (Note that, unlike the rank-1 case, there
is no issue with scalars, since scalars can be absorbed into \ell 2.)
If f = \ell 1\ell 2\ell 3 satisfying \alpha 1\ell 1 + \alpha 2\ell 2 + \alpha 3\ell 3 = 0 with all \alpha i \not = 0, then we must
have d = 4, for we have assumed that f is divisible by some linear form to
the d  - 3 power. By uniqueness of factorization, g = \ell \prime 1\ell 

\prime 
2\ell 

\prime 
3. Let B be an

equivalence sending zg to zf . Since z is linearly independent from \ell 1, \ell 2, \ell 3,
but \ell 1, \ell 2, \ell 3 satisfy a linear relation with all nonzero coefficients, we must
have that B \cdot Span\{ \ell \prime 1, \ell \prime 2, \ell \prime 3\} = Span\{ \ell 1, \ell 2, \ell 3\} . In particular, B must send
the x-variables that occur in the \ell \prime i to the x-variables (not involving z), so
B restricts to a map B\prime : Span\{ xi\} \rightarrow Span\{ xi\} such that B\prime \cdot g = f . Thus
f \sim g.

\bullet If rk(f) = 3, then f = \ell 1\ell 2\ell 3 with all \ell i linearly independent. If zd - 3f \sim 
zd - 3g, then rk(g) = rk(f) = 3, so g must have the form \ell \prime 1\ell 

\prime 
2\ell 

\prime 
3 with all

\ell \prime i linearly independent. Since GLn acts transitively on 3-tuples of linearly
independent vectors, we thus have f \sim g.

In all the above cases, we thus get zd - 3f \sim zd - 3g if and only if f \sim g, as desired.
Case 2: d = 4 and f = \ell \varphi where \ell is linear and \varphi is an irreducible quadratic.

Then to understand the situation we begin by first doing a change of basis on f to put
\varphi into a form in which its kernel is evident. Note that none of these simplifications
are part of the reduction, but rather they are to help us prove that the reduction
works. Thinking of \varphi as given by its matrix M\varphi such that \varphi (x) = xtM\varphi x, we can
always change basis to get M\varphi into the form\biggl[ 

M \prime 0
0 0n - r

\biggr] 
,

where r = rk(M\varphi ) = rk(M \prime ). Since \varphi does not depend on z, if we think of \varphi as a
quadratic form on \{ x1, . . . , xn, z\} , then the matrices are the same, but larger by one
additional zero row and column.

Next we will try to simplify \ell as much as possible while maintaining the (new)
form of M\varphi =diag(M \prime ,0). For this we first compute the stabilizer of the new form of
M\varphi . We can compute the stabilizer as the set of invertible matrices A such that
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TENSOR ISOMORPHISM-COMPLETENESS 611\biggl[ 
At

11 At
21

At
12 At

22

\biggr] \biggl[ 
M \prime 0
0 0n - r+1

\biggr] \biggl[ 
A11 A12

A21 A22

\biggr] 
=

\biggl[ 
M \prime 0
0 0n - r+1

\biggr] 
.

This turns into the following equations on the blocks of X:

At
11M

\prime A11 =M \prime , At
12M

\prime A11 = 0,
At

12M
\prime A12 = 0, At

11M
\prime A12 = 0.

From the first equation and the fact that M \prime is full rank, we find that A11 must be
an invertible r\times r matrix. From the next equation and the fact that both M and A11

are full rank, we then find that A12 = 0. Thus the stabilizer of M\varphi is

S :=

\biggl\{ \biggl[ 
A11 0
A21 A22

\biggr] 
:At

11M
\prime A11 =M \prime and A22 is invertible

\biggr\} 
.

Now we simplify \ell . Note that S acts on \ell as a column vector. Consider \ell =\sum n
i=1 \ell ixi with \ell i \in F; we will say ``\ell contains xi"" if and only if \ell i \not = 0. If \ell contains

some xr+k with k \geq 1, then by setting A11 = Ir and A21 = 0, we may choose A22 to
be any invertible matrix which sends (\ell r+1, . . . , \ell n, \ell n+1) (recall the trailing \ell n+1 for
the z coordinate) to (1,0, . . . ,0), and thus without loss of generality we may assume
that \ell only contains xi with 1\leq i\leq r+ 1.

Next, note that if \ell contains some xi for 1 \leq i \leq r and xr+1, then we may use
the action of S to eliminate the xr+1. Namely, by taking A11 = Ir, A22 = In+1, and
A21 = ( - \ell r+1/\ell i)E1i. This makes \ell ixi in \ell contribute  - \ell r+1 to the xr+1 coordinate,
eliminating xr+1. Thus, under the action of S, we need only consider two cases for
linear forms under the action of S: a linear form is equivalent to either

a. one which contains some xi with 1\leq i\leq r, in which case we can bring it to a
form in which it contains no xr+j with j \geq 1 (and no z), or

b. one which contains no xi with 1\leq i\leq r, in which case we can use the action
of S to bring it to the form \ell = xr+1.

Let us call the corresponding linear forms ``type (a)"" and ``type (b)."" Note that the
linear form z is of type (b).

Now, write f = \ell \varphi and g = \ell \prime \varphi \prime , and assume that we have applied the preceding
change of basis to bring f to the form specified above. Recall that we are assuming
\~f \sim \~g and need to show that f \sim g. If, after applying the same change of basis
to g, we do not have M\varphi \prime = M\varphi , then f \not \sim g and also \~f \not \sim \~g---contrary to our
assumption---since \varphi (resp., \varphi \prime ) is the unique irreducible quadratic factor of \~f (resp.,
\~g). So we may assume that, after this change of basis, \varphi = \varphi \prime , both of which have
M\varphi =diag(M \prime ,0n - r+1) with r= rank(M\varphi ).

Next, since we are assuming \~f \sim \~g, and z itself is of type (b), so it must be the
case that the types of \ell , \ell \prime are the same. Thus we have two cases to consider: they
are either both of type (a) or both of type (b).

Suppose both \ell , \ell \prime are of type (a). In this case, the equivalence between \~f
and \~g cannot send z to \ell \prime and \ell to z, for both \ell , \ell \prime are of type (a), whereas z is of type
(b). Thus the equivalence between \~f and \~g must restrict to an equivalence between
f and g (when we ignore z, or set its contribution to the other variables to zero, as
in the above case where f was not divisible by \ell d - 3).

Suppose both \ell , \ell \prime are of type (b). In this case, it is possible that the equiv-
alence from \~f to \~g could send z to \ell \prime and \ell to z (since all three of \ell , \ell \prime , z are in case
(b)); however, we will see that in this case, even such a situation will not cause an
issue. Without loss of generality, by the change of bases described above, we have
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\~f = zxr+1\varphi and \~g = z\ell \prime \varphi (the same \varphi ), where \ell \prime contains no xi with 1\leq i\leq r. Using
elements of S with A11 = Ir, and A21 = 0, we then get an action of GLn - r+1 (via A22)
on linear forms in the variables xr+1, . . . , xn, z. Since \ell \prime is linearly independent from
z (in particular, it does not contain z) and the action of GL is transitive on pairs of
linearly independent vectors, we may use S to fix \varphi and z, and send xr+1 to \ell \prime , giving
the desired equivalence f \sim g.

Appendix B. Relations with GRAPH ISOMORPHISM and CODE

EQUIVALENCE.
We observe then Graph Isomorphism and Code Equivalence reduce to 3-

Tensor Isomorphism. In particular, the class \sansT \sansI contains the classical graph iso-
morphism class \sansG \sansI .

Recall Code Equivalence asks to decide whether two linear codes are the same
up to a linear transformation preserving the Hamming weights of codes. Here the
linear codes are just subspaces of Fn

q of dimension d, represented by linear bases.
Linear transformations preserving the Hamming weights include permutations and
monomial transformations. Recall that the latter consists of matrices where every
row and every column have exactly one nonzero entry. Indeed, over many fields this
is without loss of generality, as Hamming-weight-preserving linear maps are always
induced by monomial transformations (first proved over finite fields [74], and more
recently over much more general algebraic objects, e.g., [46]). CodeEq has long been
studied in the coding theory community; see, e.g., [84, 93].

For Code Equivalence, we observe that previous results already combine to
give the following.

Observation B.1. Code Equivalence (under permutations) reduces to 3-
Tensor Isomorphism.

Proof. Code Equivalence reduces to Matrix Lie Algebra Conjugacy [48],
a special case of Matrix Space Conjugacy, which in turn reduces to 3TI [42].

Since Graph Isomorphism reduces to Code Equivalence [70] (see [79]) and
[84] (even over arbitrary fields [48]), by Observation B.1 and Theorem B, we have the
following.

Corollary B.2. Graph Isomorphism reduces to Alternating Matrix
Space Isometry.

Using similar gadgets, in a follow-up paper we in fact show that the more general
problem Monomial Code Equivalence---which is perhaps more natural from the
viewpoint of coding theory and Hamming distance (see above)---also reduces to 3TI.

Proposition B.3 (Grochow and Qiao [51, Prop. 7]). Monomial Code Equiv-
alence reduces to 3-Tensor Isomorphism.
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