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Abstract — An interior permanent magnet (IPM) motor is a prime electric motor used in electric vehicles (EVs),
robots, and electric drones. In these applications, maximum torque per ampere (MTPA), flux-weakening, and
maximum torque per volt (MTPV) techniques play a critical role in the efficient and reliable torque control of an IPM
motor. Although several approaches have been proposed and developed for this purpose, each has its specific
limitations. The objective of this paper is to develop a neural network (NN) method to determine MTPA,
flux-weakening, and MTPV operating points for the most efficient torque control of the motor over its full speed
range. The NN is trained offline by using the Levenberg-Marquardt backpropagation algorithm, which avoids the
disadvantages associated with online NN training. A cloud computing system is proposed for routine offline NN
training, which enables the lifetime adaptivity and learning capabilities of the offline-trained NN and overcomes the
computational challenges related to online NN training. In addition, for the proposed NN mechanism, training data are
collected and stored in a highly random manner, which makes it much more feasible and efficient to implement
lifetime adaptivity than any other methods. The proposed method is evaluated via both simulation and hardware

experiments, which shows the great performance of the NN-based MTPA, MTPV, and flux-weakening control for an
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IPM motor over its full speed range. Overall, the proposed method can achieve a fast and accurate current reference

generation with a simple NN structure, for optimal torque control of an IPM motor.

Index Terms — neural network, maximum torque per ampere, flux-weakening, maximum torque per volt, interior

permanent magnet motor, cloud computing

|. Introduction

Permanent-magnet synchronous machines (PMSM) are widely used in the electric vehicle (EV) industry because of
their benefits such as high efficiency, high power density, and high torque density. An interior permanent magnet
(IPM) synchronous machine is one type of PMSM that is suitable for operation over a wide speed range [1], [2].
Especially, for vehicular propulsion systems, IPM drives are able to meet the requirements for two operation modes
[3], [4], constant torque operation under base speed, and flux-weakening operation in a higher speed range. These two
operation modes, however, are restricted by the machine torque limit, speed limit, and inverter voltage and current
ratings. To reduce the power loss in the constant torque operation region, the maximum-torque-per-ampere (MTPA)
approach is usually adopted [4]. When the speed increases into the high-speed range, the flux-weakening (FW) control

and the maximum-torque-per-volt (MTPV) control is required because of the voltage limit [5]-[7].

A. Literature review and problem description

At the present, the lookup table (LUT) methods [8]-[10] are the most popular and widely used by the industry, in
which the MTPA trajectory, MTPV trajectory, and all the FW operating points are pre-calculated offline, considering
the motor constraints, and saved into two LUTs. The two LUTs can be considered as a function of d-axis current
reference vs. torque reference and flux limit and a function of g-axis current reference vs. torque reference and flux
limit, respectively. They are named as current-LUTs in this paper. Then, in the online control implementation of the
motor, the d- and g-axis current references are obtained from the developed current-LUTs, which are loaded to the
onboard computing system of an EV, based on an input torque command and flux limit. Note: in this paper, an
“offline” method or control algorithm means that the method or algorithm is implemented and/or updated without
using the onboard computing system of an EV while an “online” method or control algorithm means that the method
or algorithm is implemented and/or updated by using the onboard computing system of an EV. With the LUT
methods, the nonlinearity of machine parameters is embedded in the LUTs for the motor's full-speed operating range

and the result is relatively accurate. The issues with this method are the time-consuming experiments and the large
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memory space needed to store the current-LUTs. In addition, the size and interpolation methods of LUTs could affect
the control accuracy and the fixed LUTs are unable to handle the motor parameter uncertainties caused by motor
part-to-part variation and variation over time. Note: parameter uncertainties caused by part-to-part variation and
variation over time associated with EV batteries is a very important and well-known problem that must be addressed in
an EV battery management system (BMS) [11]. Similar parameter variation issues associated with EV electric motors
have been pointed out in the previous research conducted by others [12-14], which should be an important factor to be
considered by the research community as well. Some important, slow aging phenomenon are the permanent magnet
aging [15,16] and motor rotor eccentricity [17-19]. Regarding the magnet aging, it is well known that permanent
magnets lose their magnetization with time, depending on the loading level of magnetic field, temperature, and
mechanical stress [15]. The rotor eccentricity can also change motor d and g-axis flux linkages [18,19]. Both could
affect the performance of MTPA, flux-weakening, and MTPV algorithms. However, both the magnet aging and rotor
eccentricity issues have not been but should be addressed during the IPM motor control.

Several online iteration methods are also proposed for MTPA and FW control of IPM motors [20]-[23]. The online
iteration methods typically need online parameter estimation based on premade LUTs for motor flux and inductance
data, which are named as parameter-LUTs in this paper. However, conversion from an input torque command to the d-
and g-axis currents are calculated online by using different algorithms instead of using current-LUTs. Overall, the
online iteration methods do not need large memory storage compared to a LUT-based method but have a more
complex structure if the motor operations between MTPA and FW modes are considered. The dynamic performance is
also an issue compared to the offline methods due to slow convergence and online computation. In addition,
ill-convergence and computation burden can affect the control accuracy and system stability and the premade motor
parameter-LUTs are unable to manage the motor parameter uncertainties caused by motor part-to-part variation and
variation over time.

Signal injection techniques [24-26] are another method for getting MTPA operating points. By injecting a
high-frequency current or other signals into the motor, the torque or speed variations are detected, and then the MTPA
point can be found at the point where the derivative of torque is zero. The advantage of this method is the
independence of motor parameters. However, it could generate more torque ripples and harmonics due to the

high-frequency signal injection. In addition, since only the torque derivative with respect to the current is focused, the
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methods are not effective in the FW region, which increases the complexity of the controller design to meet the

requirement of the motor's operation over its full-speed range.

B. Needs for intelligent learning based MTPA, flux weakening, and MTPV

It is expected that an intelligent, learning-based method can overcome the challenges presented above and
determine MTPA, flux weakening, and MTPV operating points for the most efficient operation of an IPM motor under
uncertain conditions due to its learning and adaptive capability. Recently, some intelligent-based methods for MTPA
and FW control have been proposed, including fuzzy-NN [27], Levenberg-Marquardt (LM) [18], and particle swarm
optimization (PSO) [28].

Overall, these conventional approaches are developed in an online training or online searching structure, which can
cause isolation and/or convergence problems during the training or searching process, and have limitations to address
all the aspects of MTPA, FW, and MTPV because the training or searching algorithms have high computational
complexity and thus are difficult to implement online. Many conventional NN-based approaches developed by others
generally focus on MTPA only [29]-[31], which requires other complex designs to be added for the motor’s operation
in the high-speed range. As a result, the transition between the MTPA and FW would be a challenge.

In terms of training, the NNs were trained either online [29], [30] or offline [31]. However, disadvantages
associated with online training include (i) difficulty for real-time implementation, (ii) potential destabilization of the
NN weights at runtime, and (iii) instabilities of online trained NN under disturbances and noises, all of which could
cause disastrous effects to IPM drives and control. On the other hand, an NN was conventionally trained offline only
once at the motor production stage and had fixed weights in the online EV motor operation stage. Therefore, the
offline trained NN lacks the adaptive ability to handle the parameter uncertainties caused by motor part-to-part
variation and variation over time.

The challenges discussed above motivate us to develop a new NN-based intelligent method, as presented in this
paper, that can be developed and trained offline, can be implemented online to handle all the aspects that are needed
for MTPA, FW, and MTPV operating modes of EV motors, and can be updated periodically based on a cloud-based
offline training once in several weeks or months by using motor operating data collected online to address the
long-term, slow motor parameter variation over time such as those caused by magnet aging and motor rotor

eccentricity.

Authorized licensed use limited to: The University of Alabama. Downloaded on March 08,2024 at 04:21:09 UTC from IEEE Xplore. Restrictions apply.
© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Transportation Electrification. This is the author's version which has not been fully edited and

content may change prior to final publication. Citation information: DOI 10.1109/TTE.2023.3272314

C. Effects and contributions of the proposed study

From the above review and analysis, an advanced technology to be developed in this area must have the following
capabilities: (1) be able to address MTPA, FW, and MTPV for the full motor operating speed range, (2) be able to
handle parameter uncertainties caused by motor part-to-part variation and variation over time which is a well-known
challenge in the industry, and (3) be able to achieve adaptive capability based on the motor data collected online from
an EV in real-life operation. Besides, for the development of a learning-based technique, the learning algorithm must
be implemented offline due to the high reliability and safety requirements for online EV control and drives. On another
hand, cloud-supportive computing has been developed and established in the automobile industry, including Tesla
cloud [32], Ford cloud [33], GM cloud [34], etc. Based on the requirements stated above and rapid cloud computing
development in the automobile industry, this paper proposes a cloud-based machine learning technique for the most
efficient and reliable IPM motor drives in EVs. To the best we know, this has not been developed and reported in the
literature.

To achieve this goal, challenges in the following arecas must be addressed: (1) learning system architecture and
design, (2) flexibility and efficiency to collect training data, especially from online operating conditions, and (3)
development of cloud-based offline training. From these considerations, the following novel contributions are
established in this paper. Firstly, in the NN architecture and design, the development of the proposed NN method has
considered specific IPM motor drive characteristics so that the developed NN can cover all the MTPA, FW, and
MTPV operating conditions for the most efficient torque control over the full speed range of an IPM motor. Secondly,
the training data generation in this paper has included all possible MTPA, FW, and MTPV operating modes of an IPM
motor, details of which are given in Section IV.A and Fig. 8 of this paper, and addressed data equality issues for all the
operating modes during the training data generation process based on motor operation data collected either offline or
online. Thirdly, in NN training, an offline training strategy is employed at both the production and operation stages of
an IPM motor. Especially, at the motor real-time operation stage, a cloud-based training strategy is developed for
offline training of the NN. These offline training mechanisms can assure the stability, reliability, and convergence of
the NN training for the high performance of a practical EV over its lifetime. Fourthly, in the NN implementation for
MTPA, FW, and MTPV, we emphasize building the NN into the IPM motor control system using a low-cost DSP with
a fixed weight and without any training involved. The paper provides a fast and accurate current reference generation

technique with a simple NN structure, for optimal torque control under different conditions and an efficient NN
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training mechanism based on the LM backpropagation (LMBP) algorithm. The performance of the NN-based MTPA,

FW, and MTPYV is evaluated via electromagnetic transient (EMT) simulation and hardware experiments.

Il. TORQUE CONTROL OF IPM MOTOR

Torque control of an IPM motor is usually achieved through the typical configuration shown in Fig. 1. Basically, a
reference torque command 7, is first converted into motor d- and g-axis current references, iy and i*;. Then, the
current controller regulates the motor stator currents, i; and i, to follow the reference currents. The current controller
outputs d- and g-axis control voltages, v*; and v*,, which control the operation of the [PM motor normally via the space

vector pulse-width modulation (SVPWM) scheme.

ia
iy \ . I !I I
T*an| Torque Vi =
> to + Current > SVPWM =,'="
Current [— Controller *; L —

iyt vy

Fig. 1. A general control configuration of an IPM motor

A. IPM model in dq reference frame

Based on the Park-Clarke transformation, the stator dg flux linkages of an IPM motor are described by [35]:

FIR B i "

where A4, Ag, La, Ly, iq and i, are stator d- and g-axis flux linkages, inductance, and currents, and A, is the flux linkage

of the rotor permanent magnet. The stator dg voltage equation is:

a2
v, i, | dt| 4, ‘A4
where vg and v, are d- and g-axis stator voltages, and @. is the motor electrical speed. The steady-state voltage equation
is
v, =Ri,—w,A =Ri,—o,L]i (3a)

v, =Ri, +@,A, = Ri, + @, (L, +4,,) (3b)

d*d

The electromagnetic torque of the motor, based on the Park transformation of [35], can be written as:
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B. Torque control of an IPM motor

According to (4), for a given torque command 7", there are multiple current vectors that can generate the specified
torque [2]. Hence, to get the most efficient current references and, at the same time, to assure the motor operation
within its physical constraints, the conversion from a torque reference to the current reference can roughly be obtained

by considering the following equations:

Minimize: /2 + i as much as possible (5a)
Subject to:
Y .
ILm = E(ldlq - 2'qld ) (Sb)

,fij il < (5¢)
Vi +vo = \/[a)e (Ldid + A )]2 +(a)eLqiq )2 <V

or \(Lii, +2,,) + (L) g\%:%%

(5d)

where (5a) means that the amplitude of the current reference should be as small as possible; (5b) stands for that the
actual motor torque should equal the command torque; (5¢) requires that the amplitude of the current reference should
not exceed the rated current limit of the motor and inverter; (5d) means that the current reference should not require a
voltage higher than the maximum voltage v,,, = Vdc/ 2 (based on the Park transformation of [35]) that the inverter

can provide under the SVPWM, or that the current reference should not require a flux linkage higher than the

maximum flux linkage 4, =V, / (\/Ea)e) that can be provided at speed w.. Within the stator d- and g-axis current

plane, i.e. iz and i, plane (Fig. 2), the current limit is shown by one circle and the flux linkage limit is shown by

multiple ellipses that shrink to the center point, X = ( -A,./L, 0) as the motor speed increases from 0 rad/sec to the

pm

infinity. Depending on the motor operating speed, the solution of the current reference is illustrated by the OA

(MTPA), AB (FW I), BC (FW II), and CX (MTPV) segments [9].
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Fig. 2. An illustration of current references corresponding to MTPA, FW, and MTPV under different reference torques

and flux linkage limits

C. The nonlinearity of motor parameters

One of the major challenges for the IPM motor control is the machine parameter variations. In general, the motor
parameter variation can involve two aspects: 1) short-term or instant parameter variation (such as those caused by
temperature increases or decreases), and 2) long-term or slow parameter variation (such as those caused by magnet
aging and motor rotor eccentricity). Without considering the slow parameter variation, the dq-axis flux-linkages, as
shown in Fig. 3, are highly nonlinear due to the iron saturation and cross-saturation impact. The dq-axis flux-linkages

can be described as functions of stator currents 4,(i;,i,) and 4,(;,i,) that, however, are nonlinear functions of iy and

ig. If considering the slow parameter variation, 4,(i;,i,) and 4,(i;,i,) will change over time as well. To improve the

accuracy of converting the torque reference to the current references, both the nonlinear properties and short- and

long-term parameter variation of the motor need to be properly addressed.

0
ig [A] iy [A] ig [A] i, [A]
Fig. 3. Relation of d- and g-axis flux linkages with motor d- and g-axis currents

D. Conventional LUT methods to determine MTPA, flux-weakening and MTPV

The LUT approach is a widely used technique in the motor drives and EV industry [8]-[10]. The basic idea of the
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*

approach is to generate two current-LUTs based on fixed motor flux-linkage or parameter LUTs: 1) i, = £, (Tem + Arima, )

and 2) i) = f, (Tem*,/llim,%) as illustrated in Fig. 4, where 4, is typically calculated based on the DC bus voltage and

im,®,

motor speed as shown later in Fig. 7 of Section III. The generated current-LUTs will give the optimal d- and g-axis
current references for the desired torque command under a given flux linkage limit at a motor operating speed and
inverter DC voltage. The method typically requires a large memory size to store the LUTs. Especially, this is
necessary to address the parameter variation and nonlinear properties of the motor as discussed above in Section II.C.
This is a major weakness of the LUT method which has been pointed out by many researchers [22]-[24]. Besides, the
approach of using fixed parameter-LUTs cannot consider the parameter mismatches considering the motor
part-to-part variation and slow variation of motor parameters over time [15-19]. In addition, the LUT method requires
that data must be collected and saved in a well-defined and structured way that is needed for efficient data search and
interpolation algorithms of a LUT method, which makes it difficult to achieve online data collection and implement

online LUT update.

"' + Current > = ='=-}
L T, o SVPWM =

> Controller

Aiim e

Fig. 4. Conventional LUT methods in a general motor control structure

E. Online iteration methods to determine MTPA, flux-weakening and MTPV

Online iteration methods have also been developed recently by many researchers. An online method basically uses
an iteration algorithm to determine or calculate optimal dq current online based on a demanded torque. A typical
structure of an online method is shown in Fig. 5 [20], [22], [23], in which premade parameter-LUTs are still required
to provide motor flux linkage or inductance information at different motor operating currents for the online
algorithms. Note: these premade parameter-LUTs can only address the short-term or instant parameter variation as
discussed in Section II-C. In [20], premade motor parameter-LUTs are required, and the method focuses on MTPA
only. In [22], premade motor parameter-LUTs are required, and the method considers MTPA and FW. For the FW
operation of the motor at high speed, a voltage feedback based inverter nonlinearity compensation method is
introduced. In [23], premade motor parameter-LUTs are needed, and the method also considers MTPA and FW.

Unlike [22] though, the method solves the current references by utilizing Ferrari’s method for motor operation in both
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MTPA and FW modes. From this perspective, the advantage of the online method over the LUT methods shown in
Section II.D does not dominate and the online method is still unable to handle the motor part-to-part variation and
parameter variation over time. Some online methods were developed based on fixed [36] or partially fixed motor
parameters [21]. However, in reality, motor parameters are highly nonlinear and change significantly with motor
currents, which is a well-known challenge in the EV industry and is the focus of this paper. As shown in Fig. 5, the
inputs of an online method could contain 1) motor torque command, 2) maximum flux linkage limit, 3) motor
parameters provided by the parameter LUTs, and 4) dq current at the previous time step that is needed for solving the
online optimization problem iteratively over time. The input of the maximum flux linkage limit is not needed for
online methods that focus on the MTPA only and is required for an online method that addresses both MTPA and FW.
Several online methods just focus on MTPA [20], [21] as it would be much more complicated to address both MTPA

and FW using an online method.

—»|.o & » % Premade
ia “ Parameter
b TR . LUTs
iy '
Adg Lag L Myl
T en id .
> Vd =
idy — Online + Current > = - =
! i SVPWM — (=
—| calculation Controller > -
Alim. e iyt vy

Iq

Fig. 5. Online iteration methods [20], [22], [23] in a general motor control structure

Overall, the mathematical foundation of an online iteration method is the optimization problem shown in (5), which
requires solving the optimization problem with constraints online. If the constraint (5d) is not considered, the
corresponding online method focuses on MTPA only; otherwise, the online method addresses both MTPA and FW.
For a commanded torque, the optimal reference dq current is solved iteratively online over time based on the equation

as illustrated below
i (k) =iy (k=1 + Ai, (k) (6)
where i;q (k) represents the reference current generated at the present time step, iy (k-1) stands for the measured

motor dq current or reference dq current at the previous time step, and Aig(k) is the current adjustment term that is
obtained during each iterative process of solving the optimization problem (5) online. However, solving the

optimization problem online is not easy. Especially when both MTPA and FW are considered, the optimization
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problem would involve MTPA, FW region I, FW region II, and MTPV, in which each portion needs to be treated
specifically and is slightly different from (5). Many previously published online methods also focused on developing
online algorithms to solve the optimization problem effectively. These include the gradient descent algorithm,
Gauss-Newton algorithm, and Levenberg-Marquardt (LM) algorithm [37], [38].

Therefore, one critical issue of an online iteration method is that for each commanded torque, it cannot generate the
optimal current reference in one time step and must be obtained iteratively over time online. Thus, for a sharp torque
command change, there is a risk of ill-convergence or a long time to converge; for a continuous torque command
change, an online method would be unable to generate optimal current reference quickly. This is a major weakness of
the online methods over the LUT methods.

In summary, compared to LUT methods, the online iteration methods are complex, have ill convergence issues, are
slow in computing or convergence speed, and are unable to generate the optimal current reference directly for
continuous fluctuation of a commanded torque. In addition, the online methods still need premade motor
parameter-LUTs and are unable to achieve lifetime adaptivity. It is also impractical for online techniques to determine
the global optimal operating point for a demanded torque via the iteration of entire parameter-LUTs together with their
relevant dq-axis currents due to its extremely time-consuming process [22].

We used the online MTPA method of [20] in this paper for a comparation study, in which the MTPA control was
defined as a constrained optimization problem (5(a) to 5(c)) to fulfill both torque accuracy and minimum-copper loss
operation and the LM algorithm is used to solve the optimization problem to alleviate the risks of ill-convergence. In

[20], the saturation and cross-coupling effects are considered based on premade LUTs for motor flux data.

Ill. NOVEL NEURAL NETWORK BASED MTPA, FLUX-WEAKENING, AND MTPV CONTROL

The designed network is a feedforward NN as shown in Fig. 6. The NN consists of an input layer, two hidden
layers, and an output layer. There are two inputs at the input layer, one is the desired torque command 7., and the
other is the flux linkage limit A, which is calculated based on the inverter DC voltage and the motor speed. At the
output layer, the two outputs are the dq reference currents i*; and i*,. In Section V, the selection of the number of
neurons in each hidden layer is further evaluated to get a specific NN structure for the proposed work.

In the first hidden layer, the output of the s neuron before the sigmoid function can be expressed as

L1 L1 L1 L1
n = W&',T : 'xT + WV,E ' xl +bx vs (7)

s
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where X; and X, are the desired torque command and the flux linkage limit after preprocessing, wflr and wfil are the

input weights corresponding to X; and X, , and bSL ! is the bias for the s neuron in the first hidden layer. Then, the

hyperbolic tangent sigmoid transfer function is applied for each neuron.

Tem
—> 1gd
S
B
c
>
—> o
a =
Alim ©
2 —> >
=

i'sq

|<— First Hidden Layer —>|<— Second Hidden Layer—>|<— Output Layer —>|

Fig. 6. NN architecture used to determine MTPA, FW, and MTPV operating points of an [IPM motor

In the second hidden layer, the p'h neuron output before the sigmoid function is

L2
mP

Ny
> wilal +b7 Vs,Vp (®)
s=1

where N_ is the number of neurons of the first hidden layer, a SL " is the output of the s” neuron of the first hidden layer
after the sigmoid function, wﬁi and bﬁz are the weights and bias for the p" neuron of the second hidden layer.
Similarly, the sigmoid function is adopted for the neuron output msz of the second hidden layer

Then, the normalized reference currents V,, and y,, are generated at the output layer

NP
L3 L2 L3
Vi :zwld,pap +by (9a)
p=l
Np
L3 L2 L3
qu =Zwlq,pap +b1q (9b)
p=l1

where N , is the number of neurons of the second hidden layer, aﬁz is the output of the p’h neuron of the second

hidden layer after the sigmoid function, wi,,, ;' , b;; and b, are the weights and the bias of the output layer.

The NN inputs and outputs are related to the physical variables of torque, flux linkage, and stator d- and g-axis

Authorized licensed use limited to: The University of Alabama. Downloaded on March 08,2024 at 04:21:09 UTC from IEEE Xplore. Restrictions apply.
© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Transportation Electrification. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TTE.2023.3272314

currents via pre- and post-processing by

_ Tymmin(T,) (10a)
max(T* )—min(Tt )

em em

X, =2

i

X, =2 Ay, — D (.)"hm ) -1 (lOb)
! max (A, )—min (k)

(yld.i + 1)(max (ltl )_min (i; ))

i, = 5 +min(if,) (10c)
= (Vi +1)(max£i:)‘mi"(i:)) +min(i}) (10d)

where T"om i, Aiimi» i 0 and i*,; are the ith sample of the desired torque, flux linkage limit, d-axis current reference, and q-axis current
reference, respectively; T om, Aim, 1°4, and 1, represent the training data set of all the desired torques, flux linkage limits, d-axis
current references, and q-axis current references, respectively. These input-output data samples are collected and generated as
detailed in Section IV below. The pseudo code for the DSP implementation of the NN is represented as a function of
NN_MTPA_FluxWeakening(7T em, Aim) shown in Appendix I. A detailed similar DSP implementation configuration of an IPM

current controller is given in [39].
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Fig. 7. NN for MTPA, FW, and MTPV in an overall IPM motor drive and control system

The NN in the overall IPM motor control system is shown in Fig. 7. The desired torque first passes through a Torque Limiter
block to ensure that the torque reference presented to the NN is below the maximum allowable torque command for a given
flux-linkage limit. The Torque Limiter block is implemented through a small NN (Note: this small NN is not the focus of this
paper) that is trained based on the maximum allowable torque data at the maximum current circle and the MTPV trajectory with
respect to different flux limit lines (see Fig. 2). Then, the NN converts the torque reference to d- and g-axis current references that

are presented to the motor current controller. To ensure the amplitude of the control voltage generated by the current controller
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does not exceed the maximum voltage limit, a feedback flux weakening mechanism, as shown in [6], is adopted in Fig. 7.

The NN needs to be trained. The objective is that after the training, the NN can give the optimal d- and g-axis current references,
in MTPA, FW I and II, and MTPV modes, for a desired torque demand and flux linkage limit at a specified motor speed and
inverter DC voltage. Besides, to ensure lifetime adaptivity and learning capabilities, a cloud computing framework is proposed to
support efficient and reliable lifetime NN updates, based on routine offline training over the cloud computing platform. Details
about the cloud-based NN training are shown in Section V.

The IPM drive and control system in Fig. 7 has been considered in two cases: one for simulation and one for a hardware
experiment. The simulation case uses parameters of an IPM motor that are typical for an EV application [40]. The hardware
experiment is based on a laboratory IPM motor, which has a smaller power rating and is mainly used for the purpose of
experimental validation. When the size of an experiment motor is much smaller than the size of an actual EV motor, such a strategy
of using two different machines makes it possible to conduct the performance study of a realistic EV motor in simulation, conduct
an experimental study with a real motor, and validate whether the general characteristics obtained in the simulation and
experiments are consistent. Table I shows the nominal IPM motor parameters used in each case. However, it is critical to indicate
that the actual motor parameters (particularly motor d- and g-axis inductances) are not fixed as shown in Table 1, are highly
nonlinear, and change significantly with motor currents. Besides, motor parameters could change from part to part and over time.

These are well-known challenges in the EV industry and the main issues addressed in this paper.

TABLE I
PARAMETERS OF IPM MOTORS USED IN SIMULATION/EXPERIMENTAL STUDY
Parameter Simulation = Hardware  Units
Rated Power 100 1.6 kW
DC voltage 500 220 v
Maximum Speed 15000 3600 RPM
Permanent magnet flux 0.1266 0.20 Wb
Inductance in g-axis, Lq 0.59 2.3 mH
Inductance in d-axis, Lq 0.35 0.8 mH
Stator copper resistance, R 0.2 1.24 Q
Inertia 0.095 0.00114  kg-m?
Pole pairs 4 2
Base speed 5000 1500 RPM
Peak line current 320 17.2 A (rms)
Peak torque 260 13.8 Nm
Continuous line current 106 53 A (rms)
Continuous torque @ 40°C 178 4.47 Nm

IV. TRAINING DATA GENERATION AND NN TRAINING
A. Generation of training data

The dataset for the NN training consists of a large number of input-output pairs L(I;;,;L“m) —>(i;,i; ) J . The dataset should be
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large and detailed enough to assure accurate, optimal, and efficient IPM operation under MTPA, FW, and MTPV modes. Fig. 8
shows the flowchart to generate the training data. Firstly, measured data of d- and g-axis flux linkages vs. d- and g-axis currents are

loaded into the memory. Then, the training data generation follows these steps: 1) generating (i;,i;) grid points across -Iraes and

+1ratea Tange over thei, <> i, 2D plane, 2) for each (i;.i;) grid point, obtaining d- and g-axis flux linkages from 4,(i;i,) and

2,(i»i,) LUTs and then calculating torque T, and flux linkage limit 4, , 3) finding MTPA, MTPV, and current limit paths as
illustrated in Fig. 2 based on the data generated in Step 2, 4) getting the training data corresponding to all the input-output pairs

L(T* /ﬁm) N (ldl, )J along the MTPA path, current constraint path, and MTPV path and storing all the input-output pairs into the

data storage, 5) getting the training data corresponding to all the input-output pairs L(T;n,%hn) _’(i;’i;)J inside the MTPA path,

current constraint path, and MTPV path and storing all the input-output pairs into the data storage, 6) extending the data generation

along the MTPA path to the full flux range, and 7) extending the data generation along the MTPV path to the full torque reference

range. The need for Step 6 is due to the fact that the MTPA solution, i, and l'; , for a desired torque T;ﬂ under 4, condition, as

shown in Fig. 2, is also the MTPA solution of the same desired torque T, " under any other 4, , which has a value larger than that

em

of Ay, 1- Thus, those input-output pairs over the MTPA path should be included in the training data set. Similarly, the need for Step
7 is due to the fact that the MTPV solution, i, and i;, under 4, ,;condition for a desired torque Tem , as shown in Fig. 2, is also the

MTPV solution of any other desired torque T, that has a value larger than that of T;,l. Therefore, those input-output pairs over

the MTPV path should also be included in the training data set.
Some other important characteristics about the training data generated in this paper include: i) Unlike the traditional LUT
approaches, the training data can be stored in the data storage in a highly random manner instead of a well-structured style that

is typically needed in order to search an i, and i; solution from the current-LUTs efficiently; ii) The motor parameter variation is
embedded into the training dataset because all the i, and i; solutions are obtained and calculated through actual measured data of

A4(ipsi,) and 4,(i;5i,) parameter-LUTs that contain the motor current impact on the flux linkages; iii) A large amount of training

data can be added into the data storage conveniently to enable information sufficiency and equity to benefit the training and the

K

trained NN to handle the extremely nonlinear portions, between the input data (Tﬂm) and output data (i;, ) , better than

i
other methods because the NN has the ability to extract information through training from the data that is collected and stored
irregularly and randomly, especially for the motor characteristics in these nonlinear portions. This will particularly benefit the

online-based data collection and storage of the motor characteristics in these nonlinear portions for the cloud-based training of
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the NN presented in Section V. However, for a LUT approach, for example, the data must be collected and stored in a

well-structured way because this is typically required for the design of an efficient interpolation algorithm.

Load A4(ig, ig) and A(iy i,) lookup tables

v

Step 1: Generate (z*g, i',) grid points over the g0y
plane within -/.yeq < iy < 0 and ~Liyeq < i < Lyeq Tegion

v

Step2: For each (i", i",) grid point: i) determine 4, and 4,
from Aq(iy i,) and A,(is i,) LUTs , ii) calculate torque 7' .
and stator flux magnitude A;, by using eqs. (4) and (5d)

v
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Fig. 8. Flowchart for generation of NN training data

B. NN Training

The performance or cost function used for training the NN is

C:%ZL%&) (11a)
8,0 =\l w50 ] +[i WB-L0] )

where N is the total number of samples of the training dataset, i; (k) and i; (k) are the target d- and g-axis current references of the
kth training sample; i;, w (k) and i;iNN (k) are the corresponding NN outputs.

The goal of the NN training is to minimize the performance or cost function (11a) for all MTPA, FW, and MTPV operating
points of the full motor operating speed range from low to high speeds. To achieve this goal, it is very important that the training

data must have full coverage of MTPA, FW, and MTPV for the full motor speed range, which is addressed in Section IV.A. It is
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also very important to ensure information equity to prevent the bias of the trained NN to assure that the trained NN has equally
good performance for MTPA, FW, and MTPV over the full motor operating speed range, which is addressed in Section V.A.

We used the LMBP algorithm [38] to update the weights and biases at each training iteration. The LMBP algorithm is a variant
of gradient descent that provides a nice compromise between the speed of Newton’s method and the guaranteed convergence of the
steepest descent and has proven to be one of the most powerful training algorithms for neural networks [37]. The training procedure
for each epoch is illustrated in Fig. 9, in which the batch training method is adopted because of its fast convergence performance
with smaller errors than other methods. For each iteration, all the stored data are used to generate the errors and Jacobian matrix.
Then, the gradients are computed to update the weights and biases. The training stops when the performance function meets the

requirement.

[T emts oo T emn] =]

[Adim,15 -+ +> Atimn] —>]

Update NN (T
weights and biases ' i :

[i xdiN, Iy eensd *JJW\’,N]
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to (16) -+
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Fig. 9. Illustration of NN training for MTPA, FW, and MTPV

V. DATA COLLECTION AND CLOUD-BASED NN TRAINING

The proposed NN will be first trained offline at the factory production stage based on the data of a sample IPM of the same
motor type and then will be continuously trained offline over the cloud at the operating stage based on the data collected in real-life
conditions for each individual IPM. In other words, there is no training that will be performed at the onboard computing facility of

an EV.

A. Collection of Online Training Data

The collection of the training data is different for the NN development at the production and operation stages.

At the production stage, the training data is collected from a sample test motor of the same motor type based on a set of
experiments. During the experiments, the test motor is put on a dyno system, where the motor operating speed and driving
torque can be adjusted and measurements of flux-current relations can be obtained directly or indirectly.

At the operation stage of each individual IPM motor, the training data is collected based on the real-time measurement of the

motor during the online operation of an EV. The first task before the online data collection is to divide the motor operation
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ranges into multiple lattices in terms of motor d- and g-axis currents from -/,qzeq to Jruea. Each lattice will have a flag indicator to
indicate whether there are sufficient data collected corresponding to that lattice, such as 10 data samples for a lattice. This is to
ensure the appropriate data equality for the NN training. In general, the data collection process follows the following strategies.
(i) Real-time measured data will be collected when the motor is in a steady-state condition and with no or minimum noise
impact. Note: a torque command is usually updated or generated by the vehicle control unit (VCU) at a speed of around 1 second
and above. This updating speed is much slower than that of the motor current-loop controller. In our simulation and hardware
experimental environments, a steady-state condition of the current-loop controller can be reached in less than 100 mill second,
making it convenient to obtain quality and reliable online measured data. (ii) Corresponding to each lattice discussed above,
measured data will be saved into low-cost storage only when there is not enough data collected for a lattice. For example, when
there are 10 data samples that have been collected and saved in the storage corresponding to a lattice, any new measured data
will not be collected and saved into the storage for that lattice. (iii) After enough data are collected and saved into the storage
corresponding to all the lattices, the online data collection process stops and the data is ready to be transmitted to the cloud for
the NN training over the cloud platform. (iv) After all the data is sent to and received by the cloud, the collection process is
reinitialized, and the system is ready for the next-round data collection process. Fig. 10a shows the flowchart of the online data
collection process at the operation stage of each individual IPM motor. It is necessary to point out that the data collection and
storage process does not follow a well-defined structured manner that is typically needed by the data search and interpolation
algorithm of a LUT approach. In other words, data can be collected and stored in highly random sequences, which cannot be
applied to other methods. In addition, data only needs to be collected and transmitted to a remote cloud device once in a time period
of several weeks or months smartly based on the performance degradation evaluation of the IPM motor over the cloud as discussed

in Section V-B below.
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Fig. 10. Illustration of cloud-based training at the EV operating stage: (a) online data collection, (b) cloud-based NN training

B. Cloud-based NN Training

For the routine offline training of the NN over the cloud computing platform, it will follow the same procedure presented in
Section IV except that data needs to be collected and transmitted to a remote cloud device for the NN training. Firstly, real-time
motor operation data is collected smartly as shown in Section V.A, meaning that only meaningful and valuable data is collected and
stored, and data collected should cover the full operating range of the motor in normal and critical conditions. When sufficient data
is obtained, data is sent to a remote cloud computing device. Over the cloud system, a thorough evaluation of the newly obtained
motor operation data will be conducted first to investigate whether there is a major deviation between the expected model
performance and measured data. If the evaluation shows that there is only a minor deviation, the cloud system will not retrain and
update the NN and then send a signal to the remote EV to indicate that the data collection and transmission process can be slowed
down. Otherwise, the NN will be retrained and updated. It is necessary to point out that there are two additional steps before
training the NN. First, based on the new data received, new motor parameters or magnetic models are identified. Details about the
parameter or magnetic model identification of an IPM motor can be found in [41]. After getting the updated motor parameters or
magnetic models, training data for MTPA, FW, and MTPV is generated or updated based on the discussion shown in Section IV.A
and Fig. 8 of this paper. Then, the NN is retrained and updated based on the newly generated training dataset for MTPA, FW, and
MTPV. After the training, the new NN weights are transmitted back to the EV computer to replace the previous NN weights. In
addition, if the evaluation shows that there is a large deviation, the cloud system will send a signal to the remote EV to indicate that
the data collection and transmission process needs to speed up. To not affect the vehicle’s operation, the data transmission and
replacement of the new NN weights will typically happen when the vehicle does not operate and stays in a parking lot or parking
garage. Such an offline learning strategy, based upon a cloud computing platform, will guarantee the efficiency and high
performance of individual EV motors over their lifetime, and also significantly reduce the computing burden and assure the safety

and reliability of the NN system development that cannot be achieved from an online NN learning system.

VI. SIMULATION EVALUATION

The simulation model was developed according to the IPM drive and control system shown in Fig. 7 by using MATLAB
Simscape Electrical [42] based on an IPM model from the JMAG-RT Model Library [40]. The IPM simulation model uses a
large built-in motor parameter database or parameter-LUTs to capture or model motor flux linkage relations with motor d- and
g-axis currents [40]. This database is built-in and cannot be accessed by a user. The maximum current and DC link voltage of the
motor are 450A and 500V, respectively. The switching frequency of the inverter is 10,000Hz. Before the simulation evaluation,

we first conducted a series of simulation experiments to obtain or “measure” the motor d- and g-axis flux-linkage LUTs as shown
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in Fig. 3. The flux-linkage LUTs are also used as the premade parameter-LUTs for building the online iteration approach shown in
Section I1.D.
The simulation experiments were conducted based on the IPM motor simulation model discussed above. The model includes a

closed-loop dg-current control and the model was set in the constant speed operating mode. Before conducting the experiments, we

first generated a set of dq current commands, (i:,,i;) grid points, across ~/raeq and +1,4..q range over the i, — i; 2D plane. Then, for
each set of the dq reference current command (zdlq) generated above, the IPM motor model with the closed-loop dq-current

control was simulated and the actual simulated stator d- and g-axis currents and voltages of the motor were recorded. With a given
stator resistance and a prespecified constant motor operating speed, the d- and g- flux linkages were calculated based on Egs. (3a)
and (3b). The simulation and data recording were repeated for all the sets of the dq reference current commands. After that, the
parameter-LUTs of flux linkages vs. motor d- and g-axis currents, as illustrated in Fig. 3, were obtained. Based on the flux-linkage
parameter-LUTs, we generated current-LUTs of motor d- and g-axis currents vs. torque and flux linkage limits (Fig. 4) to be used
as the conventional LUT approach. The size of the two current-LUTs is 25%25x2=1250.

Then, to train the NN, it involves: 1) generating training data according to Section IV.A and Fig. 7 based on the motor d- and
g-axis flux-linkage parameter-LUTs obtained above and 2) training the NN according to Section IV.B. We conducted training
experiments with several NN configurations, in terms of different numbers of hidden layers and different numbers of nodes in the
hidden layers. Fig. 11(a) shows the errors of the trained NNs, from which the NN with 2 hidden layers and 10 nodes in each hidden
layer is selected. It was also found by others that a NN with 2 hidden layers is generally sufficient and better than an NN with 1
hidden layer in many applications [43]. The size of the NN is 3x10+11x10+11x2=162. Note: the logged NN training data is saved
in storage, such as a hard disk. In the online real-time control of the motor, only the trained network weights need to be loaded into
RAM memory. The memory size comparison in Fig. 11(b) illustrates the data loaded into RAM memory for fast, real-time control

of an IPM motor.
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Fig. 11. Evaluation of trained NNs: a) Training error comparison for different NN configurations, b) Comparison of memory sizes
needed to store the current-LUTs and a trained NN (2 hidden layers, 10 nodes per hidden layer)

The same NN configuration is also applied to the lab IPM motor as shown in Section VI. From the study of the two different [IPM

motor cases, one in this section and one in Section VI, it is obtained that the NN configuration with 2 hidden layers and 10 nodes on

each hidden layer is sufficient to meet the accuracy requirement and needs of the MTPA, FW, and MTPV as reported in this paper.
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In general, the proposed NN configuration should be suitable for the needs of general IPM motors that are particularly used in EV
applications. The real-time execution time of the NN is about 4us to obtain the d- and g-axis reference currents.

Now, some immediate comparisons between the LUT and NN methods are as follows. 1) For the LUT method, its size and
interpolation methods (such as “linear” and “nearest” methods) will affect the accuracy in determining the d- and g-axis reference
currents, especially in the nonlinear areas (areas with high torque command and near the voltage boundary). Note: the linear
interpolation method is chosen in this paper for the comparison study. Although a large LUT size can improve output accuracy, it
will increase the memory storage burden in the controller. 2) The proposed NN can be trained with a large number of data but only
a much smaller memory is needed to store its weights and biases. Fig. 11(b) shows a comparison of the DSP memory sizes in bytes
for real-time implementation in storing the current-LUTs and NN weights by using dSPACE MicroLabBox [44]. 3) The NN
method can better capture the nonlinear impact and increase the calculation accuracy.

Fig. 12 shows a comparison of the LMBP training algorithm used in this paper with two other advanced NN training algorithms:
Resilient Backpropagation [45] and Quasi-Newton [46] algorithms. As shown in the figure, among the three training algorithms,
the LMBP converges faster to a smaller average error, meaning that the NN trained using the LMBP training algorithm would have

better performance.
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Fig. 12. Comparison of average mean square errors for NN training using LMBP, Resilient Backpropagation, and Quasi-Newton

algorithms

A. Operation under base speed (MTPA)

Fig. 13(a) shows a set of generated current results in the dq-current plane using the NN and LUT methods for the MTPA
operation of the IPM under the based speed. The figure also shows the actual MTPA line to provide a baseline for the
comparison. Note: the actual or “ideal” current-LUTs were generated in simulation with a much higher resolution than that of
practical current-LUTs. The size of the “ideal” current-LUTs used in this paper is 265x207x2 = 109710, which is not feasible to be
stored in and applied to an onboard computer system of a practical EV. However, the “ideal” dataset can be used to train the NN,
of which 70% is used as the training dataset, 15% is used for validation, and the rest is used for testing to provide an inde pendent

performance result (also have certain validation purposes).
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As shown in the figure, when the torque command is low, the generated d-q current lines follow the actual MTPA line closely
using both methods. However, when the torque command is higher, the d-q current lines reach the current limit of the motor, and
the actual MTPA line shows nonlinearity due to the variable nature of motor parameters. Note: The distortion of the MTPA
trajectory in Fig. 13(a) was caused by machine parameter variations and nonlinearity that are typically associated with a
practical IPM motor. This distorted nature of the MTPA trajectory has also been reported in several other references [10], [47].
As shown, the d-q current line is unable to follow the actual MTPA line when it is near the current limit circle using the LUT
method but can follow the actual MTPA line correctly using the proposed NN method.

Figs. 13(b) to 13(e) compare the LUT and NN methods in the closed-loop control environment (Fig. 7) via the EMT
simulation, in which the speed of the IPM motor is constant at 2000rpm. The commanded torque is 216Nm, 221Nm, 226Nm,
231Nm, and 236Nm at Oms, 25ms, 50ms, 75ms, and 100ms, respectively. The figure shows that at the same commanded torque,
the reference current amplitude using the NN method is clearly smaller than that using the LUT method, further demonstrating

the advantage of the proposed technique for the IPM motor operation in the MTPA mode in the EMT simulation environment.
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Fig. 14. FW mode: (a) Comparison of
desired torque line with the generated
torques using LUT and NN methods, (b)
d-axis current, (c) q-axis current, (d)
current amplitude, (e) torque

Fig. 13. MTPA mode: (a) Comparison of
‘ideal’ MTPA line with the generated
MTPA lines using LUT and NN
methods, (b) d-axis current, (c) q-axis
current, (d) current amplitude, (e)
torque

Fig. 15. MTPV mode: (a) Comparison of
desired torque line with the generated
torques using LUT and NN methods, (b)
d-axis current, (¢) g-axis current, (d)
current amplitude, (e) torque

B. Operation at high speed (flux-weakening)

Fig. 14(a) shows the generated current results in the dg-current plane using the NN and LUT methods for the FW operation of

the IPM for speed changing from 7000rpm to 9000rpm, in which the commanded torque is 101 Nm. The figure shows the
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flux-limit contours corresponding to a 101Nm torque command at different speeds in the FW mode. In Fig. 14(a), each
flux-limit line represents the flux-limit contour at a given speed and its intersection with the equal torque line should be the ideal
solution at the specified speed condition. As shown in the figure, the result using the NN method is closer to the ideal solution at
a specified speed condition or the generated dq-currents using the LUT method are farther away from the origin than those using
the NN method, meaning that under the same demanded torque, the motor current using the LUT method is larger than that using
the proposed NN method.

Figs. 14(b) to 14(e) show the EMT simulation using the LUT and NN methods, in which the commanded torque is 101Nm and
the speed initially is 8777rpm and changes to 8406rpm at 25ms and 8066rpm at 60ms. The torque produced by using the NN
method is a little bit higher than that of the LUT method while the motor current amplitude using the NN method is smaller than

that using the LUT method.

C. Operation at extremely high speed (MTPYV)

Fig. 15(a) demonstrates the generated current results in the dq-current plane using the NN and LUT methods as the IPM motor
operates toward the MTPV mode at extremely high speed, in which the commanded torque is 78 Nm. In Fig. 15(a), a data point
on the MTPV reference line was obtained by searching the maximum torque point on an equal flux limit contour. The MTPV
reference line was derived based on many MTPV data points generated in this way in the dgq-plane as the equal flux limit contours
shrink to the center point as illustrated in Fig. 2. Note: to get the MTPV reference line as accurate as possible, the number of the
generated MTPV data points was much larger than the number of data points typically saved in current-LUTs corresponding to the
region covered by the MTPV reference line. As shown in the figure, when the speed keeps increasing, the commanded torque
cannot be reached because of the voltage limit and the generated dq-currents using the LUT method cannot follow the MTPV
line accurately in the nonlinear area.

Figs. 15(b) to 15(e) show the EMT simulation using the LUT and NN methods, in which the commanded torque is 76Nm and
the speed initially is 1126 Irpm and changes to 11937rpm at 25ms, 12699rpm at 50ms, and 13564rpm at 75ms. The figure shows
that although the desired torque command cannot be reached as the speed keeps increasing, the average output torque using the
NN method is larger than that using the LUT method, demonstrating that the NN method can better meet the torque demand in

the MTPV mode.

D. Online iteration methods vs. NN in MTPA mode

Several online iteration methods considered IPM MTPA operation only [20], [22]. Fig. 16 compares the online [20] and NN
methods in the closed-loop control environment, in which Figs. 16(a) and 16(b) present the motor d- and g-axis currents,

respectively, Fig. 16(c) shows the motor current amplitude, Fig. 16(d) illustrates the motor drive torque, Fig. 16(e) gives the
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error between the filtered motor current amplitudes using online iteration and NN methods, and Fig. 16(f) shows the error
between the commanded motor torque and the filtered motor torque using online and NN methods. The speed of the motor is
constant at 2000rpm and the commanded torque is 100Nm and 150 Nm at Os and 0.1s, respectively. From the figure as well as

other results, the following remarks are obtained:
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Fig. 16. Comparison of the online method vs. NN method in MTPA mode: (a) d-axis current, (b) g-axis current, (c) current
amplitude, (d) motor torque, (e) current amplitude error of between online and NN methods, (f) error between the actual motor

torque and commanded torque using online and NN methods

1. For the same command torque, the NN method can generate the optimal torque in one sampling step while the online
iteration method needs multiple sampling time steps and a much longer time to converge to its optimal torque than the NN
method (Fig. 16(f)) and the online method is less accurate to get to the commanded torque than the NN method (Fig. 16(f)).

2. For the same commanded torque, the online method requires a higher current amplitude than the NN method (Fig. 1 6(e)).

3. In the steady state, the online iteration method shows more torque oscillation than the NN method (Fig. 16(d)) because it
continuously searches for optimal solutions depending on the convergence speed of the searching algorithm.

4. The online method has been typically developed for MTPA only which is just suitable for a limited motor operation region

while the NN method can take care of the torque control over the motor’s full operation range.

E. Operation at variable and transient torque conditions

Fig. 17 demonstrates the performance comparison using the NN and LUT methods under a variable and transient torque
demand while the motor speed is 3000rpm. The comparison shows that, in general, the difference between the LUT and NN
methods depends strongly on how linear the dq-current vs. the torque and flux linkage characteristics is. For a torque demand in
a linear region, the NN has the same performance as the LUT approach; for a torque demand in a nonlinear region (around
0.2sec), the NN is clearly better and more efficient than the LUT approach. This is consistent with the results shown in Figs. 13

- 15.
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Fig. 17. Performance evaluation of the NN method at variable and transient torque mode operating conditions: (a) d-axis current,

(b) g-axis current, (¢) current amplitude, (d) torque

F. Benefits of cloud based NN training

As well-known in the EV industry, even for the same type of motors, motor parameters show part-to-part variation and
variation over time, which certainly would affect the MTPA, FW, and MTPV efficiency. To demonstrate the impacts, we
conducted case studies to investigate how motor parameter variation affects motor performance. Fig. 18 shows the motor
performance when its MTPA and FW points are determined using incorrect motor parameters that are -3% away from its actual
values on the d-axis flux linkage and -8% away from its actual values on the g-axis flux linkage while the other conditions
remain the same as those used in Fig. 13. It is assumed that the NN method in Fig. 18 is retrained by using correct motor
parameters while the LUT method is developed by using incorrect motor parameters. The commanded torque is 215Nm from 0
to 25ms, 220Nm from 25ms to 50ms, 225Nm from 50ms to 75ms, 230Nm from 75ms to 100ms, and 235Nm from 100ms to
125ms. As shown in the figure, with incorrect motor parameter information, the generated MTPA points using the LUT method
are clearly away from the accurate MTPA points, the current amplitude is higher for the commanded torque, and the actual
motor output torque is clearly different from the commanded torque. Particularly, the difference between the commanded and
actual motor output torques is a well-known challenge in the industry and can become a safety issue but there is currently no

effective solution for this. The study shows the importance of the proposed method.

MTPA line

4001 & NN method

#*  LUT mthod
300 f{[<“—>Torque lines
Rz
o200 / imax T
10/ -

-400 -300 -200 -100 0
i, [A]

Authorized licensed use limited to: The University of Alabama. Downloaded on March 08,2024 at 04:21:09 UTC from IEEE Xplore. Restrictions apply.
© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Transportation Electrification. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TTE.2023.3272314

|—LUT method ——NN method|

_ _ 400
< 200 ""‘-—v—;— < ——
—U -—D-
- o 300 ©
-300
0 005 0.1 0 005 0.1
450 260
—_ E
< 400 z 240
—_ [0
@] 220 ©
350
0 005 0.1 0 005 0.1
Time [sec] Time [sec]

Fig. 18. Performance evaluation of accurately trained NN method and inaccurate LUT method under motor parameter variation
impact at the MTPA mode: (a) Comparison of actual MTPA line with the generated MTPA lines, (b) d-axis current, (c) q-axis

current, (d) current amplitude, (e) torque

VIl. HARDWARE EXPERIMENT

A. Hardware setup

To further validate the NN-based MTPA and FW controller, a dSPACE-based laboratory dyno system was built (Fig. 19). The
experimental setup (Fig. 19(b)) comprises: (i) a dyno system containing a Kollmorgen IPM motor coupled to a FESTO LabVolt
dynamometer; (ii) a 3-phase SEMIKRON IGBT inverter as the motor drive; (iii) a dSPACE MicroLabBox real-time controller [48§]
used to generate PWM control signals for controlling the IPM motor; (iv) an Opal-RT OP8660 data acquisition system [49] to
collect measured voltage and current signals for the dSPACE real-time controller; (v) a MAGNA-POWER DC source as the power

supply to the motor. The switching frequency of the inverter in the experiment setup is 10,000Hz.
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DC Power
Host PC Control Desk DC Power
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Fig. 19. Tllustration of the experimental testing and control system setup: (a) Circuit connection, (b) Experiment setup

B. Experimental initialization

We first conducted a set of experiments through a dSPACE-based computer program to identify the IPM motor
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parameter-LUTs, which are the relation of dg-axis flux-linkages over stator currents 4,(i,,i,) and 4,(i;,i,) as illustrated in Fig. 3

and Section II, based on the technique presented in [41]. The current constraint of the motor drive is 5A and the DC voltage
constraint is 220V. In the EV drive application, the LUT size from 10x10 to 30x30 is typically used. The higher the size, the more
accurate and efficient result can get. For the motor in the hardware experiment, its current range is relevantly smaller. So, a small
10x10 parameter-LUT size was chosen for the current within -/.4eq and +/,qcq range.

Then, the dSPACE-based computer program was used to control the motor based on each dq current reference that was
generated from the current LUT every 5 seconds, to measure stator dq voltage, and to compute dq flux-linkages A4, 4, based on

the technique presented in [45]. After all the measurements and calculations were completed in about 500 seconds, two 10x10

motor flux-linkage parameter-LUTs (i.e., 4,(i;»i,) and 4,(i;,i,) ) were obtained automatically by running the dSAPCE-based

*

hardware experimental program. The current-LUTs of d- and g-axis currents vs. torque and flux linkage (i;(I;m ,ﬂﬁm,wv) and

i (T ' j’lim,mu) ) were generated automatically through another computer program based on the two flux-linkage parameter-LUTs

em >

and the method shown in Fig. 8, were served as the benchmarking current-LUTs, and were generated in less than 100 seconds.
Two reduced-size current-LUTs, selected from the two 10x10 current-LUTs, were used as the experimental test LUT method.
The benchmarking current-LUTs were also used to train the network according to Section IV and the training took about 1
minute. Similar to training the NN for the simulation motor, we trained NN multiple times, from which the NN with a low or
lowest mean square error was chosen as the final NN for the experimental motor. After a well-trained NN was obtained, the NN
was integrated with the motor current controller, as shown in Fig. 7, in the experiment system to evaluate the performance of the

NN- and LUT-based MTPA, FW, and MTPV control as well as NN-based MTPA vs. online MTPA.

C. Hardware results

Fig. 20 shows the measured current and torque results using the NN and LUT methods when the dyno speed was set as
300rpm, in which Fig. 20(a) presents measured d-/q-axis currents in a 2-D plane that shows how the current reference
trajectories follow the MTPA line in the 2-D configuration and Figs. 20(b) to 20(e) present several time-response samples of
d-/q-axis currents as well as current amplitude and torque within the rectangle area shown in Fig. 20(a). Fig. 20(a) shows the
contour plot comparison of the proposed NN and LUT methods along the MTPA line under the flux limit of 0.288Wb
corresponding to the motor speed of 300rpm and DC voltage of 200V. Note: the sharp change in Fig. 20(a) represents the transition
from the MTPA line to the flux limit line of 0.288Wb, which can also be seen more clearly later in Fig. 22(a). Figs. 20(b) to 20(e)
show the transient current and torque using the NN and LUT methods, in which the torque command was initially 2Nm and

changed to 2.1Nm at around 10sec and 2.2Nm at around 25sec. Note: the torque shown in Fig. 20(e) was calculated based on
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measured motor current and flux linkages and eq. (4). In the experiment environment, there were more noises than those in the
simulation environment (Section V). As a result, the measured currents were processed through a low-pass filter so that the
impact of noises can be eliminated for a better evaluation and comparison. The transient response shown in Figs. 20(b) to 20(e)
corresponds to the part enclosed by the blue border line in Fig. 20(a). During the three time segments, for the NN-based
controller, the d-axis current is about -0.6A, -0.7A, and -0.9A (Fig. 20(b)), respectively, the g-axis current is about 3.5A, 3.6A,
and 3.7A (Fig. 20(c)), respectively, and the current amplitude is about 3.52A, 3.65A, and 3.75A (Fig. 20(d)), respectively; for
the LUT-based controller, the d-axis current is about -1.0A, -1.1A, and -1.2A (Fig. 20(b)), respectively, the g-axis current is
about 3.5A, 3.6A, and 3.7A (Fig. 20(c)), respectively, and the current amplitude is about 3.55A, 3.67A, and 3.78A (Fig. 20(d)),
respectively; for both methods, the generated torque is the same (Fig. 20(e)). From both the contour plot (Fig. 20(a)) and
transient response (Figs. 20(b)-20(e)) results, it can be seen the NN-based controller generated more accurate optimal dq-

current points and had a good transient response.
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Fig. 20. Performance evaluation of an experiment result generated by using NN and LUT methods under MTPA mode: (a) actual
vs. generated MTPA lines, b) d-axis current, (c) q-axis current, (d) current amplitude, (e) torque

Fig. 21 shows the experiment results for the IPM motor in the MTPA mode using the online and NN methods when the dyno

speed was set as 300rpm. The torque command was initially 0.5Nm and changed to 2Nm at around 6sec. Comparing Figs. 21

and 16, it can be seen that like the simulation result (Fig. 16), the hardware experiment result (Fig. 21) also shows that in the

steady state, the online method gives more torque oscillation than the NN method.
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Fig. 21. Performance evaluation of an experiment result generated by using NN and online iteration methods under MTPA mode:
(a) d-axis current, (b) g-axis current, (c¢) current amplitude, (d) torque

Fig. 22 shows the results for the IPM motor operating at higher speeds using the NN and LUT methods. The DC-link voltage
was 150V and the torque command was 2.3Nm. Fig. 22(a) shows the contour plot comparison using the proposed NN and LUT
methods along the equal torque line of 2.3Nm when the flux limit decreases (speed increases from 1600rpm to 1700rpm). Figs.
22(b) to 22(e) show the transient current and torque using the NN and LUT methods corresponding to the part enclosed by the blue
border line of the contour plot in Fig. 22(a). The motor speed was initially 1680rpm and increased to 1700rpm around 112sec.
From the results, it can be seen the operation of the motor entered the deep flux-weakening range. During the two time periods,
the output torque for the NN-based method is about 2.2Nm and 2.1Nm, respectively, and the output torque for the LUT -based
method is about 2Nm and 1.9Nm, respectively. For both methods, the output torque cannot reach the torque command of 2.3Nm
anymore. However, the NN-based controller had a very good transient response to the flux-weakening operation and was able to
generate more accurate optimal current commands, which means a higher torque in flux-weakening conditions than that of the

LUT-based controller (Fig. 22(¢)).
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Fig. 22. Performance evaluation of an experiment result generated by using NN and LUT methods in a flux weakening mode: (a)
actual vs. generated torque lines, b) d-axis current, (c) q-axis current, (d) current amplitude, (e) torque
Fig. 23(a) shows the contour plot of the dq-current outputs generated by using the NN method for each flux limit line (or circle)
when the torque command increases. It can be seen from the figure that the current solutions shown in the contour plot,
generated by using the NN method based on the commanded torque, follow the flux limit circles very well to generate the
corresponding torque. Fig. 23(b) shows the phase-a current response, corresponding to the rectangle-enclosed part of the
contour plot in Fig. 23(a) under the MTPA operation, when torque command changes as [2.5 0.5 0.6 0.8] Nm under 300rpm. It

can be seen from the figure that the NN-based MTPA control presents a very good dynamic response.
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Fig. 23. Performance evaluation of an experiment result generated by using the NN-based control at the MTPA mode and under
constant flux line constraints: (a) actual vs. generated flux and MTPA lines, b) phase-a current

Fig. 24(a) shows the contour plot of the dq-current outputs generated by the NN method for each equal torque line when the

flux limit decreases (speed increases). It can be seen from the figure that the current solutions shown in the contour plot,

generated by using the NN method, follow the equal torque lines very well to generate the maximum available torque and
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maintain the minimum current at the same time under the flux-weakening and MTPV operation modes. Fig. 24(b) shows the
phase-a current response, corresponding to the rectangle-enclosed part of the contour plot in Fig. 24(a) under the
flux-weakening operation mode when speed changes from 500rpm to 1000rpm with a 2.3Nm torque command. It can be seen

from the figure again that the NN-based control presents a very good dynamic response.
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Fig. 24. Performance evaluation of an experiment result generated by using the NN-based control under several constant torque
lines and the maximum current constraint: (a) actual vs. generated torque lines, b) phase-a current

VIII. CONCLUSIONS

The efficient operation of an IPM motor is important and challenging, particularly when considering nonlinear parameter
variations of the motor. This paper presents a novel machine-learning strategy based on a neural network (NN) for the MTPA,
flux-weakening, and MTPV control over the full speed range of the motor. Since the proposed NN controller is trained and
generated offline, it has the advantages that the LUT-based methods have, such as fast current reference generation, good stability,
and dynamic performance. The proposed structure is also simple, the offline NN training is easy to handle convergence issues, and
the online implementation of the offline trained NN has less computational burden compared to other online-based methods that
need to search for an optimal operating point iteratively.

At the same time, the proposed method overcomes the disadvantages of the LUT-based methods, such as 1) the requirement for
a large memory size to store the lookup tables, and 2) limited control accuracy due to the LUT size limitation and interpolation.
In addition, training data can be collected and stored randomly and irregularly, which makes it more convenient to implement
the proposed NN method, benefits especially the online-based data collection and storage for the cloud-based NN training, and
makes it much more feasible and efficient to implement NN lifetime adaptivity to handle the challenges of motor part-to-part
variation and parameter variation over time than any other methods.

Compared to the methods of determining MTPA and flux-weakening operating points through an online iteration strategy as
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reported in the literature, the proposed NN method can assure the optimal torque generation in one sampling step while the
online iteration method needs multiple sampling time steps and a much longer time to converge to its optimal torque. In the
steady state, the online method shows more torque oscillation than the NN method. In addition, the online iteration method is
typically developed for MTPA only for limited motor operating regions while the NN method allows efficient torque control
over the motor’s full operating range.

The study shows that compared to the traditional methods, the proposed NN-based method is more accurate to get the optimal
operating points and can better capture the nonlinear impact caused by the optimization solution and variable motor parameters.
The hardware experiments further demonstrate the effectiveness of the NN method applicable to practical [IPM motors.

To ensure the lifetime adaptivity and learning capabilities of the NN, a cloud-based offline NN training is proposed, which
will guarantee the safe and reliable NN system development and assure the high-performance operation of each individual IPM

motor over its lifetime.

APPENDIX I: THE PSEUDO CODE FOR THE DSP IMPLEMENTATION OF THE NN

NN MTPA FluxWeakening(T em, Aiim)
{

% Pre-processing
xr = normalized T, calculated by using (10a);
x,=normalized A, calculated by using (10b);

% First hidden layer computation
for s=1 to N

e [s]=w [s] o [s] e, 0[]
a! [S] _ tanh(n“ [S]) :

end for
% Second hidden layer computation
forp=ItoN,
m? [p] _ph? [p];
for s=1 to N;
m' [ p]=m"[p]+ W[ plis]-a"[s]:
end for
a” [p] = ‘[anh(mL2 [p]) ;
end for

% Output layer computation
3. _1.L3 .
Via :bILd ’ qu _blq ’
forp=ItoN,
3 L2
Vi :yld+M)£1 [p]-a [p]§
3 L2
Vig :y1q+WILq [p]-a [p];
end for
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% Post-processing operation of NN outputs
ia = converted yy; into d-axis current by using (10c);
iq = converted yy, into g-axis current by using (10d);

return id, iq;
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