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ABSTRACT

Due to a wide spectrum of applications in the real world, such as se-
curity, financial surveillance, and health risk, various deep anomaly
detection models have been proposed and achieved state-of-the-
art performance. However, besides being effective, in practice, the
practitioners would further like to know what causes the abnor-
mal outcome and how to further fix it. In this work, we propose
RootCLAM, which aims to achieve Root Cause Localization and
Anomaly Mitigation from a causal perspective. Especially, we for-
mulate anomalies caused by external interventions on the normal
causal mechanism and aim to locate the abnormal features with
external interventions as root causes. After that, we further propose
an anomaly mitigation approach that aims to recommend mitiga-
tion actions on abnormal features to revert the abnormal outcomes
such that the counterfactuals guided by the causal mechanism are
normal. Experiments on three datasets show that our approach can
locate the root causes and further flip the abnormal labels.

CCS CONCEPTS

 Security and privacy -> Intrusion/anomaly detection and
malware mitigation; « Computing methodologies - Machine
learning.
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INTRODUCTION

Deep anomaly detection models have been used to automatically
detect a variety of anomalies, such as bank fraud detection. As many
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anomaly detection tasks are high-stakes decision-making tasks,
there is a growing demand for the transparency of the detection
results, especially, for the outcomes as anomalies [16]. For example,
if a credit card transaction is declined by an automated decision-
making algorithm due to the potential fraudulent features of this
transaction, the user would like to know which features lead to the
transaction decline and how to avoid such a situation in the future.

To answer the question of which features lead to abnormal out-
comes, several interpretable anomaly detection approaches are pro-
posed based on the idea of feature attributions [12, 13, 23]. Although
feature attribution-based approaches can highlight the abnormal
features, they ignore the dependencies between different features,
whereas some abnormal features may be caused by other upstream
abnormal features. For example, if a loan application is declined, a

feature attribution-based approach may highlight the low income
and low savings as abnormal features. However, the actual situation
may be that low savings are caused by low income, and low income
is the root cause of the loan application decline. Identifying the
root cause of the anomaly can provide insights into the anomaly as
well as eficient actions to fix the anomaly.

In this paper, we study the problem of anomaly mitigation fa-
cilitated by the root cause localization. We propose a framework
named Root Cause Localization and Anomaly Mitigation (Root-
CLAM). The framework consists of two phases. In the first phase,
we attempt to identify and localize the features that are the root
cause of the anomaly for each abnormal instance. Then, in the
second phase, we answer the question of how to fix the abnormal
outcome by finding the algorithmic recourse [5] on the abnormal
outcome. Traditional algorithmic recourse may perform actions on
any feature in order to improve or flip the outcome. However, in
the context of anomaly mitigation, it is more natural to perform
recourse actions on the root cause features as not all features are
equally important for mitigation. Thus, our framework aims to find
the algorithmic recourse by only using root cause features.

Developing RootCLAM faces several challenges. First, despite
several root cause analysis approaches proposed for anomalies in
time series data [2, 3, 14, 24], the research on the root cause analysis
of the tabular data is still limited, especially in the context of anom-
aly detection. Second, to perform appropriate recourse actions on
root cause features to change the outcome, one needs to quantita-
tively analyze the causal connection between these actions and the
outcome [1, 25]. Last but not least, algorithmic recourse is known as
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providing a counterfactual interpretation of the outcome. However,
existing counterfactual inference techniques [8, 15] usually assume
that the causal connections between features can be described by
linear equations, which may not be realistic in practical situations.

To address these challenges, we first assume that the data gen-
eration is governed by a Structural Causal Model (SCM) [18], and
treat the root cause as external interventions on specific features.
As a result, the root cause localization is to identify features that
are impacted by the external intervention. Then, we formulate the
algorithmic recourse for anomaly mitigation as soft interventions
[4] in order to represent the causal effect of recourse actions on the
outcome as a differentiable expression. Based on that, we develop
a continuous optimization-based iterative algorithm that follows
the causal graph topological order to compute the actions such that
the outcome will be flipped to normal by performing the actions.

In addition, we leverage the causal graph autoencoder to conduct
counterfactual inference. In particular, we adopt the Variational
Causal Graph Autoencoder (VACA) [21] which can deal with non-
linear SCMs by leveraging graph neural networks. Finally, anomaly
mitigation is achieved as the outcome of the algorithmic recourse
based on root cause features.

For empirical evaluation, we conduct experiments on several
semi-synthetic and real-world datasets. The results show that our
method can produce the largest flipping ratio regarding the anomaly
detection outcomes while requiring the minimum perturbation
compared with the baseline methods.

PRELIMINARY

Structural Causal Model (SCM)

We adopt Pearl’s Structural Causal Model (SCM) [18] as the prime
methodology for computing counterfactuals. Throughout this paper,
we use the upper/lower case alphabet to represent features/values.

Definition 1. An SCMis a triple M = {[J, (0, (0} where

1) Ois a set of exogenous variables that are determined by factors
outside the model. A joint probability distribution 0(C) is defined
over the features in [J.

2) Ois a set of endogenous variables/features that are determined by
variables in J@ .

3) Oisasetof functions {0, . . ., Ch}; for each Ch® O, a corresponding
function [ is a mapping from O®& (O\ {{h}) to [, where a set of
features Cha, @ O\{(1} are called the parents of (.

An SCM is often illustrated by a causal graph G where each
observed variable is represented by a node, and the causal relation-
ships are represented by directed edges .

Inferring causal effects in the SCM is facilitated by the interven-
tion. The hard intervention forces some variable 0 & O to take a
certain value 1 For an SCM M, intervention O [0 = ) is equiv-
alent to replacing original function in Owith O = . The soft
intervention, on the other hand, forces some variables to take a
certain functional relationship in responding to some other vari-
ables [4]. The soft intervention substitutes equation 0= O(Cha, D)
with a new equation. After the intervention, the distributions of all
features that are the descendants of C0may be changed, called the
interventional distributions.
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Counterfactuals

Counterfactuals are about answering questions such as for two
features 0, 0@ O, whether Owould be Ohad Obeen O given that O
is equal to Oin the factual instance. Symbolically we denote this
counterfactual instance as Ch =7y | The counterfactual question
involves two worlds, the factual world and the counterfactual world,
and cannot be answered directly by the do-operator. When the
complete knowledge of the SCM is known, the counterfactual can
be computed by the Abduction-Action-Prediction process [18]:

1) Abduction:; Beliefs about the world are updated by taking into
account all evidence given in the context. Formally, update the
probability O(0) to (0| O).

2) Action: Perform do intervention, O [0 = 1), to reflect the coun-
terfactual assumption, and a new causal model is created by
interventions M’ = Mg qr=) -

3) Prediction: Counterfactual reasoning occurs over the new model
M " using updated knowledge 00| 0).

Causal Graph Autoencoder

A causal graph autoencoder is a type of deep learning model that
aims to learn a latent representation of the data that captures the un-
derlying causal relationships among variables given a causal graph.
In this paper, we adopt the Variational Causal Graph Autoencoder
(VACA) [21] which can accurately approximate the interventional
and counterfactual distributions on diverse SCMs and can deal with
non-linear causal relationships. The VACA consists of an adjacency
matrix Oof the causal graph, a decoder [hH(x |z 0 which is a graph
neural network (GNN) that takes as input a set of latent variables z
and the matrix Oand outputs the likelihood of x, and an encoder
h(z|x, O which is another GNN that takes x and Oas input and
outputs the latent variables of z. The VACA is trained to fit the
observational distribution.

To compute the counterfactual instance of a factual instance
x under the hard intervention O [T = [0), the VACA first com-
putes the distribution of z by feeding the factual instance x and O
into encoder [h(z|x, 0. Then, the VACA constructs the intervened
instance X by replacing the value of O;in the factual instance x
with the intervened value [J, as well as the intervened matrix O
by removing all incoming edges of node [ in the causal graph.
The VACA feeds x and (into encoder [Ch(z|x, ) to compute the
intervened distribution of the latent variables, denoted by z- Next,
the VACA removes the latent variable in z that corresponds to [,
i.e., (I, and replaces it with Einz to obtain a new vector z. This
step is to perform the intervention in the hidden space that is equiv-
alent to performing the intervention in the original feature space.
Finally, z and [Fare fed into the decoder (x| z, 0) to compute the
counterfactual instance.

ROOT CAUSE LOCALIZATION AND ANOMALY
MITIGATION (ROOTCLAM)

In this section, we introduce RootCLAM, which is a two-phase
framework that recommends anomaly mitigation actions to flip
abnormal outcomes to normal ones. When an anomaly is detected,
root cause localization is first to identify the abnormal features
leading to the abnormal outcome. Then, anomaly mitigation is to
further find actions on an anomaly to flip the prediction from a
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fixed anomaly detection model with the consideration of the root
cause of the anomaly. Figure 1 illustrates our framework for root
cause analysis and anomaly mitigation.

Problem Formulation

We start with formulating the problem for root cause localiza-
tion and anomaly mitigation. Consider an unlabeled dataset X =

{x@® }DD; consisting of both normal and abnormal samples, where x

= [04,...[h ...0n] @R Gs a sample with O features. We adopt a
score-based anomaly detection model [J-) : X = R, which labels
abnormal samples if [x) > [0 where Oindicates the threshold.
By applying [-) on X, we can obtain a set of detected abnormal
samples X~ . Our goal is to find the root causes of the anomalies as
well as the actions to fix them.

Root Cause. First, we need to define the root cause. Assume that
the normal data are generated from a Structural Causal Model
(SCM) given as follows:

Blb@X, [hE(Ch{Uo,B0R Chag} CH).

We consider that any anomaly is caused by certain external inter-
ventions on some features in the SCM. Thus, the root causes of
anomalies are defined as follows.

Definition 2. Given any anomaly x X, the root causes of x
is a setof features | that receives external interventions.

We do not assume the type of the SCM, but we do assume that
the external intervention on a feature [ can be represented as an
intervention on the exogenous variable (1. It is straightforward to
show that this assumption holds for some common types of SCM,
such as the additive noise model where the structural function is a
linear combination of [, and Ch. Based on this assumption, we
treat the root cause as the feature where the intervention leads to a
significant change in its distribution.

Definition 3. (Root cause). Given an anomaly X X, the root
cause of x is a set of features | that receives an external interven-
tion leading to a significant change in the marginal distributions of
exogenous variables ().

It is worth noting that the features that are not the root cause
may still exhibit abnormal behaviors. For example, suppose that a
feature [h
receives an external intervention, meaning that the proba-
bility distribution (1) is changed to a different distribution O (C1).
Meanwhile, the change in [ may propagate through the SCM, in-
fluencing another downstream feature O, where O is a child of
[h defined by SCM. As a result, the value of O may also
become abnormal due to the propagation from the external
intervention on [ through the SCM, despite being a non-root
cause.

Anomaly Mitigation. Once the anomaly is detected, one can
perform recourse actions to modify the values of certain features
to change the abnormal sample to a normal one. As it is natural to
modify root cause features only, we consider the problem of
anomaly mitigation that asks to find a minimum perturbation on the

root cause features 0@ | of a sample to flip the label made by [-).
From the causal perspective, the recourse actions can be modeled
as soft interventions. Specifically, define the anomaly mitigation
action as a parameter vector 0= [(4, ..., [, ...CH (o= 0if O@1).
For each root cause feature [}, we formulate the action that changes

’
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[(hto th+ [has a soft intervention. Then, the consequence of the
action on a sample x is the counterfactual instance of x under the
soft intervention. We denote this counterfactual instance as x(0)
which depends on the value of O as well as the underlying SCM.

With the above notations, the problem of anomaly mitigation
becomes to find the parameter vector O that minimizes the cost
of the changes made by the mitigation actions, subject to making
the counterfactual instance x(C) a normal sample for each original
abnormal sample x. It is formulated as that the anomaly detection
model should have the anomaly score less than the threshold Oby
taking counterfactual sample x(0J) as input, i.e.,, Ox(0)) < O By
using the weighted L2 norm of the action values [ as the quanti-
tative cost measure, given by Bc - (7, where ¢ is a cost vector for
describing costs of revising all root cause features (Og = 1 if O
1), the problem is finally formulated as

argminBc- @ stBx@ X", 0x(0) < O

O

)

Solving the optimization problem in Eq. (1) is not trivial. When
an action is performed to change [ to Ch + [, the downstream
features that are causally related will also be affected by this action.
For example, changing an annual salary usually has an impact on
the account balance. Thus, the counterfactual instance x(0J) is not
simply equal to x + O Ignoring causal relationships will lead to
incorrect action recommendations, and counterfactual inference
is needed to derive the accurate consequence of actions. Next, we
address this challenge by leveraging the Variational Causal Graph
Autoencoder (VACA), a state-of-the-art causal graph autoencoder.

Root Cause Localization

Based on the Definition 3, the idea of localizing the root cause
features is to examine the exogenous variables of all features. If an
exogenous variable [ does not follow the regular distribution C)((h)
learned from the normal data, the exogenous variable should be the
root cause of an anomaly that receives the external intervention.
In this way, even if a feature is abnormal, as long as its exogenous
variable follows a similar distribution as the normal data, we treat
it as a non-root cause feature and attribute the abnormal behavior
to be propagated from its parents.

To this end, we leverage VACA to learn the distribution of the ex-
ogenous Vvariable. As mentioned earlier, VACA contains an encoder
that maps the features to a hidden exogenous representation, i.e.,
z B [h(z]x,0, as well as a decoder that maps the hidden exogenous
representation back to the feature space, i.e., x @ [h(x|z,0. The
decoder and encoder are implemented as graph neural networks,
and all computations follow the structural equation specified by
the SCM. For each feature [h & X, the purpose of [ B z is to capture
the information of [ that cannot be explained by its parents. Thus,
[h plays a similar role to [, which implies that we can examine the
distribution of z to localize the root causes.

Specifically, after training the VACA on normal data, for each
sample x B X, we first derive the hidden variable z based on the
encoder of VACA and further calculate the cumulative probability
® () for each exogenous variable based on the distribution fitted
from normal data. To identify the root cause features with signifi-
cant changes in exogenous variables, we set a threshold [ for the
percentage of the values (in our experiments we use [0 = 0.125).
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Figure 1: The pipeline to achieve root cause identification and anomaly mitigation.

If ®([h) is smaller than O or larger than 1 - [0 we consider the
feature [ as a potential root cause. As there can be multiple root
cause features in a particular sample, we examine the exogenous
variables of all features and get a set of root cause features I .

Causal Graph Autoencoder-based Anomaly
Mitigation

For each sample in X, after getting the root causes, we further
want to flip the abnormal outcome with minimum actions on root
cause features | . The challenge in solving Eq. (1) is how to com-
pute counterfactual instance x([J) and solve Oas a continuous opti-
mization problem. We propose to perform the Abduction-Action-
Prediction process to conduct the counterfactual inference based
on the VACA. Since we perform actions on all features, we consider an
iterative Abduction-Action-Prediction process as follows:

Ch(0) = [ + 04,

[{z}

Action I
for0=2---0 Che OHHOo(0O),808 PAg}, E‘]? D(E@X)~
dh, {z

| (z Abduction
Prediction
th(D) =Th+[h
i)
@

where the features are sorted in topological order. More specifically,
to compute x(0), we: (1) infer the updated probability O(Ch| x) (Ab-
duction); (2) perform the action on each feature [ (Action); and (3)
infer the counterfactual values of the downstream features. Steps
(2) and (3) are repeated until all features are modified.

There are two challenges in directly applying the VACA to our
context. First, the VACA is designed to perform hard intervention
where the connections from the parents to the intervened node are
cut off. However, in our context, we conduct interventions on all
actionable features. By using hard intervention, the parent-child
relations of multiple features would be cut-off and cannot pass to
downstream nodes, which totally changes the underlying SCM
making the generated counterfactual instances infidelity. Therefore,
we perform soft interventions on all features where the parent-child
relations are preserved, which cannot be achieved by directly using
the VACA to perform hard interventions on all features. Second, the
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hidden exogenous representation z produced by the encoder may
not be in the same space as the features, but we want to compute
the recourse on the original feature space. These two challenges
mean that the action values cannot be directly added on z when we
adopt the VACA as the causal graph autoencoder.

We address the above challenges by proposing an iterative algo-
rithm, where each iteration performs a hard intervention on one
feature following a topological order. The idea is to pass the influ-
ence of each hard intervention to the downstream nodes before
performing the hard intervention on the next node in the topolog-
ical order, in order to simulate how the soft intervention works.
Specifically, at the Cth iteration, to take the generated action on
feature [, we perform a hard intervention on Chas O [Th = [h
+[h) -
to obtain the intervened instance x. Then, we use the VACA to com-
pute the interventional influence on all descendants of [ similarly
to the above discussion. Inthis process, x is first transformed to
the hidden representation z by the encoder. Meanwhile, the sam-
ple x before the intervention is also transformed to the hidden
representation z by the encoder. Then, Chyin z replaces [hin z to
perform the intervention in the hidden space that is equivalent to
performing the intervention in the original feature space. Finally,
the interventional influences of this action are transmitted to all de-
scendants of [ by the decoder which produces the counterfactual
instance of the sample under the intervention. It is worth noting
that, at the beginning of the [3h iteration, the value of [y has already
been updated by taking into account the interventional influences
of actions taken on ancestors of (1. As a result, after we perform
the hard intervention on all features, we obtain the counterfactual
instance under the recourse.

Finally, for the sake of generalization, instead of computing [J
for each instance separately, we define a function O = [h(x) for
generating the action given x. By integrating the score-based anom-
aly detection model and VACA for computing the counterfactual
instance into Eq. (1) and adding the constraint to the objective as
regularization, we obtain the final objective function as follows:

e n o}
L(O) = max OxO@P) -0 +03c-0m,, (3
xOgx-

where 0O = 7(x(D) indicates the action values for the sample
x(D: Ois a hyperparameter balancing the actions on the anomalies
and the flipping of abnormal outcomes; Ois another hyperparam-
eter controlling how close the anomaly score of counterfactual
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Algorithm 1: Training Procedure of RootCLAM for Miti-
gation Action Prediction

1 foreach x @ X~ do

Compute root cause features | for x

X & X

foreach O@1 do

Compute [h = [, (x)

6 Draw Z B [H(z|%,0 // Abduction
7 Compute Ch(0) = Th+ [ //
Acton 8 Replace Chin x with Th(0) and get x

9 Draw z @ [Ch(z|%, D

10 Replace Fhinz withThinz and get z(0)
1 Draw x(0) & h(x|z(0), O

X < x(0)

CBmpute L(0) according to Eg. (3)

oL (0)
Ol

_ OL(0)
Update 0= 0- 0=

o A wN

// Prediction

12

13

14

Compute

15

return [h

-
o

sample should be to the threshold [l Note that the only trainable
parameters in this objective function are the parameters 0of [j(x)
for generating the action values. Eq. (3) can be minimized using
off-the-shelf gradient-based optimization algorithms. The training
procedure is shown in Algorithm 1.

Practical Considerations. RootCLAM assumes the availability of a
causal graph about the data. In practice, the causal graphs may not
be available. In this case, we can leverage the causal discovery
algorithms to identify the causal relations of observational data [7].

EXPERIMENTS
Experimental Setup

Datasets. We conduct experiments on two semi-synthetic datasets
and one real-world dataset. For the real-world dataset, as we do not
have the ground-truth SCM, we only use it for a case study.

e Loan [11] is a semi-synthetic dataset about a loan approval
scenario derived from the German Credit dataset [6], which consists
of 7 endogenous features including loan amount (L), loan duration
(D), income (1), savings (S), education level (E), age (A), and gender
(G). The label Y indicates the probability of loan approval. We
treat the samples with high approval probabilities as normal and
the samples with low approval probabilities as anomalous. The
structural equations for data generation are be found in [11]. Due
to the space limit, we do not include the equations in this paper.

¢ Adult [21] is another semi-synthetic dataset about the annual
income of a person derived from the real-world Adult dataset [6],
which consists of 10 endogenous features of a person including age
(A), education level (E), hours worked per week (H), race (R), native
country (N), sex (S), work status (W), marital status (M), occupation
sector (O), and relationship status (L). We use the SCM designed in
the paper [21]. We follow the common settings of the adult dataset
to treat samples with income less than $50k as normal and samples
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with income more than $50k as abnormal. We use the structural

equations for data generation defined in [21].

Anomaly Injection. To quantify the performance of RootCLAM
for root cause localization, we generate abnormal samples by revis-
ing exogenous variables of some features. Especially, to generate
anomalies, we first randomly select one to four features and then
change the distribution of the corresponding exogenous variables.
For example, on the Loan dataset, we change the exogenous vari-
able [ of savings (S) from N (0, 25) to N (=25, 25). In this way, we
have the ground truth of the root causes for each abnormal sample.

« Donors ! is a real-world dataset that aims to predict whether
a project on DonorsChoose.org is exciting to the business. The
dataset consists of 10 endogenous features of a project, including “at
least one teacher-referred donor”, “fully funded”, “at least one green
donation”, “great chat”, “three or more non teacher-referred donors”,
“one non teacher-referred donor giving 100 plus”, “donation
from thoughtful donor”, “great messages proportion”, “teacher-
referred count”, “non teacher-referred count”. A project must meet
all of the following five criteria to be exciting: 1) was fully
funded; 2) had at least one teacher-referred donor; 3) has a
higher than average
percentage of donors leaving an original message; 4) has at least one
“green” donation; 5) has one or more of: 5.1) donations from
three or more non teacher-referred donors, 5.2) one non teacher-
referred donor gave more than $100, 5.3) the project received a
donation from a “thoughtful donor”.

We consider exciting projects as normal and non-exciting projects
as abnormal, while anomaly mitigation is to provide guidance to
make the project exciting. As a real-world dataset, we do not have
the ground-truth SCM, so we only use it for a case study. The causal
graph used in RootCLAM is approximated by the PC algorithm
[10] with some minor edits to incorporate the domain knowledge.
Figure 2 shows the causal graph on Donors.

teacher referred count

great messages
proportion
at least

1 green
donation
one non teacher
referred donor
giving 100 plus

three or more
non teacher
referred donors

at least 1
teacher referred
donor

donation
from thoughtful
donor

Figure 2: Learned causal graph on Donors.

Table 1 shows the statistics of three datasets. To simulate the
anomaly detection scenario, we set the ratio of abnormal samples
to normal samples as 1:10 in the unlabeled dataset for testing.
Anomaly Detection Models. We adopt Deep Support Vector Data
Description (Deep SVDD) [20] and autoencoder-based model (AE)
[19] as anomaly detection models [ -).

» Deep SVDD derives the anomaly scores of the test sample
based on its distance to the center Cof a hypersphere constructed
by normal samples, i.e., ((x) = BO(X) - (12, where [(x) indicates
the hidden representation of a sample x derived from (). Then,

Lhttps://www.kaggle.com/c/kdd-cup-2014-predicting-excitement-at-donors-choose
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Table 1: Statistics of three datasets.

Dataset | # of Features | Normal Dataset N Unlabeled Dataset
ormal | Anomalous
Loan 7 10,000 10,000 1,000
Adult 10 10,000 10,000 1,000
Donors 10 10,000 26,710 2,671

the objective function (Eq. (3)) for the recourse recommendation
can be rewriten as:

Lo(D)= max{ex (D (0F) - [, - O [0} + e - 0O m,.

xO@x-

¢ AE-based anomaly detection model derives the anomaly scores
of samples based on the reconstruction errors of an autoencoder
that is trained by normal samples, i.e., [Ax) = Bx - XB2, where
X indicates the reconstructed sample from autoencoder. Then, to
provide recourse for the AE-based anomaly detection model, the
objective function (Eg. (3)) can be rewritten as:

Lo d0) = 2 max{@x (D (00 (OO0 g 4 [O}+Bc- 0O @y.
xO@Ex-

In our experiments, we first train Deep SVDD and AE on the
normal dataset, respectively, and then apply the models on the un-
labeled dataset X and get the corresponding X ~ from each model.
Baseline for Root Cause Localization. We compare RootCLAM
with CausalRCA [9], a state-of-the-art approach for root cause
analysis. We use the implementation in the DoWhy package [22].
Baselines for Anomaly Mitigation. To our best knowledge, there
is no causal anomaly mitigation approach. We compare RootCLAM
with two baselines, C-CHVAE and NaiveAM.

¢ C-CHVAE [17] can find feasible counterfactual flipping the
output of classifiers, but does not consider the underlying causal
relationships when generating counterfactuals. We adapt C-CHVAE
by replacing classifiers with anomaly detection models.

* NaiveAM directly predicts the action values on all feasible
features without considering the underlying causal structure. Specif-
ically, given a set of abnormal sample X~ , we still train a neural
network Eh(-) to predict the action value, O= Ifh(x), where x @ X~
However, instead of generating the counterfactual samples guided
by SCM, NaiveAM generates the revised samples by simply adding
the action value on the original sample, i.e.,

%(O)=x+0 @)

NaiveAM is also trained on the objective function in Eq. (3) by
replacing Dand x(C) with (Jand X(0J), respectively. After training,
in order to evaluate whether the predicted actions can really flip
the labels in the counterfactual world, on Adult and Loan datasets,
we also generate the counterfactual samples based on the structural
equations given [, denoted as X(C)) (SCM).

Implementation Details. For a fair comparison, the hyperparam-
eters of neural networks for action prediction in NaiveAM and
RootCLAM are the same. We set the hyperparameters for VACA by
following [21]. By default, the threshold for anomaly detection is
set to 0.995 quantiles of the training samples’ distances to the center
(Deep SVDD) or the reconstruction errors (AE). For the intervention
value prediction, we utilize a feed-forward network with structure
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m-2048-2048-n, where m is the input dimension and n is the num-
ber of actionable features. The costs c in Eq. (3) are user-specified
functions for each root cause feature to represent preferences or
feasibility of features changing. The cost functions can be changed
according to the requirements or prior knowledge. To be fair, we
use the standard deviation of each root cause feature as the cost for
NaiveAM and RootCLAM. Our code is available online 2.

Experimental Results

The performance of anomaly detection. We evaluate the perfor-
mance of anomaly detection in terms of the F1 score, the area unde
r the receiver operating characteristic (AUROC), and the area
under the precision-recall curve (AUPRC). Table 2 shows the
anomaly detection evaluation results. In short, both AE and Deep
SVDD can achieve good performance for anomaly detection,
meaning that the predicted abnormal samples X = have high
accuracy. It lays a solid foundatiorl for action prediction.

After getting the abnormal set X ~ of each dataset, we then train
and test the root cause localization and anomaly mitigation with
the train/test split ratio of 80/20.

Table 2: Anomaly detection on the unlabeled datasets.

Dataset AE Deep SVDD
F1 | AUROC | AUPRC| F1 | AUROC | AUPRC
Loan | 0.923| 0.998 0.982 | 0.888 | 0.993 0.944
Adult | 0.893| 0.984 0.899 | 0.837| 0.923 0.823
Donors | 0.967 0.998 0.979 | 0.988 | 0.999 0.998

Table 3: Root cause localization on the unlabeled datasets.

AE Deep SVDD
Pre. | Rec.
CausalRCA | 0.707 [ 0522 | 0.680 [ 0591 | 0.704 | 0.508 | 0561 | 0.533
RootCLAM | 0.728 [ 0545 [0.765 |0.636 |0.727 [0523 [0.776 |0.631
Adult |_CausalRCA [ 0.853 [ 0.554 | 0.615 [ 0.583 | 0.850 | 0.546 | 0.593 | 0569 |

| RootCLAM | 0866 | 0.567 | 0.849 | 0.680 | 0.855 | 0.544 | 0.794 | 0.646 |

Accu. | Pre. | Rec. F1 | Accu. F1

Loan

The performance of RootCLAM on root cause localization.
After detecting the anomalies, the next step is to identify the root
causes. We further evaluate the performance of RootCLAM on root
cause localization in terms of accuracy, precision, recall, and F1.
As shown in Table 3, RootCLAM outperforms CausalRCA in terms
of accuracy and F1 score on both datasets. Especially, RootCLAM
achieves much higher recall compared with CausalRCA, which
means RootCLAM can identify more root cause features.

The performance of RootCLAM on counterfactual sample
generation. Generating high-fidelity counterfactual samples is a
fundamental requirement for predicting high-quality actions to
flip the labels. We evaluate the quality of estimated counterfactual
samples in terms of the mean squared error (MSE) as well as the stan-
dard deviation of the squared error (SSE) between the true and the
estimated counterfactual samples on the Loan and Adult datasets
that have the ground truth structural equations for data generation.
On Loan, the MSE and SSE are 3.976 and 2.266, respectively, while

2https://github.com/hanxiao0607/RootCLAM
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Table 4: The performance of anomaly mitigation in terms of the flipping ratio and norm of action values.

Metric

Loan

Adult

C-CHVAE \ NaiveAM \ ROOtCLAM

C-CHVAE \ NaiveAM \ ROOtCLAM

AE Flipping Ratio

v

1.000 1.000 0.891

0.114 0.885 0.960

Y

0.499 0.337 0.839

0.065 0.598 1.000

Action Value

22.383 6.382 5.185

115.862 34.389 14.504
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@c - O,

1.000

0.988 0.671 1.000 1.000

Flipping Ratio Y 1.000
Deep SvDD | ' PP'"9 Y 0.49%

0.847

0.963 0.586 0.595 1.000

Action Value | Bc - OB 17.832

13.474

5.862 63.124 69.169 29.274

on Adult, the MSE and SSE are 3.334 and 0.900, respectively. It

means RootCLAM can get good counterfactual samples.

The performance of anomaly mitigation in terms of flipping
ratio. We evaluate the performance of anomaly mitigation by ex-
amining the flipping ratio that anomalies are transferred to normal
through the interventions predicted by [h(-). The flipping ratio is
calculated as the fraction of the number of flipped samples over
all detected anomalies. Because we would like to check whether
the predicted actions can really flip the labels in the counterfactual
world, given the predicted action values from RootCLAM and base-
lines, we also use the ground-truth structural equations to generate
the counterfactual samples. We calculate the flipping ratio by con-
sidering two scenarios: 1) whether the anomaly detection model
would detect the counterfactual samples as normal, denoted as ¥;
2) whether the ground truth Y is flipping from abnormal to normal
based on the ground-truth structural equations, denoted as Y.

As shown in Table 4, on Loan and Adult datasets, both Root-
CLAM and NaiveAM can successfully flip almost all abnormal sam-
ples detected. However, C-CHVAE cannot get good performance on
the Adult dataset. For the flipping ratio on the ground truth label
Y, RootCLAM can successfully flip most of the abnormal samples
on both datasets. It means the actions predicted by RootCLAM can
reverse the majority of abnormal samples to normal in the counter-
factual world. However, NaiveAM and C-CHVAE cannot get good
performance on flipping the ground truth label Y. This is because
both NaiveAM and C-CHVAE do not consider the underlying causal
structure in the data, showing that simply revising the root cause
features is not suficient to flip the ground-truth labels.

The performance of anomaly mitigation in terms of the norm
of action values. One requirement for anomaly mitigation is to
conduct minimal interventions on the original samples. We further
calculate the norm of action values, i.e., Bc - (122, on the samples
with successfully flipping labels. As shown in the last row of Table
4, RootCLAM makes much smaller changes on the original samples
and still has higher flipping ratios on the ground truth label Y.
The trade-off between the flipping ratio and the norm of
action values. In the objective function (Eg. (3)), Oas a hyper-
parameter controls the trade-off between the norm of action values
and the flipping ratio in the training phase. A large Ovalue indicates
that the model will be trained with an emphasis on minimizing the
action values. Given the predicted action values, we adopt ground-
truth structural equations to generate counterfactual samples and
then check the flipping ratios based on anomaly detection models
() and the ground truth label Y. Figure 3 shows the results. Each
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Figure 3: Trade-off between flipping ratio and action value.

point on the line from left to right indicates the result from one O
value in the set [1,1071,1072,1073,5 x 104,107, 10]. Because
good mitigation action predictions should be able to flip the label
with minimum changes, closing to the top-left corner indicates
good performance.

First, on both datasets, we can notice that in most cases, increas-
ing the norm of action values can improve the flipping ratio. It
means most of the abnormal samples can be flipped as normal
ones with suficient changes. Therefore, the key is to conduct mini-
mum interventions on the original samples. The exception is that
when having a large norm of action values on NaiveAM to flip the
ground-truth label O, we can notice the flipping ratio either does
not changes or drops, which shows the importance to consider the
causal relationships when applying the mitigation actions.

As shown in Figure 3a, on the Loan dataset, both NaiveAM and
RootCLAM can achieve a high flipping ratio evaluated by AE with
very small action values (B¢ - (1@, < 3). On the other hand, in terms
of flipping the ground truth label Y, RootCLAM can achieve a much
higher flipping ratio compared with NaiveAM. On the Adult dataset,
as shown in Figure 3b, RootCLAM can still achieve a near 100%
flipping ratio on the detected label Y as well as the ground truth
label Y, while the performance of NaiveAM is poor.

As shown in Figure 3c, on the Loan dataset, both NaiveAM and
RootCLAM can achieve a near 100% flipping ratio evaluated by Deep
SVDD with very small action values (@c - @, < 7.5). On the other
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Figure 4: Sensitivity analysis by setting various (1

hand, in terms of flipping the ground truth label Y, RootCLAM can
achieve a higher flipping ratio with a lower norm of action values
compared with NaiveAM. On the Adult dataset, as shown in Figure
3d, RootCLAM can still achieve better performance over NaiveAM
by setting various Cvalues for flipping both the ground truth label
Y and detected label Y.
Sensitivity analysis by setting various Oin the objective func-
tion (Eq. (3)) for anomaly mitigation. The hyperparameter [
in Eq. (3) controls how close the anomaly scores of counterfactual
samples should be to the threshold. We evaluate the flipping ratios
by tuning the hyperparameter [1 A smaller Oindicates that the
counterfactual samples should be closer to the center of normal
samples (DeepSVDD) or have a smaller reconstruction error (AE).
Figures 4a to 4d have similar observations. First, in all settings,
the flipping ratios in terms of detected label Y are high and keep
stable, which shows that a small intervention on abnormal samples
can flip the detecting results. Meanwhile, by reducing the Ovalue,
we can observe the increase of the flipping ratio in terms of
ground-truth label Y as well as the norm of action value, which

means flipping the ground-truth label requires more interventions.

Sensitivity analysis by setting various Ofor root cause local-

ization. Because the root cause features are identified with a small

or large cumulative probability controlled by [J we evaluate the

performance of root cause localization by tuning the threshold [1
As shown in Figure 5, on both datasets, increasing the threshold
Ocan increase the recall of root cause localization with a minor
negative impact on the precision. The overall performance in terms
of accuracy and F1 keeps improving with a large O value.

Case study. We conduct case studies to show that RootCLAM can

identify root causes and recommend mitigation actions.

Loan Dataset. Table 5 shows the case study on the Loan dataset
with the root cause features I={"loan amount", "loan duration"}.
For the semi-synthetic Loan dataset, the positive values of features
usually indicate above the average, while negative values indicate
below the average. The rows X(0)) (SCM) and x([J) (SCM) indicate
counterfactual samples generated based on the structural equations
given the predicted action values from NaiveAM and RootCLAM,
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Figure 5: Sensitivity analysis by setting various [l

respectively, while x(0) (Eg. 2) indicates the counterfactual samples
generated based on our approach.

Given an abnormal sample x, RootCLAM successfully identifies
the two root cause features. Meanwhile, the mitigation actions
predicted by RootCLAM indicate that reducing the loan amount
(L) and the loan duration (D) can significantly improve the loan
approval rate. On the other hand, although NaiveAM predicts more
actions for anomaly mitigation, the odds of loan approval based on
NaiveAM are still lower than the result from RootCLAM.

Adult Dataset. Table 6 shows the case study on the Adult dataset
with the root cause features I={"hours worked per week"}. In this
case, the action values predicted by RootCLAM on the hours worked
per week is negative, which indicates that reducing hours worked
per week can make the sample normal (Income less than 50k). As
we consider an income higher than 50k as abnormal, our predicted
action value can indicate why an individual can have a high income,
i.e., having a large number of hours worked per week. On the other
hand, NaiveAM cannot ensure the success of anomaly mitigation.
For the AE-based model, the income value is not changed based
on the action values predicted from NaiveAM. For the DeepSVDD-
based model, although the action values predicted by NaiveAM
successfully reduce the income, NaiveAM predicts larger action
values compared to RootCLAM.

Donors Dataset. We consider a project that is not exciting as
an anomaly and aim to flip the label. Based on the definition of an
exciting project, the original sample x in Table 7 is not exciting
because this project fails to meet the requirements of at least one
teacher-referred donor (F1) and at least one “green” donation (F3).
In this case study, RootCLAM identifies “great messages proportion”
(F8), “teacher-referred count” (F9), and “non teacher-referred count”
(F10) as the root cause features. All root cause features are ancestors
of exciting requirements shown in Figure 2. After getting the action
values from [h(+), we round to the nearest integer. Because we do
not have the ground truth structural equations for Donors, Table 7
only shows the predicted counterfactual samples from the models.
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Table 5: Case study on the Loan dataset, where “loan amount” (L) and “loan duration” (D) are root cause features.

l fer A T"E T L T D T 1T T S T V |
[ X [0 [ 1878 | -0.095 | 2.423 | 5.634 | -2.064 | 0.697 || 0.003 |
NaiveAM O / / / -2.441 -8.159 | 0.217 | -6.342 /
X (0O) (SCM) 0 [ -1.878 | -0.095 | -0.017 | -2.525 | -1.847 | -5.646 0.838
AE OJ 7 T I -5.958 | -11.336 7 7 7
RootCLAM [ x(0) (Eq. 2) 0 [ -2133 | -0.089 | -3.125 | -9.154 | -1.982 | 0.162 0.954
x(0) (SCM) 0 [ -1.878 | -0.095 | -3.534 | -11.659 | -2.064 | 0.697 0.976
NaiveAM O / / / -1.655 -3.911 -1.869 | -0.161 /
aive KOy (SCMy {0 | -1.878 [ -0.005 | 0.7697 | 1723 | -3.032 | 0536 || 0.083
Deep SVDD 0J T T -2.157 | -12.324 7 7 7
RootCLAM [ X(0) (Eq. 2) 0 [-2.134 |-0.089 [0.4530 | -7.600 | -1.982 | 0.162 0.818
x(0) (SCM) -1.878 -0.0f95 0.267 -8.847 | -2.064 | 0.697 0.850
G —‘gender’, A —‘age’, E - ‘education level’, L —‘loan amount’, D — ‘loan duration’, |- ‘income’, S— ‘savings’

Table 6: Case study on the Adult dataset, where “hours worked per week” (H) is the root cause feature

R A N[S| E H W[M[O]|L I
X 40T [ 1| 1| 5264 | 525 T 1 T 81
NaiveAM 0 /| 9219 | /| /| o266 | -a4248 | /| /|1 |/ /
K(O) (SCM) || 2 [ 45620 | 1 | 1 | 5529 | 48372 | T | 1T | 2 | L || 60,816
AE 0 7 7 77 7 9672 |7 |7 [T |7 7
ROOtCLAM [ X(O) (EQ.2) || 2 | 38293 | 1 | 1 | 5370 | 44791 | T | 1 | 2 | 1 || 45,816
X(O) (SCM) || 2 | 36401 | 1 | 1 | 5264 | 42848 | 1T | 1 | 2 | I || 45,816
NaiveAM 0 /| 20734 ]/ [/ o549 85723 [ / [/ ]/ 1/ /
aive OOy SCM) [ 2 [ 57135 [ T [ I [ 5813 | 43947 [ T [ T [ 2 [ I [[ 45816
Deep SVDD 0 7 7 717 T 282 [T [T [ 7 |7 7
ROOtCLAM [ X(OY(EG-2) |[ 2 | 38293 [ T | T | 5370 | 40217 | T | 1T | 2 | T || 45,816
X(O) (SCM) || 2 | 36401 | 1 | 1 | 5264 | 39848 | T | 1T | 2 | I || 45,816
R—‘race’, A—‘age’, N-‘'native country’, S—‘sex, E —‘education level’, H —‘hours worked per week’, W — ‘work
status’, M — ‘marital status’, O — ‘occupation sector’, L — ‘relationship status’, |- ‘income’
Table 7: Case study on the Donors dataset
I [FL[F2[F3[FA[F[F6[F/ [ FB [P FO] Y|
| X [O]TJTOoJTIJTOTI[TO[6]O]3T]
. 0 AR
A NaiveAM oy eqay T 0 [T 0 [ T [0 [ L[ 0 (1005 3 |1
ROOICLAM 0 T 17 [ 7T [ 7T 7T [T [T |26 ]2]5 7
XV (€G- || L | £ | 1| T [T ] 1] 01002 6 [|O
. ] ST ]sa]s ] 47/
NalveAM |y g2y 0 [ T [0 T [0 [ T [0 [0 5 [ 21T
Deep SVDD
ROOICLAM 0 T 17 [ 7T [T |7 (7T [T ]|%]2]5 7
XIN(EG- ) || L | L | L] T | L] LT[0 |10 2] 6 [|O

F1 - ‘at least 1 teacher-referred donor’, F2—‘fully funded’, F3- ‘at least 1 green donation’, F4— ‘great chat’,
F5 — ‘three or more non teacher-referred donors’, F6 — ‘one non teacher-referred donor giving 100 plus’, F7 —
‘donation from thoughtful donor’, F8 — ‘great messages proportion’, F9 — ‘teacher-referred count’, F10 —
‘non teacher-referred count’.

For the purpose of anomaly mitigation, in order to make the CONCLUSION

project exciting, as shown in Table 7, the project host should try to In this paper, we developed RootCLAM, a framework for root cause
have more ‘great messages’, increase the ‘teacher-referred count’ analysis and anomaly mitigation through causal inference. Root-
as well as ‘non-teacher-referred count’. After doing such changes, CLAM first learns a Variational Causal Graph Autoencoder from
as shown in the last row, some key features, such as F1, F3, and F5, the normal data. Then, given an abnormal sample, RootCLAM iden-
are flipped to 1. Then, we can notice that the counterfactual sample tifies root cause features with the exogenous variables significantly
will be exciting. On the other hand, because NaiveAM does not deviated from the regular data. Then, RootCLAM computes mitiga-
consider the causal relationships among features, NaiveAM cannot tion actions as soft interventions on root cause features that can
derive the impact on other features afte_r changing the root cause flip the anomalies to normal. Experiments show that RootCLAM
features. As a result, NaiveAM cannot flip the label. achieves state-of-the-art performance on root cause localization
and can further successfully fix most of the anomalies.
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