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Abstract

This note describes the development and testing of a novel, programmable reversing flow
1D (R1D) experimental column apparatus designed to investigate reaction, sorption, and
transport of solutes in aquifers within dynamic reversing flow zones where waters with different
chemistries mix. The motivation for constructing this apparatus was to understand the roles of
mixing and reaction on arsenic discharging through a tidally fluctuating riverbank. The apparatus
can simulate complex transient flux schedules similar to natural flow regimes The apparatus uses
an Arduino microcontroller to control flux magnitude through two peristaltic pumps. Solenoid
valves control flow direction from two separate reservoirs. In-line probes continually measure
effluent electrical conductance, pH, oxidation-reduction potential, and temperature. To
understand how sensitive physical solute transport is to deviations from the real hydrograph of
the tidally fluctuating river, two experiments were performed using: 1) a simpler constant
magnitude, reversing flux direction schedule (RCF); and 2) a more environmentally relevant
variable magnitude, reversing flux direction schedule (RVF). Wherein, flux magnitude was
ramped up and down according to a sine wave. Modeled breakthrough curves of chloride yielded
nearly identical dispersivities under both flow regimes. For the RVF experiment, Peclet numbers
captured the transition between diffusion and dispersion dominated transport in the intertidal
interval. Therefore, the apparatus accurately simulated conservative, environmentally relevant
mixing under transient, variable flux flow regimes. Accurately generating variable flux reversing
flow regimes is important to simulate the interaction between flow velocity and chemical

reactions where Brownian diffusion of solutes to solid-phase reactions sites is kinetically limited.



Introduction

Dynamic reversing flow conditions can drive mixing zones between waters with disparate chemistries in
both natural and human-impacted aquifers. Within these mixing zones, hydrological and biogeochemical processes
are coupled in ways that mediate metal and nutrient reactions. This coupling can significantly alter the chemistry of

water that passes through these zones. Examples of dynamic reversing zones include: 1) oscillating water tables

within aquifers (Du Laing et al. 2009; Rezanezhad et al. 2014; Wang et al. 2017); 2) push-pull tests
performed on monitoring wells below the water table (Kruisdijk and van Breukelen, 2021; Radloff et
al.. 2017, 2011; Teutsch et al. 2005); 3) riverbanks and riverbeds of dynamically fluctuating rivers
(Benner et al. 2008; Berube et al. 2018; Datta et al. 2009; Jung et al. 2015; Rhodes et al.
2017; Xu et al. 2017; Zachara et al. 2013); 4) estuarine beds (Geng et al. 2021; Michael et al.
2003; Spiteri et al. 2008); and 5) salt water beaches (Kim et al. 2017; McAllister et al. 2015). The

latter are commonly impacted by storm surges and ocean tides. [solating the individual and collective impacts of

physical transport with kinetically limited and equilibrium limited biochemical reactions within mixing zones is
important for predicting water quality, as well as ecosystem and human health. Prior studies of these mixing zones

routinely note the need to elucidate the impacts of transient flow and biochemical reactions on metal and nutrient

transport in these interfaces (Berube et al. 2018; Bone et al. 2006; Datta et al. 2009; Hester et al.
2017; Parsons et al. 2013; Sawyer et al. 2009; Xu et al. 2017; Zachara et al. 2013). However,
few experimental apparatuses have been developed to achieve this. Dynamic reversing flow mixing zones
are notoriously difficult to study. Field studies on transport and reaction in mixing zones face
challenges of representative sampling without inducing artificial mixing (Hester et al. 2017) and
identifying the flow pathway in 3-Dimensions (3-D) too perform mass balance calculations of
reactants and products of biochemical reactions. Numerical models offer the power of process-

level insights into transport and reaction within mixing zones. However, these models often



require assumptions for many unconstrained parameters, which leads to generating non-unique
solutions.

Physical scale models of mixing zones in laboratory settings inherently require simplified
conditions relative to the field. However, physical models permit control over the flux regimes,
sediment compositions, and influent chemistries. This control enables fine-scale temporal and
spatial sampling and observations to constrain key chemical reactions and physical transport
processes that are otherwise difficult to discern from field and modeling studies. Hence, physical
models can help constrain the hydrological (porewater residence time, mixing of disparate end-
members, timing and magnitude of flow reversals) and biogeochemical (redox chemistry, solid-
phase chemistry, biochemical reaction kinetics and equilibrium reactions) mechanisms of
contaminant transport to and from dynamic reversing mixing zones (Li et al.. 2020; Liu et al..
2017; Rezanezhad et al.. 2014; Ziliotto et al.. 2021). If implemented in conjunction with a field
study, these physical models can potentially isolate site-specific chemical reactions, thereby
helping to explain spatial and temporal patterns in pore-water chemistry in the field and helping
to constrain numerical models.

Despite their potential, there are few published examples of laboratory scale physical
models of dynamic reversing mixing zones. This lack of physical models may be owed to the
lack of a cost-effective and adaptable general-purpose apparatus. Physical model applications
that have been described in publications include devices that simulate push pull tests and multi-
well remediation (Sather et al. 2023), apparatuses simulating oscillating water tables
(Rezanezhad et al. 2014; Xin et al. 2018) and reversing flow 1D column experiments (Li et al.

2020; Liu, et al. 2017).



Reversing flow, 1D column experiments (R1D) present a potentially flexible, cost-
effective and reproducible approach (Li et al.. 2020; Liu, et al.. 2017). Past R1D- experiments
implemented constant fluxes with abrupt flow reversals between influent and effluent ends of the
column (Li et al.. 2020; Liu, et al.. 2017). Transient flow behavior, however, is inherent to
dynamic reversing mixing zones. During faster flow conditions, advective transport dominates,
whereas during more stagnant conditions, diffusive transport dominates. The kinetics of
adsorption and desorption (Nkedi-Kizza et al. 1984), and mineral growth and dissolution
(Berner, 1978; Drever, 1997) mechanisms all have Brownian diffusion steps that could be
favored by slower flow conditions. Moreover, local thermodynamic chemical equilibrium may
be approached under slow flow conditions which may slow reactions compared to faster flow
rates where the reactants are quickly delivered, and the products are quickly removed from the
reaction sites. Under higher flow rate conditions then, nonequilibrium kinetics may govern the
completeness of reactions along the flow path (Bearup et al.. 2012). Hence, R1D apparatuses
could help investigate how coupled transient flow and geochemical reactions control
contaminant transport behavior at real world sites.

For example, we could determine the mechanisms behind how Fe-oxide Permeable
Natural Reactive Barriers (PNRB) accumulate solid-phase As from discharging groundwater
along the tidally fluctuating Meghna River, Bangladesh. This process has been proposed to
produce the high solid-phase concentrations of As (>23,000 mg/kg) associated with Fe-oxides in
1-2 m deep riverbank sediments (Datta et al., 2009). The process has been investigated at
numerous field sites by measuring hydraulic gradients, pore-water chemistry and volumetric
fluxes (Jung et al., 2015; Berube et al., 2018; Huang et al. 2022). The PNRBs are likely
maintained by the fluctuating position of a redox gradient that spans a mixing zone between
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anerobic groundwater to aerobic surface water. Direct observations are lacking of As attaching to
Fe-oxide surfaces that form under oscillating river stage conditions. Little is known on whether
Fe-oxides recrystallize into more stable crystalline mineralogies, permitting the PNRB to persist
during the wet season when the riverbank is fully inundated. Dam building and sea level rise
may further impact the stability of Fe-oxide deposits and their metal sorbents.

The development of an R1D can simulate the real-world flow regimes, using sediment
cores from riverbanks to answer these questions. To the authors’ knowledge, a transient R1D
apparatus and experiment has not been attempted to mimic the gradual transition between high
and low flow rates inherent in real-world dynamic mixing zones. This is important to capture the
transition between equilibrium and nonequilibrium kinetics.

We present a first-of-its kind experimental apparatus, in the form of a programable R1D
column apparatus that can simulate transient dynamic reversing mixing zones. The automation of
most processes within this apparatus minimizes past logistical hurdles such as having to
manually adjust manual flow rates and turn valves. This automation permits the operator(s) more
time for sample processing and analyses. Cost-effective tools, parts, and software were
intentionally selected to encourage the reproduction of this apparatus in other institutions.

The objective of this study was to produce an environmentally relevant reversing flow
regime that mimics the variable flux magnitude and direction that is seen in transiently
fluctuating rivers. Two experiments were performed on the same packed sediment column using:
a simpler constant magnitude, reversing flux direction flow regime (RCF); and the more
environmentally relevant variable magnitude, reversing flux direction regime (RVF) in which
flux magnitude was ramped up and down according to a sine wave discretized at 30 second time-

steps. To confirm the apparatus simulated this more complex RVF flow regime with high



accuracy, the breakthrough curves of both experiments were fit to sediment dispersivity using a
1-D numerical model. Identical boundary conditions were imposed in the numerical model as
input into the R1D sediment column. If the RVF flow regime was accurate, similar dispersivities

are expected.

Materials and Methods

The R1D apparatus alternatively injects water from two separate reservoirs into opposing
ends of a column filled with sediment analogously to real-world dynamic reversing zones (Fig.
1). In the example shown in Figure 1, artificial groundwater (AGW) is injected into the column
through one end, displacing artificial surface water (ASW) that is already in the column (Fig.
la). When flow direction is reversed, ASW then displaces AGW through the opposite end of the
column (Fig. 1b). The column effluent passes through a set of in-line water quality probes before
collection.

We simulated the two different flow regimes with the apparatus (Fig. 1c-d). In the first
experiment, the flow rate was held constant over a 6 hr interval before a full reversal. The flow
regime in this first experiment is comparable to flow regimes used in prior R1D experiments by
Liu et al. (2017) and Li et al. (2020). In the second experiment, at the start of each interval, the
flow rate was gradually ramped up and then down again as the next reversal approached the end
of the interval. This ramping flow rate approximated the sine wave of a semi-diurnally
fluctuating river stage centered on zero with a riverbank aquifer that has a relatively constant
water table compared to the fast-changing river stage (Fig. 1c-d) (Berube et al. 2018; Shuai et al.
2017).The different flow regimes in the column were controlled by an programable Arduino
microcontroller that modulated flux from a pair of peristaltic pumps at 30 second intervals. The
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source of influent water and the corresponding direction of flow through the column was

controlled by a set of 3-way diverting valves.
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Figure 1. Tubing connections and flow pathways within the R1D apparatus are illustrated.
Artificial groundwater and artificial surface water chemistries are represented by the colors red
and blue, respectively. (a) Artificial groundwater injection stage. (b) Artificial surface water

injection stage following a reversal in flow direction. (¢) Two different flow regimes



approximating a tidal pulse signal. The constant and variable flux regime temporal pattern in flux
(and driving head) are represented by purple and blue, respectively. (d) Conceptual model that
shows the location of the sediment column in the riverbank and the hydraulic gradients during

gaining and losing conditions.

Plumbing and Electronics

The Arduino Due was connected to a computer to receive programs to run the
experiments and to log timestamp, pore volume (PV) estimates, and inline probe measurements.
The volumetric flux of two low flow (0.005-32 mL/min) variable-speed peristaltic pumps
(Model BQ80S, Golander Pump, Norcross GA USA) was controlled by the digital to analog 12-
bit output pin of the Arduino. The output voltage range was expanded from 0.55-2.75 V to 0-3.3
V using a dual power LM358 operational amplifier (LM358, Texas Instruments, Dallas TX
USA). The three 12V DC PTFE solenoid diverting valves (2552N14, McMaster Carr, Elmhurst,
IL) were actuated with a relay module using an electronically isolated power source. The
solenoid valves were negative voltage spike compensated with flyback diodes (Model 1N4007,
Ltvystore Seattle WA USA). A complete wiring diagram and parts list of the apparatus is
provided in the supplemental material (Table S1; Fig. S2). Total material expenditures for the
apparatus were $3515.62 USD (2021) and the parts list is reported in SI 2.

The Arduino Due controlled flux by modulating voltage to the pump’s serial port with the
variable digital to analog (DAC) pin, modified to a working 0-3.3 V range. However, the
relationship between input voltage and the volumetric water flux produced by the peristaltic
pumps needed to be calibrated. Observed fluxes were manually calibrated against input voltages
from the R1D prior to the experiments (Fig. S3). The accuracy of the flux was verified by
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weighing the mass of water recovered and comparing that mass to that predicted by the

calibrated variable flow rates.

In-Line Probes and Measurements

In-line temperature, electrical conductivity (EC), pH, and oxidation-reduction potential
(ORP) probes were installed in custom-made acrylic flow cells downstream of the column
effluent. These flow cells had vertically oriented inlet and outlet ends to prevent the buildup of
air, which can interfere with the probes. The volume of the flow cells was kept low to minimize
mixing prior to sampling the effluent. Including effluent tubing and flow cells, the total
downstream dead volume was 4.36 mL. Unless otherwise noted, all the following probes and
materials were purchased from Atlas Scientific (Long Island City, NY). The EC probe was an
Atlas Scientific Mini 1.0 EC and was two-point calibrated with 88 puS/cm (Biopharm, Hatfield
AR) and 1413 pS/cm solutions. A Micro pH Probe was calibrated at the start of the experiment
using pH buffers of 4, 7, and 10. A Micro ORP Probe was calibrated using a 225 mV (Zobell’s)
solution. The computer logged the probe data from the Arduino into a comma delimited file
using the software puTTY (Version 0.76) (Tatham, 2021). In-line temperature, pH, EC, and ORP

were measured at a 30 second frequency.

Column Experiment Preparation

To improve the reproducibility between separate experiments and to prevent air bubbles
from being trapped in pore spaces, the column was wet packed similarly to prior column
experiment studies with homogenously packed sand (Brush et al. 1999; Lewis and Sjostrom,
2010) (Appendix S1). Angular, well sorted, medium sized silica sand (> 98.7% silica) was used

11



(HM-108, Gilson Company Inc, Lewis OH USA). The median (dso), tenth percentile, (dio), and
sixtieth percentile (deo) grain size diameters were of 359 um, 190 um and 389 pum, respectively
(Appendix S1). The cylindrical acrylic column had a length of 20 cm and an inner diameter of
6.30 cm (Knappett et al. 2008). When wet packed, sand was slowly added to a column partially
prefilled with distilled water, while continually percussing the column sides and top rim with a
crescent wrench. We were careful not to tamp the sand directly in order to avoid creating
heterogeneous porosity pockets. The average sediment porosity (n) was determined to be 0.37
based on triplicate measurements made via the bulk density method using 100 mL graduated
cylinders (Driscoll, 1986). The unpacked and packed column pore volumes (PV) were 623 mL
and 228 mL, respectively.

The average measured hydraulic conductivity was 3.0 cm/min (range 2.9-3.11 cm/min).
This was calculated by performing three constant head permeameter tests (Model 3891,
KarolWarner, Powel OH, USA) averaged using different head differences (Freeze and Cherry,
1979; Weight, 2008). Detailed sediment characteristics, the exact packing procedure, and
procedures to measure porosity and hydraulic conductivity are presented in the supplemental
information (Appendix S1).

Artificial groundwater (AGW) was contained 3.07 mmol/L CI7, 5.31 mmol/L HCOs,
0.0774 mmol/L Br’, and 1.10 mmol/L SO+, and artificial surface water contained 5.33 mmol/L
HCO;” Both AGW and ASW were prepared using reagent grade or better NaHCO3, KBr, NaCl,
and Na>SOq salts, respectively, and distilled water.

Dissolved CI', Br', and SO4>* were assumed to behave conservatively in the sand column.
Dissolved CI', Br', and SO4>" concentrations in both influent and effluent samples were measured
by ion chromatography with a Metrohm 930 IC Flex using anion column Metrosep A Supp 5
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(Metrohm, 2020; Pfaff, 1993). Measured electrical conductance of AGW and ASW were 102.7
uS/cm and 566.3 uS/cm, respectively, at a temperature of 22.5 °C. The room temperature was
kept nearly constant (£ 0.5 °C). Therefore, it was not necessary to assume a value for the
temperature compensation factor to convert to specific conductance (SC) (McCleskey et al..
2013). These were measured using the same in-line flow cell that measured effluent EC. This

probe was calibrated at the start of each experiment.

Experiment Conditions

The RCF and RVF experiments were run for 24 hr. During this time flow direction was
switched every 6 hours, generating two 12 hr periods or four 6 hr half-periods. Within these two
periods there were three flow reversal events which occurred at hours 6, 12 and 18 (Fig. 1c-d).
The RCF experiment utilized a constant flow rate of 1.23 mL/min whereas the RVF experiment
sine wave flow rate ranged from 0.005-2.03 mL/min (Fig. 1c). Over each 6 hr half-period, 2 PV
of either AGW or ASW was injected into opposing ends of the column. Thus, a total of 8 PVs
were injected over the course of each experiment. During the first and third half-periods, AGW
was injected. During the second and fourth half-periods, ASW was injected into the opposite end
of the column. Effluent samples were collected in 15 mL falcon tubes with a fraction collector
(SuperFrac, Pharmacia, Stockholm, Sweden) at twelve- and eight-minute intervals for the RCF
and RVF experiments, respectively. The Arduino codes for the RCF and RVF experiments are

provided in the supplemental material (Appendix S2).

Simulating Effluent Breakthrough Curves
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The observed breakthrough curves of CI", Br', and SO4>" were fit to simulated BTC to
estimate dispersivity (a) utilizing the software HYDRUS-1D (Simunek et al., 1998). This
allowed the value of dispersivity and sediment Peclet numbers to be compared between the RCF
and RVF experiments. Both experiments should produce effectively identical dispersivity
estimates with the same sand column, which can test how accurately the apparatus can simulate
transient flow regimes with respect to the RCF as a benchmark. Peclet numbers can test whether
solutes experience the transition between diffusion and dispersion dominated transport in the low
velocity interval as flow begins to ramp up and finishes ramping down at the beginning and end
of tidal pulses.

The mathematical representation utilized a 20 cm long 1-D column. Volumetric fluxes
from the R1D apparatus were converted to Darcy velocities (Darcy, 1856). The mathematical
model boundary conditions consisted of two variable flux boundaries on opposite ends of the
column. In the mathematical model, flow was kept the same direction permit model convergence
and for simplicity. Flow reversals were simulated by alternating the influent tracer concentration
between AGW and ASW composition.. Using unidirectional flow in the model was justified
since complete chloride tracer breakthrough was expected and indeed observed after two pore
volumes of AGW and ASW were injected into the column over each 6 hr half-period. The RCF
mathematical model assumed a constant of 56.8 cm/d throughout the 24 hr experiment. This
corresponds to a pore-water residence time of about 2.96 hr. In contrast, the RVF model varied
flux from 0-93.9 cm/d as a sinewave that was discretized over 5 min intervals. This corresponds
to a pore-water residence time of about 3.01 hr The AGW and ASW injections were simulated

by alternating between boundary conservative tracer concentrations of C/C, =1 and C/C, =0,
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respectively, which alternated at the 6 hr half-periods. Best-fit dispersivity values were estimated

with the Marquardt-Levenberg parameter estimation technique built into HYDRUS-1D.

Results & Discussion
Apparatus Performance

One way to assess the degree of accuracy and control of the experimental operating
conditions is to compare expected to actual recovered water mass exiting the column. Water
mass percent recoveries were 99.2% and 97.9% for the RCF and RVF experiments, respectively.
The working volumetric flow range during the RVF experiment was 0.01-2.03 mL/min. The
standard errors of the AGW and ASW pump calibration curves were 0.003 mL/min and 0.01
mL/min, respectively, indicating high precision control. Therefore, mass recoveries and
calibration curves precision demonstrate accurate fluxes were rigorously maintained throughout
the experiment.

The parameters pH, ORP, and temperature maintained stable levels of 7.5-8.0, 329-332
mV, and 22-24°C, respectively (Fig. S4). The in-line EC probe tracked the sum of dissolved ion

transport. This is described in the subsequent section.

Breakthrough Curve Description and Modeling Results

Normalized Cl" and Br" BTCs were effectively identical for both the RCF (Fig. 2) and
RVF experiments (Fig. 3). Only the CI” breakthrough curves are presented in the main paper. The
Br and SO4* breakthrough curves and tabulated data are presented in the supplemental material

(Fig. S5; Table S2). The breakthrough curve SO4> concentrations decreased over the experiment
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duration, which may be due to adsorption to Fe-oxides in the column sand (Dzomback and Morel

1990; Zhu et al. 2014).
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into the column. Negative. Negative flux indicates ASW injection into the column. Grey regions

indicate flux reversal half-periods when AGW was pumped through the column (0-2 and 4-6

PV). White regions show when ASW was pumped from the opposite end of the column (2-4 and

6-8 PV).
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breakthrough curves during AGW injection. (b) Normalized breakthrough curves during ASW
injection. (c) Flux magnitude and direction. Positive flux indicates AGW injection into the
column. Negative flux indicates ASW injection into the column. Grey regions indicate flux
reversal half-periods when AGW was pumped through the column (0-2 and 4-6 PV). White). W

regions show when ASW was pumped into the opposite end of the column (2-4 and 6-8 PV).

In both the RCF (Fig. 2a2a) and RVF (Fig. 3a3a) experiments the rising limbs of CI°
breakthrough curves during the first and fifth s during the first and third half-periods correspond
to the point where AGW displaces ASW from the column, reaching a plateau at a normalized
concentration of 1. During the flow reversal half-periods (2 PV, 4 PV, and 6 PV), complete
AGW and ASW breakthrough is observed, and effectively no change in concentration is
observed after the reversal until the falling limbs. The falling limbs of CI" breakthrough curves at
3 PV and 7 PV correspond to ASW displacing AGW from the column while flowing from the
opposite end (Figs. 2b, 3b3b). The assumption that Cl is a conservative tracer is justified since
the normalized concentration at 1 PV is 0.5, following mean flux, irrespective of the constant and
sine wave flux regimes (Figs. 2c, 3c3c) as predicted by the advection-dispersion equation (Bear,
1972).

The best-fit dispersivity values and calculated Peclet numbers are comparable for both
RCF and RVF experiments. Dispersivities estimated from the CI', Br, and SO4>" tracers ranged
from 0.0454-0.0626 cm and 0.0548-0.101 cm for the RCF and RVF experiments, respectively
(Table S2S2). The RVF SO4* dispersivity estimate is an outlier, confirmed by the Grubb’s test
for an outlier (t=7.66) (Grubbs, 1950). These dispersivity estimates are realistic since they are
similar to those obtained from other saturated sand column experiments (Tang et al. 2010; Toride
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et al. 1995). Dispersivities should be effectively constant, irrespective of flow regime.
Comparable dispersivities can only be obtained for the same sediment column if the apparatus
can accurately control water flow for the different experiments. Hence the apparatus can
accurately simulate different transient flow regimes, including those analogous to real-world
tidally fluctuating riverbanks.

Sediment Peclet numbers (Eq. ) calculated from the Cl dispersivity were 381 for the RCF
experiment. In the RVF experiment the Peclet numbers ranged 92.7 to 338 for minimum and
maximum fluxes, respectively.

_lw 1L

j— n
- Dy, - %*a+wa (1)

P

where 1 is the length of the column, v is average linear velocity, Dy is longitudinal hydrodynamic
dispersion, q is linear Darcy velocity, n is porosity, a is dispersivity, o is tortuosity (0.7), and Dq
is coefficient of molecular diffusion, which is assumed to be the average diffusion for Na*, K*,
CI', Br, and SO4>, at 25°C for marine sediment porewaters (1.45%10* m?/d) (Fetter, 1999;
Huysmans and Dassargues, 2005; Perkins and Johnston, 1963; Yuan-Hui and Gregory, 1974).
Tortuosity was assumed to be 0.7 based on prior column experiments with uniformly packed
sand (Perkins and Johnston, 1963). Peclet numbers for the Br” and SO4> BTC were generally
similar and are presented in the supplementary information (Table S3). Sediment Peclet numbers
>100 indicate mechanical dispersion (as opposed to molecular diffusion) dominated flow for
both experiments at their maximum flow (Freeze and Cherry, 1979; Huysmans and Dassargues,
2005). These large Peclet numbers support the interpretation of conservative tracer behavior with
C/Co=0.5at 1 PV. In the RVF experiment during the 8 min pause at the during the transition

from one direction of flow to the other P =0, indicating purely diffusion dominated transport. In
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contrast, at the start and end of each RVF half-period while flow rates are low (q <=0.03
mL/min), competing diffusion and dispersion briefly control contaminant transport. The
transition between diffusion and dispersion dominated transport is analogous to transition
periods between different tidal pulses. Hence, the apparatus can simulate sensitive physical
solute transport behaviors in a sine wave tidal pulse that are comparable to a real-world tidally

fluctuating river.

Potential Applications and Limitations

The reversing and changing pore velocities have the potential to mobilize and transport
fine particles and colloids (Bedrikovetsky et al., 2012; Bergendahl and Grasso, 2000; Bradford et
al.. 2011; Ryan and Gschwend, 1994; Sharma et al.. 1992; Shen et al.. 2012). Once mobilized,
these fine particles may collect in pore throats thereby reducing the hydraulic conductivity of the
sand over time. During development of the apparatus, ultrafine sand size glass sandblasting
beads were tested as a column matrix, but pore throat clogging resulted in complete flow
blockage within 5 min of the start of the experiment. The same behavior is expected for soils
with significant silt and clay sized particles and/or particularly heterogenous (poorly sorted)
sediments of larger grain sizes (Ryan and Gschwend, 1994). For heterogenous sediments, sieving
to achieve a sample with a homogenous grain size may be a solution. We also suspect monolith
type columns (undisturbed sediment cores) will be susceptible to pore throat clogging. Hence,
packed columns may be necessary and add the benefit of improving experiment reproducibility
(Lewis and Sjostrom, 2010). Hence, preparing sediment cores for R1D experiments should be
approached with the potential for pore throat clogging in mind on a case-by-case basis, which is
beyond the scope of this study.
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The apparatus could be subsequently modified to study mixing zones with fluctuating
redox gradients. Riverbank mixing zones often exhibit redox gradients controlled by mixing of
anerobic groundwaters and aerobic surface waters (Berube et al.... 2018; Bone et al.... 2006;
Datta et al. 2009; Hester et al. 2017; Parsons et al. 2013; Sawyer et al. 2009; Xu et al. 2017,
Zachara et al. 2013). The redox gradient passing through the column can be monitored with an
ORP or DO probe. By mixing anerobic groundwater and aerobic surface water reservoirs, a

redox mixing gradient can be simulated.

Conclusions

A novel, programmable reversing flow 1D column with two reservoirs (R1D)
experimental apparatus was designed, constructed and tested to simulate dynamic reversing flow
regimes. We conducted transient variable flux R1D experiments using conservative tracers in the
form of a constant flow with abrupt flow reversals and sine wave with gradual ramping to
stagnant conditions before flow reversals. The later mimicking semi-diurnal flow reversals in a
riverbank aquifer adjacent to a tidally fluctuating river, demonstrating the ability to simulate real-
world systems. Comparable RVF and the control RCF experiment dispersivity estimates
demonstrate that the apparatus is capable of simulating complex flow regimes analogous to those
in real world environments. Simulating these more complex and realistic flow regimes is
important because during the RVF experiment Peclet numbers indicated that solute transport
transitioned between diffusion and dispersion dominated transport. A simpler, less accurate flow
regime would fail to include periods of diffusion-dominated transport of solutes which may

impact reaction kinetics.
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This demonstrates the apparatus’s potential to simulate highly dynamic reversing flow
systems. The apparatus cost $3515.62 USD (2021) to construct. This combined with low cost,
opensource software provides an opportunity for more robust simulation of settings with
dynamically reversing flow in aquifers. The R1D apparatus should be capable of answering
questions on how contaminant transport in sediments along the banks of dynamically fluctuating
rivers is jointly influenced by physical flow and biogeochemical reactions generated by reactants
within sediments and end-member chemistries. The R1D apparatus can potentially complement
field and modeling approaches, providing a bench-scale physical analog to identify important
reactions and constrain their kinetics which will help understand contaminant immobilization
and mobilization in settings where flow reversals and mixing of disparate chemical

compositions.
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Figure Captions List

Figure 1. Tubing connections and flow pathways within the R1D apparatus are illustrated.
Artificial groundwater and artificial surface water chemistries are represented by the colors red
and blue, respectively. (a) Artificial groundwater injection stage. (b) Artificial injection stage
following a reversal in flow direction. (¢) Two different flow regimes approximating tidal pulse
signal. The constant and variable flux regime temporal pattern in flux (and driving head) are
represented by purple and blue, respectively. (d) Conceptual model that shows the location of the
sediment column in the riverbank and the hydraulic gradients during gaining and losing

conditions.

Figure 2. Observed normalized chloride measurements (black circles), best-fit model (solid
black line) and flow conditions (hashed line) for the reversing constant flux experiment. (a)
Normalized breakthrough curves for CI" during AGW injection. Normalized breakthrough curves
during ASW injection.(.(c) Flux magnitude and direction. Positive flux indicates AGW injection
into the column. Negative. Negative flux indicates ASW injection into the column. Grey regions
indicate flux reversal half-periods when AGW was pumped through the column (0-2 and 4-6
PV). White regions show when ASW was pumped from the opposite end of the column (2-4 and

6-8 PV).
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Figure 3. Observed normalized chloride measurements (black circles), best-fits model (solid
black line) and flow conditions (hashed line) variable flux experiment. (a) Normalized
breakthrough curves during AGW injection. (b) Normalized breakthrough curves during ASW
injection. (c) Flux magnitude and direction. Positive flux indicates AGW injection into the
column. Negative flux indicates ASW injection into the column. Grey regions indicate flux
reversal half-periods when AGW was pumped through the column (0-2 and 4-6 PV). White). W

regions show when ASW was pumped into the opposite end of the column (2-4 and 6-8 PV).
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