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Abstract
Many blockchain implementations o�er APIs to send and
receive money between accounts exclusively. In this paper,
we introduce OCToPus, a deterministic concurrency control
scheme that uses a semantic-aware fast path and a GPU-
accelerated directed acyclic graph-based fallback path to
parallelize the execution of a block aggressively.

CCSConcepts: • Information systems!Database trans-
action processing.
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1 Introduction
Blockchains are becoming an increasingly prevalent type
of secure distributed transactional processing scheme for
large-scale systems. Unquestionably, its popularity comes
from its ability to implement payment systems [12, 13, 21]
and possibly enable the establishment of central bank digital
currency [1, 11]. In order to execute distributed transactions
in a typical blockchain 1), a proposer pulls transactions from
the mempool (i.e., a transaction repository) in some order
to form and validates a block before proposing it; 2), a con-
sensus algorithm is then responsible for agreeing on that
block; 3), and validators receive that block and execute it
deterministically to validate it and replicate the blockchain
state, ensuring immutability and irrefutability. In this paper,
we introduce a transaction processing scheme that can be
used by proposers before submitting the block to consensus
and by validators during consensus to maximize the number
of transactions that are committed in a block.
Permission to make digital or hard copies of part or all of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for pro�t or commercial advantage and that copies
bear this notice and the full citation on the �rst page. Copyrights for third-
party components of this work must be honored. For all other uses, contact
the owner/author(s).
PPoPP ’24, March 2–6, 2024, Edinburgh, United Kingdom
© 2024 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-0435-2/24/03.
h�ps://doi.org/10.1145/3627535.3638494

We want to focus on two important characteristics of
the above process. First, the outcome of processing transac-
tions in a block must be deterministic so each node of the
blockchain can reproduce the shared state after executing
a sequence of blocks. Second, many blockchain implemen-
tations, especially those permissionless, focus on �nancial
transactions (i.e., moving money between accounts) [3, 4, 8,
19] and have a rigid programming model.

The high performance of the concurrency control that
ensures the deterministic transaction processing schema is
essential for implementing competitive blockchains. Prior
work [9, 14, 17] has considered various ways to parallelize
this execution. These techniques must detect and resolve
con�icts (e.g., anti-dependency [6] or blind write [10]) to
process transactions in a way that is equivalent to running
them sequentially in the pre-de�ned order. The overhead
entailed by these advanced synchronization schemes often
nulli�es the bene�ts of the parallel computation [16, 18, 20].

We introduce Optimistic Commutative and compensating
Transaction Processing (OCToPus) to a) leverage the strict
programming model of blockchain implementations and the
absence of interactive transactions, and b) e�ectively exploit
the commutativity property of transactional operations to
improve performance.

2 OCToPus
We consider a blockchain model where transactions oper-
ate on accounts, and the blockchain maintains account bal-
ances rather than tracking unspent transaction output, as
done by Bitcoin [13]. Our assumed model follows that of
Ethereum [21] and other chains [2, 3], including blockchain-
based decentralized applications such as Uniswap [5].

The set of transactions utilized in the blockchains adopting
our model comes from a service called a mempool, which is
created through a gossip protocol. Proposers in the blockchain
may pick any set of transactions and propose them through
a consensus protocol. The choice of consensus protocol is or-
thogonal to OCToPus. Unlike more traditional concurrency
control protocols (e.g., 2PL [7]), we require determinism in
order to replicate the shared state correctly.
OCToPus is designed for blockchain systems. Most of

these systems [3, 4, 8] have a rigid programming model
where money is exchanged between accounts through sim-
ple transactions that involve increasing and decreasing val-
ues (e.g., balance and/or some metadata such as a sequence
number [8]) associated with various accounts. For simplicity,
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we name this model send-receive-money (or SRM in short).
Because of the nature of SRM, it is possible to de�ne compen-
sating actions that revert the e�ect of an unwanted commit.

We utilize the semantics of SRM to break down each trans-
action into a sequence of atomic operations and run the
atomic operations of di�erent transactions in parallel. We
call this the fast path. When we recognize a transaction’s
execution is no longer equivalent to its original semantics
(e.g., funds were not available to perform a transfer in the
�rst place), we undo it by executing compensating actions
and re-execute it by relying on a graph-based concurrency
control, optimized for GPU. We call this the fallback path.

2.1 Fast Path
In the SRM programming model, transactions are committed
(money is sent) only if the sender has a great enough balance.
This model allows for many transactions to commute (i.e.,
the state of the data repository after running commutative
transactions is equivalent regardless of the ordering of said
transactions). In the SRM programming model, if we allow
con�icting yet commutative transactions to interleave, it is
enough to execute each individual operation atomically to
produce a schedule where no account ends with insu�cient
funds to perform all the transfers in the block.
However, even in a blockchain, transactions do not al-

ways commute. In this case, the order of transactions will
determine which transaction succeeds and which aborts. It
is important to note that unavailability of funds is the only
reason for a transaction to abort in OCToPus. Because of
this, our concurrency control in the fast path does not need
to keep track of accesses performed by transactions. When
an abort occurs in the fast path, OCToPus must ensure that
its modi�cation to the sender’s account is undone before
re-execution. That is because transactions are broken down
into multiple atomic operations, and therefore, their e�ects
are immediately applied to the shared state.
In the blockchain, many client transactions are batched

into a block, no transactions are interactively submitted, and
no output is externalized to clients unless the entire block
is committed. That means, even if a transaction applies its
modi�cations to the shared state and then aborts, no other
transaction but those in the block can access the change. As
a result, by tracking transactions’ dependencies, undoing the
e�ect of a transaction that aborts due to the unavailability
of funds using cascading rollback prevents �nal inconsistent
states. The fallback path ensures this.

2.2 Fallback Path
The fallback path is designed for handling non-commutative
transactions. We consider the ordering in the block as a ref-
erence order for con�icting transactions and build a directed
acyclic graph (DAG) to order them accordingly. Recall that
there is a con�ict between two transactions if both access
the same data, and at least one of them writes it concurrently.

These con�icts are represented as directed edges where a
transaction )1 that occurs before in the block order that con-
�icts with a transaction)2 that occurs later in the block order
will have an edge from )1 to )2 in the DAG. Because of the
simplicity of the SRM model, accounts’ IDs are provided by
the programmer and not de�ned at runtime. With this as-
sumption, we can identify a-priori transactions’ access sets
(i.e., their read-set and write-set) by parsing the transaction
APIs for reading and writing accounts.

We move from the fast path to the fallback path if there
are aborts. The set of aborted transactions is given to the
fallback path. Compensating transactions enable us to undo
the modi�cations performed by these aborted transactions
e�ciently. One transaction, )2, compensates another trans-
action,)1, if running the transaction)1 and then)2 results in
the same state prior to the execution of)1. In the SRMmodel,
compensating for an aborted transaction means depositing
money, which is an operation that always succeeds.

Not only the transactions aborted in the fast path are un-
done, but also all their dependent transactions, as identi�ed
in the DAG. Compensated transactions are then processed
in the fallback path, following the order imposed by the
DAG. Non-con�icting sets of transactions in the DAG are
not connected, and each subgraph that is not connected can
be executed in parallel. Transactions in a subgraph are exe-
cuted sequentially to avoid con�ict resolution, but since they
can still abort due to the unavailability of funds, their writes
are bu�ered until the transaction’s completion.

Although the DAG-based schema is well known in litera-
ture [15, 19], the novelty of our approach lies in using it as a
fallback for non-commutative transactions and redesigning
it to take advantage of the GPU parallelism. OCToPus is able
to utilize the GPU to build an upper triangular matrix that
represents this DAG e�ciently. This process is accomplished
in parallel while the CPU executes the fast path.

3 Conclusion
We brie�y introduced OCToPus, a deterministic transaction
processing scheme that speeds up the execution of blocks of
transactions in blockchain implementations that o�er API
to transfer money between accounts exclusively. OCToPus
can be used by blockchain proposer and validator nodes
when dealing with transactions that transfer money between
accounts. OCToPus aggressively exploits the commutativity
property of these simple transactions to eliminate the need
for instrumentation at runtime.
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