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First Measurement of the Nuclear-Recoil Ionization Yield in Silicon at 100 eV
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We measured the nuclear-recoil ionization yield in silicon with a cryogenic phonon-sensitive gram-scale
detector. Neutrons from a monoenergetic beam scatter off of the silicon nuclei at angles corresponding to
energy depositions from 4 keV down to 100 eV, the lowest energy probed so far. The results show no sign
of an ionization production threshold above 100 eV. These results call for further investigation of the
ionization yield theory and a comprehensive determination of the detector response function at energies

below the keV scale.
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The identity of dark matter and determination of neutrino
properties are problems at the forefront of physics beyond
the standard model. Rare event searches focused on dark
matter detection [1-6] or coherent elastic neutrino-nucleus
scattering (CEvNS) [7-14] often detect products generated
by a particle interacting in a target material, requiring a
strong understanding of that material’s response to energy
depositions. Silicon is a commonly used target material.
Particle interactions with the silicon nuclei or electrons
generate free charge carriers, with nuclear recoils generat-
ing fewer charge carriers than electron recoils of the same
energy. The ratio of charge carriers produced by nuclear
and electron recoils, called the ionization yield Y, is crucial
to understanding the response of such detectors, and is
believed to be an intrinsic material property. Experimental
measurements of Y in silicon [15-17] for nuclear recoils
above 4 keV have been consistent with a model developed
by Lindhard er al. [18]. At lower energies, typical in
low-mass dark matter or CEvNS searches, measurements of
Y indicate a significant deviation from the Lindhard model
[19-21]. Recent modeling [22,23] has focused on under-
standing the origin of these deviations. Furthermore,
measurements of the low-energy yield in another com-
monly used semiconductor, germanium, have been incon-
sistent with each other [24-26]. These observations create
the need for more independent ionization yield measure-
ments. Here, we present the result of an ionization yield
measurement in silicon using data taken with a cryogenic
detector [27,28] as part of a neutron scattering experiment
called ionization measurement with phonons at cryogenic
temperatures.

We perform the measurements using the tandem accel-
erator at Triangle Universities Nuclear Laboratory. The
accelerator produces a 2.5 MHz pulsed proton beam with
0.5% duty cycle, which is directed onto a 100-nm-thick
lithium fluoride (LiF) target. The target reaction
Li(p,n)"Be produces a neutron beam with a controllable
bimodal energy after collimation [29,30]. The ejected
neutrons elastically scatter in the silicon detector, and

neutrons from the higher energy mode are subsequently
detected in liquid scintillator cells located at known
scattering angles corresponding to six recoil energies
between 0.1 and 3.9 keV,,,. While neutrons of the lower
energy mode are also present in the beam, they will not
contribute significantly to our analysis because their energy
falls below the trigger threshold of the liquid scintillator
detectors.

By tuning the proton energy to slightly over the forward
production threshold (1.881 MeV) and selecting the for-
ward-going neutrons, we produce a neutron beam at
55.7 keV with ~1 keV spread. This allows us to exploit
the 55.7 keV resonance in the neutron-silicon elastic-
scattering cross section, making the measurement robust
against small drifts in the neutron energy. At the beginning
of the experiment, the neutron energy is measured to match
the expected ~56 keV via the time of flight between the
beam pickup monitor (BPM) immediately upstream from
the target and a neutron detector at 0°.

The silicon detector is a 1-cm?-square and 4-mm-thick
SuperCDMS HVeV detector [27,28] measuring the total
phonon energy (denoted as E, with unit keV,) generated
following particle scattering. The detector is operated at
52 mK in an adiabatic demagnetization refrigerator (ADR).
A voltage bias can be applied across the 4-mm thickness,
producing phonons from the accelerated charge carriers
through the Neganov-Trofimov-Luke effect [31,32]. The
total phonon energy E, is

E
E, = E,.+ngeV, where (ng) =Y —. (1)
€

The term E, is the recoil energy, e the elementary electric
charge, V the substrate voltage bias, ng, the number of
electron-hole (eh) pairs generated from this recoil, (n,) its
averaged number for an energy deposit of E,, and € the
average energy per eh in silicon. The choice of € is fully
correlated with the ionization yield, and our results are
based on ¢ = 3.8 eV [33]. By operating without voltage
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bias (0 V mode) we measure the recoil energy directly,
whereas by applying a voltage bias (HV mode) our detector
becomes sensitive to the ionization signal. This work
presents an ionization yield measurement based on 11 days
of data taken with a bias of 100 V, with cross-checks
performed in 0 V mode.

We record the silicon detector data continuously at a
sampling frequency of 1.5 MS/s and use an offline trigger
to identify energy depositions. The detector achieved a
baseline energy resolution of ~4.5 eV,. A trigger threshold
of 50eV, is used to avoid near-threshold effects.
Calibration of the detector up to phonon energies of
120 keV, is accomplished with a laser and an 3°Fe source
[28]. Laser calibration data are taken daily to allow us to
correct for gain variations caused by ADR thermal
cycles.

For the secondary neutron detection, we use a total of 29
liquid scintillator cells filled with Eljen EJ-301 or EJ-309
coupled to Hamamatsu R7724 photoelectron multiplier
tubes (PMT) arranged at angles corresponding to six
different nuclear recoil energies. Twenty-six of the neutron
detectors are mounted on two concentric rings of radii
29.4 cm and 45.2 cm, referenced as ring detectors. The
rings are centered on the beam axis and are first placed at a
distance of 86 cm downstream from the silicon detector for
seven days to perform the measurement at 0.46 and
0.22 keV,,, and then at 131 cm downstream for four days
for 0.22 and 0.1 keV,,. The remaining three neutron
detectors, referenced as the lone-wolf (LW) detectors,
are each positioned to measure recoil energies of 0.75,
2.2 and 3.9 keV,,, ~ 20 cm away from the silicon detector.
The neutron detectors are calibrated daily against the
Compton edge of '3’Cs gamma rays. The scattered neutrons
deposit a maximum of ~50 keV in the liquid scintillator,
equivalent to a 5 keV electron recoil (5 keV,,) assuming a
quenching factor of 10% [34]. The variation of this
quenching factor only affects the expected efficiency for
tagging coincidence events and does not have a significant
contribution to the systematic uncertainty.

The PMT and BPM waveforms are digitized simulta-
neously at a sampling frequency of 250 MS/s following a
hardware trigger window of ~3 keV,, to ~40 keV,, on
each PMT channel. We expect negligible detection of the
low-energy mode of neutrons from the beam [34]. To
identify coincidence events between the silicon and the
secondary neutron detectors, we synchronize the clock of
the two data acquisition systems every minute.

To understand the expected recoil energy distribu-
tions for each secondary neutron detector, we simulate
the experiment using Geant4 [35]-10.05.p01 with the
Shielding physics list. The simulation model includes
the neutron beam collimator, the ADR, the silicon detector,
and the scintillator cells of the secondary neutron detectors.
Neutrons are emitted from a spot of 1-mm radius in a cone
of 4° half angle from the location of the target. Angular

TABLE 1. Nominal recoil energy for the LW detectors and
corrections for detector offset by using the direct measurement
in 0 V mode.

Nominal E, Measured E, Scale factor
0.75 keV 0.89 keV 1.18ng.(1)§
2.00 keV 2.33 keV 1-16f8_'(1)f
3.87 keV 391 keV 1'01:()):?11

dependence of the neutron kinematics from the emission is
negligible for a collimator with a 3° opening angle [29].

The silicon detector position is determined to within
~1 cm by scanning with a tightly collimated >’Co x-ray
source on a translation stage. The detector position uncer-
tainty translates into an uncertainty on the measured recoil
energy. This uncertainty is negligible for the ring detectors
but not for the LW detectors. To account for this, we
linearly scale the simulated LW recoil energy spectra to the
LW spectra measured in O V mode, which gives us a direct
measurement of the recoil energies observed by each LW.
The scale factors, determined by a binned-likelihood
minimization, are reported in Table I. We adopt the
uncertainties on these scale factors as a systematic uncer-
tainty on the recoil energy measured by the LWs.

The initial neutron energy distribution in the simulation
is generated from a semianalytical model of the proton
beam interactions in the LiF target. Initial proton energies
are sampled from a Gaussian distribution with a standard
deviation of 2 keV [36] and a mean value depending on the
targeted neutron energy. The energy loss in LiF, as
determined by TRIM [37], can then be converted into a
neutron energy following the kinematics outlined in
Ref. [30]. We sample neutron energy distributions for
targeted nominal beam energies ranging from 46 to
60 keV in 1 keV steps.

We use these simulations to evaluate the stability of the
neutron beam energy hourly based on a fit of the spectrum
of neutron energy depositions in the silicon detector
between 4.0 and 8.2 keV. The lower bound is outside
our region of interest for the ionization yield analysis, while
the upper bound marks an energy region where neutron
interactions dominate. Since the discrepancy between the
Lindhard model and existing measurements is only 20% in
this energy range, we use it to convert the simulated recoil
energies to total phonon energies. The neutron beam
simulation matching the data best is chosen to represent
the beam behavior for that hour. This method yields a
spread in the best-fit beam energy of about 3 keV, which we
take to be the systematic uncertainty on the beam energy.

We remove silicon detector events occurring on the tails
of large energy depositions to ensure accuracy in energy
reconstructions. Multiple energy depositions occurring
close in time, referred to as pile-up events, pose challenges
in energy estimations. We allow up to two pileups per event
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after demonstrating negligible biases in energy estimations
using the “matched-filter-integral” algorithm with built-in
pileup corrections [28]. For neutron detector events, we
remove pile-up events and select events below 10 keV,, to
reject photon events. Events where most energy is depos-
ited within a single time bin are also removed, as these are
inconsistent with the expected neutron pulse shape [38].

We define a variable dr as the time difference between
any silicon detector event and neutron detector events. Pairs
of events in the silicon and the neutron detectors with |dt —
dty] < 0.9 ps are referred to as coincident events, in which
dt, is the neutron time of flight between the two detectors.
The 0.9 ps coincidence window corresponds to 3 standard
deviations of the dt timing resolution (see Fig. 1).

To suppress background from random coincidences, we
require the time of flight between BPM and neutron
detector (denoted as TOF) to be consistent with 55.7 keV
neutrons. This corresponds to a peak in the TOF distribu-
tion (see Fig. 1). The simulated TOF is fitted to data with a
time offset to account for a small discrepancy in the
geometry. We select events with a window corresponding
to a £2 keV spread in the neutron energy. The energy
spectra of all recoil energies after event selection are shown
in Fig. 2.

Background events with no correlation between the
neutron detector and the silicon detector form a flat
distribution in dr. We estimate them with sidebands from
20 to 50 ps before or after the coincidences, as shown in
Fig. 1. The estimated background spectra are shown as the
blue colored component in Fig. 2.

We build a detector response model that transforms the
simulated nuclear recoil energy spectra into the total
phonon energy spectra. We parametrize Y(E,), the
energy-dependent ionization yield, as a piecewise linear
function characterized by the values at the recoil energies
we measure. The function is fixed at low and high energies
to be Y(E,=0keV)=0, and Y(E, =10 keV) = 0.3
from the Lindhard model. For each simulated event with

— Simulation  {Data
Width at 0.3*max

Signal window

Background window

T 60 [ T T
102} :
2 40
=
3 10tk 1
@) 20
109k \ =l
—50 0 50 0 200 400
dt [us] TOF [ns]
FIG. 1. Time difference between the silicon detector and

neutron detectors (dt) and time difference between BPM and
neutron detectors (TOF) for 890 eV, scattering. Left: dr dis-
tribution. The signal window is marked in orange; the region
corresponding to random coincidences used for background
estimation is marked in blue. Right: TOF distribution. The
selection window is marked in green.

E,, (ng,) is calculated with Eq. (1). Then ng, is sampled
from a distribution with this mean and a variance [6°(ng;, )]
characterized by a Fano factor F = 6(ng,)/(nen)-
Poission, binomial, and negative binomial distributions
are used to model F =1, F < 1, and F > 1, respectively.
The nuclear-recoil Fano factor is unknown at this energy,
but at larger energies there is evidence that it can be > 1
[39]. ngy, is further smeared to account for charge trapping
(12.7% probability) and impact ionization (0.6% proba-
bility) in the detector [28]. An energy-dependent Gaussian
distributed detector resolution (see Ref. [28]) is applied to
the total phonon energy E, after conversion from ng,
with Eq. (1).

We compare the simulated E, spectra to data after
applying their normalization factors, denoted as n. Each
simulated E, spectrum has three free parameters: Y, F, and
n. For the 220 eV recoil energy point that is measured

T
6 —— Fit Nep=4 b
e ng,=0 e =5
= e =1 B Background
4 | @ Data
|

Residual
5

ok coeectes epeost
| S D . . . . . i
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{ Data —— Fit B Background
“ 220eVi, | |
g5 1
3
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o 20 460 eV ] 890 eV
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FIG. 2. Comparison of the fit model using the best-fit param-
eters to the data for all recoil energies. For the 100 eV recoil
energy (top panel), the integer number of eh contributions to the
model are shown colored for pair number up to ng =S5.
Individual eh pairs are not shown for other recoil energies
because they are indistinguishable based on our energy resolution
and the number of events. Blue regions are the estimated
background.
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FIG. 3. The measured ionization yields, along with their

statistical and total uncertainties and a fit with a power-law
function. Also shown are data points from previous measure-
ments [16,17,19-21,41]. The dashed line shows the Lindhard
model with k = 0.146 [42].

twice, we constrain the two fits to have the same yield and
the same Fano factor. We sample these parameters simul-
taneously with a Markov-Chain Monte Carlo (MCMC)
method using a binned-likelihood loss function imple-
mented in the Bayesian Analysis Toolkit [40].

To improve the speed of convergence, we perform the fit
in an iterative way. The first fit is for the ring detector
parameters while keeping the yield at the LW detector
energies fixed to the Izraelevitch result [20]. We then fit for
the LW detector parameters while keeping the ring param-
eters at the previous result. Finally, the fit is rerun on the
ring parameters with the LW parameters at the previous
result. The results with the best-fit parameters are shown
in Fig. 2.

The systematic uncertainties are provided below.
(1) Recoil energy uncertainty has two contributions. A
+1.3% uncertainty arises from the total phonon energy
scale calibration of the 0 V mode data. For the LW detectors
additional uncertainties come from the scale factors in

TABLE I

Table I. (2) Regarding neutron beam energy uncertainty, the
central energy of the neutron beam as measured had a
spread of +3 keV. We vary the beam energy in the
simulation and use the resulting spectra for the TOF cut
and the fit model. (3) The charge trapping and impact
ionization uncertainties are probabilities varied by the
uncertainty from Ref. [28]. They are varied conservatively
such that when one probability is increased the other is
decreased. (4) With respect to the time of flight cut
uncertainty, the neutron time of flight is correlated with
their energy. The effect of the TOF selection is evaluated by
choosing a wider (narrower) window selecting events
within £50% (4+20%) of the simulated TOF distribution
maximum. (5) We also note uncertainty in modeling the
Fano factor. Owing to poor knowledge of the Fano factor,
we perform a fit with the Fano factor fixed to one.

Each systematic uncertainty is evaluated at lo signifi-
cance by fluctuating the corresponding parameter and
performing the MCMC fit to 100 pseudoexperiments.
These pseudoexperiments are generated by applying our
detector response model to the simulated recoil energies
with the nominal fit results. Each bin in the resulting
distribution is then fluctuated by a Poisson random number,
resulting in a single pseudoexperiment. To be conservative,
we choose the deviation of the central yield value in each
scenario from the original best-fit yield plus the standard
deviation of these fits as our estimate for the given
systematic uncertainty. The systematic uncertainties are
assigned as two-sided asymmetric if the positive and
negative fluctuated samples yield two-sided deviations;
otherwise symmetric two-sided uncertainties are assigned
with the largest deviation. All calculated systematic uncer-
tainties are added in quadrature to obtain the total system-
atic uncertainty. For the LWs, the uncertainty on the recoil
energy dominates because of the large position uncertainty.
The statistical uncertainty dominates for the ring detectors.

The fit results and the uncertainties are provided in
Table II and Fig. 3. The correlations among the fit
parameters are found to be negligible. We provide a

Measured silicon ionization yield, Fano factor, and signal normalization, with uncertainties. The 220 eV normalization

given without (with) parentheses is for the far (near) position of the ring detectors. The remaining columns provide the statistical (stat)
uncertainty and the systematic uncertainties from the uncertainty on the recoil energy, the neutron beam energy, the charge trapping and
impact ionization probabilities (CT/II), the TOF cut, and (potential) deficiencies in modeling the Fano factor.

E, Ionization Fano Recoil Beam Fano factor
[keV,,] yield Y factor ~ Normalization  Statistical ~ energy  energy CT/1I TOF mismodeling
0.10 0.10270%  0.9707 2872 o0 006 40005 40.004  £0.002 +0.022
0.22 0.108190%  0.5507 4817 (1187%)) +o.006 ool 0002 40.001 #0002 40.005
0.46 0.1361 000 1.859¢ 2301} o007 0003 +£0.004  +0.001  40.001 +0.001
0.89 0.127700%  3.7505 2881} o000 008 4£0.008  +0.006 901 +0.007
233 ATl 7783 a77g N - R R 0,010
3.91 02361955 8472 31812 +0.005 00540004 40006 10,002 +£0.001
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least-square fit to our results on the ring detectors with an
empirically chosen power-law function Y(E,) = Y g ev
(E,/10000)® that is constrained to go through the yield
of the Lindhard model at 10 keV (Y xev)- The resulting
best fit yields B=0.261700!7, given Y ;v = 0.302.

Our results show some tension with an earlier experi-
ment using a photoneutron source [19] at 890 eV. There is
also tension at lower energies with the recent result using
silicon neutron capture [21], which may be caused by the
choice to fit to the Sorensen model [22] with a finite
ionization threshold. Our results agree with the similar
neutron-scattering setup [20] above 2 keV. Our measure-
ment of the ionization yield of nuclear recoils in silicon is
the first reaching down to 100 eV. The previously noted
deviation from the Lindhard model extends down to 100 eV
with no indication of an ionization production threshold.
This latter fact is of great importance to rare event search
experiments in semiconductor detectors.
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