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Abstract—Stream Processing Engines (SPEs) traditionally de-
ploy applications on a set of shared workers (e.g., threads,
processes, or containers) requiring complex performance man-
agement by SPEs and application developers. We explore a new
approach that replaces workers with Rate-based Abstract Ma-
chines (RBAMs). This allows SPEs to translate stream operations
into FaaS invocations, and exploit guaranteed invocation rates to
manage performance. This approach enables SPE applications
to achieve transparent and predictable performance.

We realize the approach in the Storm-RTS system. Exploring
36 stream processing scenarios over 5 different hardware config-
urations, we demonstrate several key advantages. First, Storm-
RTS provides stable application performance and can enable
flexible reconfiguration across cloud resource configurations. Sec-
ond, SPEs built on RBAM can be resource-efficient and scalable.
Finally, Storm-RTS allows the stream-processing paradigm to
be extended from the cloud to the edge, using its performance
stability to hide edge heterogeneity and resource competition.
An experiment with 4 cloud and edge sites over 300 cores shows
how Storm-RTS can support flexible reconfiguration and simple
high-level declarative policies that optimize resource cost or other
criteria.

Index Terms—Stream Processing, Serverless, FaaS, Real-time,
Cloud Computing, Edge Computing

I. INTRODUCTION

Recent years have seen increasing use of distributed stream

processing engines (SPE). These vary from generic engines

(e.g., Storm [1], Flink [2]) to optimized systems designed for

specific deployments (e.g., Samza [3] and Turbine [4]). SPEs

employ a stream processing model treating data as a stream of

tuples and formulate analysis as a workflow – a directed acyclic

graph of operators. Eager, data-driven processing provides

low latency while parallel operation execution enables high-

throughput [5], [6]. The resulting capabilities make stream

processing an important paradigm for data analysis at scales

from smart homes [7] to large-scale industries [8].

Most modern SPEs [1]–[3], [9]–[15] use the worker model

for workflow deployment. In this model, the SPE maps oper-

ators onto workers (e.g., threads, processes, containers, etc.)

that serve as a common abstraction for underlying compute

resources. These workers are exposed as the basic performance

abstraction to workflow developers, who can configure each

operator to have one or more workers depending on its com-

putational intensity to meet the workflow demand. However,

changes in the execution environment or the underlying worker

scheduling can disturb worker performance. For instance,

collocated with an aggressive application could interfere with

worker processing, reducing its throughput. Consequently,

workflow performance tuning is a process of trial-and-error,

adjusting worker configuration until reaching desired perfor-

mance [5], [16]. Perhaps worse, the tuning produces a single

configuration with little insight into how to adapt it as the

load evolves. This lack of performance transparency and

predictability is a challenge for SPE application developers.

We propose a new approach that solves these problems:

hosting the SPE on a new abstraction called the rate-based

abstract machine (RBAM). The RBAM model augments FaaS

functions with guaranteed invocation rates. We show how

SPE systems can exploit this foundation to achieve stable

performance by mapping workflow operators into FaaS func-

tions, accruing the benefits of performance transparency and

portability. The RBAM approach exploits the FaaS abstraction

interface, similar to other innovative works [2], [17]–[21],

but differs in the critical aspect of providing guaranteed

performance.

The Storm-RTS stream-processing engine realizes SPE on

RBAM. Storm-RTS maps operator executions to FaaS invo-

cations allocated at a rate guaranteed by RBAM to deliver

efficient, scalable, and flexible stream processing. We describe

Storm-RTS’ design, implementation and compare it to several

modern SPEs. Storm-RTS matches the resource efficiency

of state-of-the-art worker-based SPEs while enabling easy

reconfiguration with clouds, or across the cloud and edge. We

illustrate how the performance transparency and predictability

of Storm-RTS enable myriad opportunities such as declarative

resource management to improve cost, reliability, and more.

Finally, Storm-RTS provides scalability, enabling a workflow

to easily exploit additional resources when pressed with an

increased load without any redesign or reconfiguration. Con-

tributions of the paper include:

• Describe how to translate stream processing applications

into FaaS invocations with rate guarantee (RBAM) and

achieve stable performance.

• Design and implementation of Storm-RTS, an SPE that

realizes these ideas, replacing the worker abstraction with

FaaS/RBAM to provide performance stability (and trans-

parency and predictability) that enable both configuration

flexibility and high-level declarative performance and

configuration management.

• Evaluation of Storm-RTS, compared to state-of-the-art
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SPEs, demonstrating stable performance, as well as its

resource efficiency (comparable to worker-based SPEs),

and dynamic scalability.

• Demonstration of several simple declarative approaches

that exploit the flexible cloud-edge application configu-

ration enabled by Storm-RTS’ stable performance. The

performance modularity enabled by the SPE on RBAM

creates opportunities to optimize for other high-level

objectives (e.g., cost, carbon footprint, etc.) in a fashion

that is orthogonal to traditional SPE throughput.

The rest of the paper is organized as follows. Section II pro-

vides background in Stream Processing and FaaS computing.

In Section III, we describe the worker model’s drawbacks and

then propose a new approach using the RBAM abstraction to

address these issues in Section IV. Section V proposes Storm-

RTS, an implementation for SPE on RBAM. We evaluate

Storm-RTS in Section VI. Finally, we survey related work in

Section VII and summarize the paper in Section VIII.

II. BACKGROUND

1) Stream Processing.: The stream processing model en-

ables performing real-time analytical tasks efficiently and

scalably. The model treats input streams as flows of separate

tuples and organizes applications as Directed Acyclic Graphs

(DAGs) called workflow consisting of operators placed on a

set of distributed computing nodes. Immediately after creation,

tuples are taken through the workflow, and processed by their

operators in an on-the-fly fashion, delivering analytical results

with low latency. Also, each operator can have multiple copies

running concurrently to exploit the hardware parallelism ca-

pability, easing high-throughput computation.

As such, many Stream Processing Engines (SPEs) have been

proposed to automate workflow description, deployments, and

operation with efficiency. Many of them are pure, general

SPEs and act as a building block for larger data analysis

systems [16]. Meanwhile, others are customized for specific

infrastructures [22], applications [23], or workloads [3], [24].

2) Worker-based SPEs: Modern SPEs deploy stream pro-

cessing workflows by mapping operators onto workers – a

computation abstraction provided by the underlying resource

manager for efficient hardware exploitation. Popular choices

of worker abstraction are threads, processes, and contain-

ers. With all computation handled by operators, operator-to-

worker mapping is crucial to workflow performance. Figure

1 shows how SPEs typically have it done. To deal with

varied operator complexity, SPE assigns to each operator

a parallelism configuration which is essentially the number

of the operator’s copies that can execute concurrently. SPE

allocates a corresponding number of workers, each to run an

operator copy, and distributes them across its cloud resources.

For example, in Figure 1, O2 and O3 are compute-intensive

operators so have their parallelism set to 2, resulting in two

copies and getting two workers while O1 and O3 only have 1.

This configuration creates 6 operators which need an allocation

of 6 workers distributed over 2 machines. One hosts O1 and

O2, and another hosts O3 and O4.

SPE

Workflow 

Description

Resource 

Manager

Operators with 

Parallelism 

ConfigurationsOperator Scheduler

Fig. 1: Worker-based SPE Architecture. Operators are mapped

onto workers across multiple machines. The parallelism con-

figuration specifies high-cost operators mapped onto multiple

workers for efficiency.

3) FaaS Computing.: Serverless or Function-as-a-Service

(FaaS) is a resource abstraction that lets applications exploit

the underlying resources through invocations. An invocation

is a discrete execution unit limited in time and resource

use (e.g., timeout, CPU, and memory). Applications associate

invocations with their logic in the form of stateless functions.

Each function is a specific task (e.g., resizing an image)

with a unique identifier (usually an URL). A function is

called (or invoked) by sending a request (e.g., HTTP Post),

along with required arguments (e.g., a file content embedded

inside the request body), to this identifier. The request is

handled by a FaaS platform (e.g., AWS Lambda [25], Azure

Function [26], Google Cloud Function [27], etc.) that allocates

resources to launch an invocation that executes the function

logic on the given arguments to complete the task. FaaS

platforms can automatically scale up to thousands of invoca-

tions simultaneously in response to workload dynamics. This

ability enables dynamic scalability with minimum efforts and

costs opening great opportunities to implement cost-effective,

scalable solutions [28], [29]. However, FaaS allocation is best-

effort, executing a new invocation in response to a request

may get delayed or even fails if the FaaS platform cannot find

available resources resulting in performance instability.

III. PROBLEM: LIMITS OF WORKER-BASED SPES

A. Performance Challenges

a) Performance Transparency Challenge.: Worker-based

SPEs tie workflow performance to underlying worker resource

configuration. Because these details are not part of the ap-

plication abstraction, performance is not transparent. Figure

2a shows the maximum throughput of executing an ETL

workflow on a 4-core machine deployed by three different

worker-based SPEs: Storm [1], EdgeWise [30], and Dhalion

[31] (see Section VI). We try four machine configurations

(Section VI-A): one is bare metal while the others are VMs

provisioned by different hypervisors while sticking with only

one parallelism configuration (Figure 6a). The throughput is
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(a) Throughput vs. Resource Configuration

(b) Throughput vs. Competitive Load

Fig. 2: Performance challenges in worker-based SPEs: (a) poor

transparency as throughput greatly varies across different re-

source configurations, and (b) poor predictability as throughput

is interfered with a competitive load.

extremely sensitive to resource configurations, with perfor-

mance varying as much as 3-fold. For example, Storm running

on KVM gets only 27% of bare metal throughput.

The results illustrate that workflow performance is not

transparent yet strongly depends on the hardware resource

configurations to which their workers have access. Hence,

there would be no one-size-fits-all workflow configuration that

can be used for every deployment. Instead, the SPE has to

understand the underlying resource configurations and recon-

figure workflow accordingly to maintain good performance.

b) Performance Predictability Challenge.: Most of the

current distributed systems such as the cloud and edge are

shared environments. Workers are typically collocated with

other applications. Actual resources allocated to workers

highly vary subject to these applications’ behaviors. Tied to the

transparency challenge, this further means that performance

for SPE applications is almost not predictable. In Figure 2b,

we plot the throughput of an ETL workflow normalized by its

input rate when collocated with an aggressive competitive load

on a single Azure VM. We slowly increase the computation

demand of the competitive load, from no load until its com-

putation demand is high enough to consume 100% CPU on

the machine. We notice a significant drop in ETL’s throughput

after the competitive load exceeds 70%.

The results illustrate workflow performance is tied to its

collocated applications. As a result, workflow performance is

hard to predict. One deployment that works well may become

ineffective when some surrounding applications change. Un-

fortunately, these changes are typically out of SPEs’ control

making performance predictability a challenge for them.

SPE

Serverless Operator and Rate Requirements

Workflow 

Description

( )
( ) ( )

( )

Operators with Rate 

Configurations

Rate-based Abstract 

Machines (RBAMs) 

RBAM#1 RBAM#2 RBAM#3 RBAM#4

Fig. 3: The RBAM approach to stream-processing: Operators

are wrapped by FaaS functions, providing invocation-level

dynamic resource management. One RBAM for each FaaS

function ensures its required tuple processing rate.

B. Implications for Applications

Application developers compensate for poor performance

transparency and predictability by over-provisioning, wast-

ing resources. A better approach is to repeatedly reconfigure

workflow for any significant change to the environment or

application until performance meets the desired level [5], [16],

[31]. However, this only works if the SPE reacts properly

to the change. Failing to select an appropriate configuration

would result in multiple rounds of reconfiguration causing

performance instability or over-provisioning.

Another implication of poor performance transparency and

predictability is difficulty in changing workflow configuration

(e.g., migrating workers from one machine to another). Such

application reconfiguration can be desirable to manage cost,

adjust to load dynamically, or move to other resources in

response to outage, preemption, or perhaps power cost. For

these reasons, most SPEs do not even support multi-site

execution. For example, the design of a workflow deployment

that spans two data centers or datacenter and the edge is a

bespoke, manual activity [3], [24].

More directly, the above challenges make deploying a

workflow over multiple data centers tricky; many manual

efforts are required for each configuration. Worse, flexible

reconfiguration across cloud and edge – a signature challenge

for many applications – is difficult. In the edge’s dramatically

more complex environment of heterogeneous resources and

networks, manual configuration and tuning may be impossible.

IV. STREAM PROCESSING ON RATE-GUARANTEED FAAS

We resolve the performance challenges by replacing the

worker model with FaaS invocations as shown in Figure 3.

Operators are implemented as FaaS functions and the topology

is encoded as FaaS chains, with tuples passed as function

arguments. For example, operators O1, O2, O3, O4 becomes
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Worker Model RBAM

Service Model Continuous Discrete (invocation)

Allocation Static Dynamic

Guarantee None Rate (invocations/sec)

TABLE I: Worker-model and RBAM Comparison

separate FaaS functions f1, f2, f3, and f4, respectively. The

SPE handles each arriving tuple by first invoking f1. After

completion, f1 triggers f2 and f3 with the output embedded

inside their invocation requests. These invocations extract f1’s

output from the requests, process it, and then pass their results

downstream until reaching the sink operator.

Regular FaaS performance is best-effort. Invocation alloca-

tion may fail or get delayed, degrading workflow performance.

To workaround, we let application developers configure per-

operator rate requirements specifying the expected processing

rate of these operators after deployment. Once a workflow is

submitted, rate requirements are tied to their corresponding

FaaS functions, each provisioned in a Rate-based Abstraction

Machine (RBAM). As in Figure 3, f1’s rate requirement is λ,

equal to the input rate of its operator, O1. Rate configurations

are equivalent to worker-based parallelism configurations yet

are easier to determine by measuring input rate and can be

guaranteed through RBAM enabling a simpler, straightforward

way to specify, configure, and evaluate workflow performance.

A. Rate-based Abstract Machine

Each Rate-based Abstract Machine allocation has an invo-

cation rate guarantee λ. This is a form of service/resource

guarantee framed in the FaaS model. Once allocated, the

RBAM gives a FaaS function a guarantee to execute at least

λ invocations per second, where each invocation is access to

specific resources within a limited time (e.g., 1 CPU for 10

seconds). For example, if an operator is mapped to an RBAM

of 10 invocations/sec, then for every 1-second interval, the

workflow is guaranteed to execute the operator logic at least

10 times. The RBAM abstraction departs from workers in

many important ways (Table I):

• Invocation-level Resource Management: In contrast to

worker abstraction’s continuous resource access, RBAM

lets applications access resources through invocations,

a discrete notion in time and resources. This model

naturally matches the stream processing workload which

is also determined by discrete tuple arrivals.

• Dynamic Allocation: RBAM scales invocation allocation

dynamically to tuple arrival and automatically releases

them after finishing processing. This scheme supports

both dynamic scaling and low resource waste. In com-

parison, worker allocation is rather static as one worker

often represents a fixed set of resources.

• Guaranteed-Rate: while worker allocation offers no guar-

antee, RBAM allocation supports a guaranteed invocation

rate that enables robust, simple QoS reasoning.

Further, RBAM performance is independent of underlying

resource configurations due to FaaS invocation recycling and

the time limit. For example, to support λ = 1 invocation/sec

where one invocation gets 1 CPU for a maximum of 10 sec,

we only need 10 CPU for invocations in the first 10 seconds.

After that, allocated invocations terminate due to the time

limit and their CPUs can be used for the next 10 seconds,

and so on. Therefore, deploying this RBAM is as simple as

reserving 10 CPUs. With isolation support (e.g., container),

decoupling RBAM performance from underlying systems is

straightforward (more in Section V-C).

B. Resolving Performance Challenges

By setting each RBAM rate guarantee to match the oper-

ator processing rate, the SPE guarantees the availability of

resources to process tuples at the arrival rate, maintaining

desired performance. This rate configuration is independent of

any underlying resource configuration, so the SPE application

has full performance transparency.

RBAMs also support performance predictability: RBAM

allocations ensure their operators perform well against any

load whose input rate is smaller or equal to the rate guarantee.

Consequently, a workflow constructed from these operators

also has a performance guaranteed up to a specific input

rate. This performance predictability enables simple tuple

rate comparisons and negotiation with the underlying RBAM

systems to determine if a new configuration is feasible. This

framework enables distributed SPE configuration management

with stable performance possible (see Section V-D).

V. STORM-RTS: SPE FOR DISTRIBUTED STREAM

PROCESSING

A. Design Requirements

Storm-RTS – a new distributed SPE to translate workflow

description into RBAM allocations – achieves performance

transparency and predictability. This enables it to flexibly

spread stream-processing applications over multiple machines

across multi-datacenter from Cloud to Edge. We describe the

design of Storm-RTS to demonstrate this new capability.

Storm-RTS is derived from Storm and reuses its workflow

models to offer essential features of a modern SPE. However,

mapping Storm’s workflow model to RBAM abstraction is

not straightforward. First, many essential FaaS configurations,

such as time limit, cannot be inferred directly from Storm

workflow configurations. Second, FaaS functions are highly

modular and stateless while Storm, like other worker-based

SPEs, collocate workers for efficiency and maintain operators’

state for various functionalities, such as consistency and fault

recovery. Naively replacing Storm’s workflow executor with

FaaS invocations would reduce efficiency and leave some

features infeasible (e.g., stateful operators). We workaround

these issues by meeting the following requirements.

• Workflow performance stability: achieve desired through-

put and latency across distributed configurations, recon-

figuration (migration), and varied competitive loads.

• Predictable Resource Requirements: operators and work-

flows characterized for their resource requirements.

• Modular resource management: can partition workflow

across multiple sites/data centers. Individual site resource
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Fig. 4: Storm-RTS Architecture: Operator Profiler, Workflow

Coordinator, Executor, and Rate-based Abstract Machine

managers can independently decide if a workflow can be

placed and meet its performance requirements.

• Compatibility: support Storm workflows and features with

similar efficiency and modest change.

B. Storm-RTS Architecture

The key elements of Storm-RTS are shown in Figure 4. At

the high level, Storm-RTS has four main components, each is

responsible for one of the design requirements listed above.

Workflow Coordinator: responsible for enforcing perfor-

mance stability. It translates workflow operators received from

developers into FaaS functions and associated them with

appropriate configurations allowing the workflow to sustain

the desired load. It is also responsible for protecting work-

flow performance from disruptions such as competitive loads,

workflow reconfiguration, migration, etc.

Operator Profiler: responsible for resource requirement

predictability. The component runs workflow operators offline

to profile their computing and memory requirements. This

information is used to configure FaaS functions’ resource

requirements, ensuring their invocations always have sufficient

resources to execute their associate operators.

Rate-based Abstract Machine (RBAM): responsible for

enabling modular resource management. FaaS functions cre-

ated by the workflow coordinator are deployed sep-

arately inside RBAM allocations. Once established, each

RBAM allocation ensures new invocations are executed at the

configured rate independent of each other, underlying resource

configuration, and other competitive loads.

Workflow Executor: responsible for executing workflows

and compatibility supports. It collects tuples from data sources

and then triggers corresponding FaaS invocations to start

workflow execution. The workflow executor also reuses

Storm’s monitor and orchestration modules to offer similar

data processing support as Storm.

C. Storm-RTS Implementation

1) Workflow Deployment: Workflow developers sub-

mit workflow descriptions directly to the workflow

compiler. The description includes workflow topology and

rate configuration. Rate configuration consists of a desired

rate λ that developers expect the workflow to handle and per-

operator rate scales µi representing the ratio of each operator’s

expected input rate and the desired rate. The workflow

compiler extracts operators’ logic from workflow topology

and then encapsulates them inside FaaS functions.

Each FaaS function fi has the Operator Profile de-

termine its (i) per-invocation resource requirement si (mainly

CPU and memory), (ii) time limit tmaxi (i.e., timeout),

and (iii) batch size bi (i.e., number of tuples processed per

invocation). This is done by running operators offline with

tuples sampled from historical input stream data. The running

environment is configured to be identical to the environment

targeted to execute workflow operators.

• Per-invocation resource (CPU and memory) requirement

(si) and time limit (tmaxi): the profiler executes opera-

tors starting with excess resource allocation and gradually

reduces the allocation until observing a 20% execution

time increase. This last allocation configuration and the

corresponding execution time are used to configure the

FaaS wrapping the operator.

• Batch size (bi): Since invocation overhead is typically

much higher than tuple processing latency (a couple of

milliseconds vs. <1ms), Storm-RTS batches multiple tu-

ples in one invocation to amortize the overhead. However,

this prolongs per-tuple processing latency. To mitigate

this effect, the profiler compares naive operator execution

versus FaaS varying the batch size and considers the batch

size leading to an efficiency of 70% is acceptable and

used to determine the batch size for this operator.

With the information, the workflow coordinator

configures per-function rate guarantee Ai to the number of

invocations expected to invoke per second if tuples are gener-

ated at the desired rate λ:

Ai =
λ · µi

bi
(1)

This Ai guarantees at least one invocation available for

the operator wrapped by the FaaS function to process all

incoming tuples sent at any rate less than or equal to λ,

thereby satisfying the performance stability requirement. After

determining the above information for all FaaS functions,

the FaaS Configurator sends these functions and their

configurations to RBAM to check whether the underlying

resource manager can support their guarantee and wrap FaaS

functions inside RBAMs with corresponding rate guarantees.

If the process completes successfully, the desired rate is

guaranteed so the workflow executor is triggered to

begin execution, no further reconfiguration/profiling is needed.

2) RBAM Implementation: Storm-RTS leverages Real-time

Serverless (RTS) [32] to deploy every FaaS functions deploy-

ment requested by the workflow coordinator. Each

FaaS function fi is initialized with si resources – just enough

to handle one invocation request, if any. After 1/Ai seconds,

we allocate si more resources for one more invocation. we

then wait for 1/Ai more seconds, then allocate another si
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Fig. 5: Storm-RTS for Multi-site Deployment: the application

coordinator manages multi-site deployment. As before, each

site has admission control and performance monitoring that

implements the local RBAM guarantees.

resources, and so on. In this way, for any 1/Ai interval, fi
always has resources for a new invocation, meeting the rate

guarantee requirement. We repeat this process until tmaxi

seconds (i.e., the invocation execution time limit) have passed.

By this time, the first si resources allocated at the beginning

must be available in at most 1/Ai seconds and can be recycled

for a new invocation. Similarly, resources allocated at the

second 1/Ai interval can be used in the next 1/Ai interval,

and so on. In the end, only

Wi = Ai · tmaxi · si (2)

resources are needed to realize the rate guarantee. The

RTS system reserves Wi resources for function containers

via Kubernetes. If Kubernetes can successfully create these

containers then RTS returns the deployment information to

the workflow coordinator, and the workflow begins

processing. Otherwise, RTS considers the deployment failed

and cleans up. Note that if the request rate exceeds Ai, RTS

provides best-effort service.

3) Workflow Execution and State Management: For

each successful workflow deployment, the workflow

executor creates a set of tuple collectors realizing

the workflow source operators (“spout” in Storm terminolo-

gies) to continuously collect new tuples from data sources.

New tuples are put into tuple queues by destination until

their number is sufficient to form a batch, a FaaS invoker

retrieves a batch from the queue and requests a new FaaS

invocation for the appropriate workflow operator, passing

tuples as an argument. Each invocation processes one batch.

After completion, to pass on output tuples, the invocation

calls the wrapper functions for the operators downstream,

passing output tuples in batch as an argument. This allows

the downstream function, in response, to extract the tuples,

perform the operator computation, and call its downstream

operator wrappers as needed, and so on. This mechanism

forms tuple processing as FaaS function chains which are

self-synchronized and do not need any dedicated messaging

systems as in worker-based SPEs (e.g., Storm [1] relies on

Netty [33] for inter-node messaging).

Storm-RTS provides equivalent state management and func-

tionalities to Storm, including stateful supports, exactly-once

processing, out-of-order events, etc. Since serverless invoca-

tions are stateless, we have to modify RTS to embed an in-

memory store called operator state inside each FaaS

container to maintain operator state (e.g., join keys), consis-

tency, progress tracking, monitoring, and recovery. This infor-

mation is updated every time a tuple completes processing and

periodically synchronized with a centric state manager.

We reuse Storm modules to implement both operator

states and the state manager, ensuring the state in-

formation is handled properly and tuples are sent to FaaS

containers in correct order and meet users’ desired semantics.

D. Multi-site Deployment with Storm-RTS

Distributing workflow execution across multiple sites (e.g.,

cloud-cloud and cloud-edge) is challenging because distributed

resources are both heterogeneous and can vary in availability.

The Storm-RTS design brings new capabilities to address

both issues. First, Storm-RTS accesses underlying resources

through FaaS abstraction, so as long as FaaS are supported by

underlying systems, Storm-RTS can mask heterogeneity via

FaaS and assures performance via operator profiling and RTS

guarantee enforcement. Second, resources with varying avail-

ability may require workflow reconfiguration. By leveraging

the RBAM, Storm-RTS ensures that such reconfiguration will

not affect workflow performance, enabling applications to op-

timize their deployments for cost, carbon, or other criteria. To

illustrate this capability, we extend Storm-RTS architecture as

shown in Figure 5. Each cloud or edge data center runs Storm-

RTS as in Figure 4, but now the workflow coordinator

is promoted to application coordinator to orches-

trate FaaS deployments across the data centers. Apart from the

original components, the application coordinator

adds an operator distributor that places the FaaS-

encapsulated operators across data centers, implementing the

desired application policy.

Common policies include keeping operators close to data

sources (often at the edge). If multiple data centers can

host an operator, the coordinator implements the application’s

deployment policy, which picks application configu-

rations from among the candidates. For example, if edge

resources are zero-cost, when available, a policy that simply

minimizes total deployment cost would push operators to the

edge when it is idle, and pull them back to the cloud when it is

not. If sustainability is the objective, then the application

coordinator might push operators to the edge when solar

panels create plentiful green power, but back to the cloud

data center, when the solar panels stop generating sufficient

green power. Storm-RTS implements policies by collecting

and assessing two sources of information:
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• Resource configuration (e.g., resource pricing, Carbon

intensity information [34], etc.) to give insights into

resource properties for efficient exploitation.

• Resource availability: collected from resource managers

in data centers. The application coordinator

also communicates with RTS systems to determine if an

operator placement is feasible at any particular site.

VI. EVALUATION

A. Methodology

1) Workloads: We use the RIoTBench benchmark suite

[35], designed specifically for evaluating SPE implementa-

tions. We select 3 workflows (Figure 6) capturing common

stream processing activities over a real-world smart cities

dataset [36]: PRED (make predictions on streamed data),

ETL (perform data extraction, transformation, and load), and

STATS (apply statistical summarization). Their parallelism

configurations are selected based on the number of tuples each

operator has to process per one input tuple.

2) Stream-processing Engines (SPEs): We compare five

SPEs which are representative implementations of workflow

deployment approaches discussed in Section III and IV.

• Storm [1]: Evaluation baseline. Workers are implemented

as threads in a Java Virtual Machine. Worker allocation

and mapping are static.

• EdgeWise [30]: a Storm variation that replaces static

worker mapping with a dynamic one prioritizing opera-

tors experiencing long input queues for higher efficiency.

• Dhalion [31] a worker-based SPE with heuristic dynamic

scaling. The SPE allocates more resources if workflow

throughput fails to match the input rate and frees unused

resources if the workflow is over-provisioned.

• Storm-Serverless implements the Storm API on FaaS.

Its implementation is identical to Storm-RTS, except the

RBAM is replaced with OpenFaaS [37], thereby operators

have no rate-guarantee.

• Storm-RTS implements the Storm API with rate-based

abstract machine as described in Section V.

In the following experiments, unless stated otherwise,

worker-based SPEs use parallelism configurations shown in

Figure 6. Storm-RTS also sets operator scale factors µi identi-

cal to these parallelism configurations and desired rate λ equal

to the workflow input rate.

3) Hardware/Resource Configurations: Experiments are

conducted over three configurations

• Cloud VM: workflows are hosted by virtual machines in

public clouds, including Amazon EC2 (m5zn instances),

Microsoft Azure (Dasv4 instances), and Google Cloud

(e2-standard instances) to evaluate SPE performance over

realistic settings where they typically run over a virtual,

oversubscribed environment inside data centers.

• Bare Metal: for raw performance measurement (no shar-

ing). The machine has 1 Intel Xeon Gold 6138 (80 cores),

512GB RAM and uses cgroup for resource control.

• Cloud-Edge We create four clusters (Figure 7) where

the cloud emulates the cloud side with an unlimited

number of machines, each has 92 cores and 192GB of

memory. edge1, edge2, and edge3 represent edge data

centers. Each has 4 VMs (12 cores and 48GB memory).

We configure the network based on Amazon Cloud In-

frastructure’s network performance [38]. All connections

have 100Gbps bandwidth. Intercloud connections have

5.5ms latency while Cloud-Edge latency is randomized

with Gaussian distribution with 5.5ms mean and 2ms

standard deviation.

4) Metrics: We evaluate SPEs based on throughput (mea-

sured at sink operators), end-to-end processing latency, CPU

utilization (100% per core), and cost, measured as CPU

utilization * cost-factor. The cost-factor is a dimensionless

relative measure of resource cost, reflecting resource location.

B. Resource Efficiency

1) Single Machine: We deploy RIoTBench workflows sep-

arately over a single machine with fixed CPUs (4, 8, and

16 cores). The workflows are fed tuples at a constant rate,

and we gradually increase the rate until saturation (i.e., the

tuple processing latency increases sharply and the throughput

fails to match the tuple input rate). We report the throughput

just before this point, calling it the maximum throughput.

We plot the geometric mean of the normalized maximum

throughputs of three RIoTbench workflows on 4 different ma-

chine configurations in Figure 8. The performance of Storm,

Edgewise, and Dhalion scale poorly, falling slightly behind

Storm-Serverless and Storm-RTS at 8 cores and badly behind

at 16 cores. Both Storm-RTS and Storm-Serverless scale well
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(a) AWS Nitro (Amazon EC2) (b) Hyper-V (Azure) (c) KVM (Google Cloud) (d) Bare Metal

Fig. 8: Maximum throughput of RIoTBench workflows on a single machine (varying from 4 to 16 cores). Geometric mean of

workflows’ throughput, each is normalized by Storm throughput on a 4-core machine.

(a) Throughput (b) Average Latency

Fig. 9: Storm-RTS achieves comparable throughput and la-

tency versus worker-based SPEs.

(a) Dynamic Scaling (b) Performance Isolation

Fig. 10: Storm-RTS flexibly reconfigures for various work-

loads and protect workflow performance from collocated ap-

plications while other SPEs fail to do so. (Results from Azure

VMs only, other configurations are omitted due to similarity).

with the system capacity, with workflow maximum throughput

increasing almost linearly with the number of cores. These

results are consistent across all of the cloud VMs and also the

bare metal configuration confirming that FaaS-based SPEs can

achieve equal or superior resource efficiency.

2) Multiple machines: We deploy workflow separately over

multiple 4-core VMs and report the geometric mean normal-

ized throughput for each SPE on Azure in Figure 9a. The

other resource configurations are omitted because their results

are the same as we have presented for Azure. All SPEs have

comparable performance. Both Storm-Serverless and Storm-

RTS scale well, increasing throughput with more machines.

This result confirms their resource efficiency, compared to

worker-based SPEs, in a distributed computing setting.

3) Processing Latency: Figure 9b shows the average per-

tuple end-to-end latency of RIoTBench workflows at the

steady state when the load is at around 70% of available ca-

pacity for all SPEs in Azure (we also omit other configurations

due to similarity). Compared to Storm and EdgeWise, Storm-

RTS and Storm-Serverless experience higher latency due to

FaaS invocation overhead. However, by batching tuples into a

single invocation request, the overhead is amortized. Storm-

RTS keeps the latency below 20ms, just slightly above Storm

and EdgeWise while significantly better than Dhalion. The

results demonstrate that Storm-RTS is efficiently equivalent to

other worker-based SPEs in terms of processing speed.

C. Performance Stability

1) Scalable Workflow Performance: We run each RIoT-

Bench workflow separately in a system having ample re-

sources, at varying input rates but keep their parallelism

and rate configuration fixed. The results are presented in

Figure 10a. The x-axis represents the input rate normalized

by the saturation rate (maximum throughput) of Storm. The

y-axis represents the geometric mean of workflow throughputs

normalized by input rate. A perfect system would produce a

flat line across the top – full performance with no saturation.

Our results show that all five SPE systems scale well up

to Storm’s saturation rate (normalized to 1.0). Beyond this

point, among worker-based SPEs, only Dhalion with dynamic

scaling support can handle the load. Storm and EdgeWise

static worker allocations are both overwhelmed, causing their

throughput to drop. At a saturation ratio of 1.5, both of their

throughputs are below 20% of the input rate, and at 2.0, their

throughput drops further approaching 0%. In contrast, Storm-

Serverless and Storm-RTS perform dynamic allocation, using

the underlying FaaS dynamic allocation to acquire more re-

sources and support higher tuple processing rates. As a result,

their performance is not limited by workflow configuration and

continues to match the growing tuple for all workflows well

beyond 1.0x and even 2.0x the Storm saturation rate.

The results above reveal the configuration inflexibility of

the worker-based model. Any changes in workflow and input

tuple rate require configuration adjustment, either manual or

automatic, to achieve desired performance. On the other hand,

FaaS-based SPEs do not require any parameter tuning to meet

performance goals. This eases the deployment effort.

2) Performance Isolation: We consider the case of multiple

workflows competing for shared resources. This is a common

occurrence in production settings and can lead to performance
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Fig. 11: Storm-RTS guarantees the performance of bursty

workloads while other SPEs fail to do so.

interference. To evaluate how well SPEs protect workflow

from interference, we run each of the RIoTBench workflows

with SCAN. This is a single-bolt workflow performing expen-

sive arithmetic operators on input tuples, so it competes for

CPU cycles with the foreground RIotBench workflows.

In Figure 10b, we report the geometric mean of the through-

puts for the RIoTBench workflows normalized by their satura-

tion input rate. The x-axis values are normalized background

load (SCAN), with 1.0 indicating the ability to consume 100%

of the CPU capacity. All worker-based SPEs fail to provide

performance isolation, showing a throughput decrease after the

background load exceeds 50%. Due to relying on best-effort

invocation allocation, Storm-Serverless sees its throughput

drop from the introduction of very small levels of resource

competition. The decrease is severed, and nearly 100% loss

of throughput with about 30% competitive load. In contrast,

the RBAM allocations enforce rate guarantees with strong

resource isolation allowing Storm-RTS to provide good perfor-

mance isolation all the way up to 100% competitive load. This

demonstrates the ability to deliver predictable performance of

RBAM SPEs as discussed in Section IV.

3) Supporting Bursty Workloads: We consider a common

load pattern in practice: bursty workflows whose input rate

varies over time. Workflow developers can configure Storm-

RTS to handle bursty loads by setting the desired input rate

equal to the peak input rate when the load bursts. We deploy a

PRED workflow that operates at around 35 thousand tuples/sec

on Azure VMs. However, after the 10-th second, the input rate

is doubled and lasts for around 30 seconds (see the first graph

of Figure 11). We execute this load with different SPEs. The

workflow’s throughput and latency are shown in the second

and third graphs of Figure 11, respectively.

Storm and EdgeWise have their resource allocated statically.

When the burst arrives, they are unable to process the excessive

tuples in time causing significant high processing latency with

a noticeable throughput drop. Dhalion and Storm-Serverless

support dynamic allocation so they can scale up during the

burst. However, it takes time for both to detect the burst,

and scale resource allocation accordingly. Thus, both see

(a) Storm-RTS (b) Storm-Serverless

Fig. 12: Storm-RTS shifting workflows across edge datacen-

ters, while maintaining stable performance. The flexibility

enabled by Storm-RTS enables simple optimization of cost.

significant performance degradation for 10-20s (35 to 65%

of the burst period). Storm-RTS, on the other hand, has the

desired rate set to the burst peak (70 thousand tuples/sec) and

it maintains the desired throughput and latency throughout the

burst period. This demonstrates the robustness of performance

stability provided by Storm-RTS.

D. Flexible Cloud-Edge Reconfiguration

Performance stability allows Storm-RTS to simplify appli-

cation management for other objectives. Consider a simple

declarative policy MinCost: minimize resource cost of stream

processing workflows at any point in time. Storm-RTS (Figure

5) reduces the policy to placing operators in the data center

with the lowest cost. If this data center is full, then operators

will be placed in the data center with the next lowest cost,

and so on. Consider a resource environment shown in Figure

7, where the cost of edge1, edge2, and edge3 are equal to 25%,

50%, and 75% respectively relative to the cloud’s 100%. On

this testbed, we conduct an experiment showing how Storm-

RTS operate workflows stably at optimal cost.

The first graph of Figure 12a shows events that happen

during the experiment and decisions made by Storm-RTS

in response. At t = 0, Storm-RTS deploys three RIoT-

Bench workflows in cloud. At t = 150, three edge data

centers become available. The MinCost policy dictates a

move to the cheapest data center, edge1, so the operator

distributor shifts the operators for all three workflows to

edge1. However, at t = 300, a SCAN workflow starts at edge1,

consuming CPU resources. edge1 becomes oversubscribed,

the local RTS reports this situation to the application

coordinator. The application coordinator has

the operator distributor move PRED, the smallest
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workflow, to maintain adequate performance. To minimize

resource cost, edge2 is selected. At t = 450, the SCAN load

increases. edge1’s RTS system notifies the application

coordinator again, leading to a move of ETL to edge2.

And when SCAN expands to edge2 at t = 600, its resource

consumption there causes the RTS system on edge2 to notify

the application coordinator that it cannot maintain

its guarantees. In response, Storm-RTS moves PRED to edge3

ensuring resource sufficiency for all workflows. Through these

many workflow reconfigurations, Storm-RTS maintains their

performance, ensuring all three workflows stably achieve the

desired throughput (the second graph of Figure 12a). And,

as the application coordinator always moves work-

flows to the data centers with the lowest cost available, the

total cost is minimized (the last graph in Figure 12a).

To understand the importance of Storm-RTS in imple-

menting such declarative policy, consider the same scenario

with Storm-Serverless (Figure 12b). Since Storm-Serverless

allocates resources in best-effort manner, can neither detect

a shortfall nor choose a suitable destination for a migration

(has enough resources available). This results in poor workflow

performance in these changing resource environments.

VII. RELATED WORK

1) Solving Performance Challenges: Worker-based SPEs

try to provide transparent performance by carefully consid-

ering workflow topology and the underlying system details

for every scheduling decision. Many SPEs dynamically map

operators to workers with heuristic scheduling strategies based

on performance profiling [24], [39]–[42] and/or workflow

characterization, including operator dependencies [41], [43],

queue size [30], and query context [44], [45]. In distribution

settings, SPEs distribute workers in traffic-aware [46]–[48]

or topology-aware [46], [49], [50] fashion ensuring tuple

transmission is supported by the underlying network. On low-

end systems, e.g., Edge, resource heterogeneity and scarcity

are common, great efforts on workload partitioning [51]–[55]

and task placement [53], [56]–[62] are needed.

To resolve performance predictability challenges, worker-

based SPEs leverage control mechanisms, which are typically

full loops of two steps: performance degradation detection

and recovery. SPEs typically detect performance degradation

by monitoring stream traffic [40], [63] and throughput [64].

Some approaches try to predict potential degradation [64]–

[66] and then proactively prevent it beforehand. Performance is

recovered with heuristic algorithms, which either dynamically

adjust resource sharing among competitive workflows [31],

[64]–[67] or migrate them to other machines [40].

2) Stream Processing and FaaS: Many SPEs have lever-

aged FaaS for dynamic scalability [2], [17]–[21], [68]. How-

ever, these SPEs only outsource the processing logic to

FaaS. Other parts of operators, such as transmission and

synchronization, are implemented through the worker abstrac-

tion inheriting worker-based performance limitations. Storm-

RTS wraps entire operators inside FaaS deployments. This

completely removes the worker abstraction from SPE im-

plementation, eliminating its performance limitation legacies.

Additionally, SPEs relying solely on regular FaaS (e.g., [25]–

[27], [37], [69], [70]) experience performance degradation

when these systems fail to acquire needed resources (Section

VI-C). Recent years witnessed many attempts on minimizing

the chance of these failures, including optimizing invocation

resource consumption [71]–[75], proactive pre-allocation, and

invocation recycling [76]–[81]. There are also active studies

on intelligent resource sharing [73], [82]–[85], function place-

ment [84], [86], [87], and exploiting hardware heterogeneity

[88] to improve resource efficiency and avoid interference.
3) Stream Processing across Multiple Sites: Most of the

solutions for stream processing across multiple sites adopt the

worker abstraction or use worker-based SPEs as a building

block (e.g., [4], [89]–[91]). Worker abstraction limitations

combined with new challenges that arise from distribution

require additional efforts on reliability [92]–[96], communi-

cation latency and overhead [97], [98], and managing lim-

ited, heterogeneous resource pools [99], [100], balancing task

placement and parallelism [101]–[103].
4) Summary: Current solutions to performance issues in

stream processing and FaaS are heuristics. When facing uncov-

ered situations, they may misbehave causing performance in-

stability. In contrast, Storm-RTS provides robust performance

stability, deployment optimization for latency (i.e., prioritize

data centers with fast connections), reliability (i.e., automatic

migration at power shortage), and more.

VIII. SUMMARY AND FUTURE WORK

RBAM abstraction realizes stream processing workflows as

chains of rate-guarantee FaaS invocations to provide trans-

parent and predictable performance. Storm-RTS exploits this

capability to enable workflow deployment over heterogeneous

and distributed resources, unlocking myriad application flexi-

bilities and opportunities for optimized management, and sim-

plifying distributed stream processing. Experimental results

show the comparable performance of Storm-RTS versus state-

of-the-art worker-based SPEs while offering excellent perfor-

mance stability, great flexibility and robustness for multi-site

deployment, and automatic reconfiguration capability.

With new capabilities, Storm-RTS open many research

questions. For example, what new classes of distributed re-

source optimization for cost or reliability does this create?

Can it be used to increase capability or efficiency? Also, pre-

allocate resources to implement RBAMs can be insufficient

in many cases, (e.g., bursty load) yet the solution is still

remaining as questions waiting for the answer.
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