PHYSICAL REVIEW B 108, 235125 (2023)

Optical conductivity of a metal near an Ising-nematic quantum critical point
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We study the optical conductivity of a pristine two-dimensional electron system near an Ising-nematic
quantum critical point. We discuss the relation between the frequency scaling of the conductivity and the shape of
the Fermi surface, namely, whether it is isotropic, convex, or concave. We confirm the cancellation of the leading
order terms in the optical conductivity for the cases of isotropic and convex Fermi surfaces and show that the
remaining contribution scales as |w|*3 at T = 0. On the contrary, the leading term, o |w|~%*/3, survives for a

concave FS. We also address the frequency dependence of the optical conductivity near the convex-to-concave
transition. Explicit calculations are carried out for the Fermi-liquid regime using the modified (but equivalent
to the original) version of the Kubo formula, while the quantum-critical regime is accessed by employing the

space-time scaling of the Z = 3 critical theory.

DOLI: 10.1103/PhysRevB.108.235125

I. INTRODUCTION

The optical conductivity of a correlated electron system
contains important information about the strength of electron-
electron (ee) interaction. This information is encoded both in
the renormalization of the Drude weight and in the frequency
and/or temperature scaling of the conductivity. Experimental
and theoretical studies of optical conductivity is a very active
research area [1-5].

Unlike the dc conductivity, which is rendered finite
only either by umklapp ee scattering [6,7] or Baber
(electron-hole) scattering in compensated metals [7,8], the
optical conductivity is relatively free of the constraints
imposed by momentum conservation: as long as the elec-
tron spectrum is not parabolic, the optical conductivity is
rendered finite by ee interaction even in the absence of
umklapps/compensation. In the Fermi liquid (FL) regime, the
optical conductivity so far has been shown to adhere to two
scaling forms. The first one is due to Gurzhi [9]:

w* + 4x*T?
B &

o'(w,T) x

This form occurs in the presence of umklapp scatter-
ing or compensation both in two dimensions (2D) and
three dimensions (3D), but also in 3D even without
umklapps/compensation, as long as the electron dispersion
contains higher than quadratic terms [10]. The second scaling
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is believed to describe systems with isotropic but nonparabolic
spectrum, e.g., Dirac metals [11,12], in the absence of umk-
lapp scattering/compensation.! At T = 0, Eqgs. (1) and (2)
are reduced to const and w?, respectively (modulo a In |w|
factor in 2D). A suppression of ¢’(w, 0) in Eq. (2) compared
to Eq. (1) reflects partial Galilean invariance of an isotropic
system. The limiting forms of Eq. (2), i.e., »? and T*/w?, have
been derived by a large number of authors in a variety of con-
texts [13-19]. Both scaling forms are valid for w > 1/7;(T),
where 7;(T') is the appropriate current relaxation time at finite
T, which behaves as 1/7? under the conditions when Eq. (1)
is applicable or as 1/T* (modulo a In T factor in 2D) under
the conditions when Eq. (2) is applicable.

The case of a 2D anisotropic Fermi surface (FS) (again,
in the absence of umklapp scattering/compensation) is more
complicated. There, the conductivity depends on whether the
FS is convex or concave, i.e., on whether it has inflection
points. In the dc case, the FL-like T2 correction to the residual
resistivity vanishes for a convex FS, while the surviving term
behaves as 74 1n T [10,13-15,20]. On the other hand, the cor-
rection to the residual resistivity for a concave 2D FL is free of
such cancellations and behaves as T2. A similar cancellation
for a convex FS is expected to occur for the optical conduc-
tivity [3] and, indeed, it has recently been shown to be the
case for a non-FL at the Ising-nematic quantum critical point

! Although the primary focus of Ref. [11] is on Dirac metals, the
analysis there is applicable to any nonparabolic spectrum.
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TABLE I. Optical conductivity of a 2D electron system near an Ising-nemtaic quantum critical point (QCP) for different types of Fermi

surfaces. FL stands for the Fermi-liquid region.

o'(w,T) Fermi surface
Isotropic with nonparabolic spectrum or convex Concave
FL QCP FL QCP
w>T ®*1n |w| |w]?/3 const || ~2/3
woLT T*InT/w? T3/3 | 0? T?/w? T3 J?

(QCP) [22], while Ref. [23] arrived at the same result regard-
less of the shape (convex vs concave) of the FS. The issues
pertaining to the surviving term in the optical conductivity for
a convex FS as well to the leading term for a concave FS have
not been analyzed even in the FL regime. One of the goals of
this paper is to resolve these outstanding issues. We will show
explicitly that ¢’(w, T') for a 2D FL with convex/concave FS
scales as predicted by Eqgs. (2) and (1), respectively.

Another goal of this paper is to generalize the results for an
electron system at the Ising-nematic QCP, which is an exam-
ple of the D = 2, Z = 3 criticality [24,25]. This subject has a
long and somewhat controversial history. The optical conduc-
tivity of such a system [in the context of fermions coupled to
a U(1) gauge field] was claimed in Ref. [26] to behave as

o'(w,0) « |w| 3.

3

Later, it was realized, however, that the current-relaxing
mechanism in Ref. [26] was not properly specified
[3,22,23,27,28]. As we already mentioned, subsequent studies
demonstrated the vanishing of the leading |w| %/ term for a
convex FS [22]. In this paper, we revisit the issue of the —2/3
scaling of the optical conductivity near an Ising-nematic QCP.
We confirm that the |w|~%/? term vanishes both for an isotropic
but nonparabolic spectrum and for a convex FS. We also show
that the surviving term in the FL regime behaves according to
Eq. (2) for both cases.” When extrapolated to the immediate
vicinity of the Ising-nematic QCP, our result translates into

o'(w, T) o |w|*? max{1, (T/|w|)*"}. )

The 7 = 0 limit of our result, o'(w, 0) & |w|*?3, contradicts
the o'(w,0) = const result of Ref. [22]. With respect
to a concave FS, we show explicitly that the conductivity is
restored back to the original form, Eq. (3). For finite 7', we find

o' (0, T) o ||~ max{1, (T /|w])*}. ®)

The T = 0 limit of this result was also obtained in Ref. [28]
for a model of fermions coupled to loop current fluctuations.
Following Refs. [10] and [29], we also obtain the scaling form
of the conductivity near the convex-to-concave transition. For
the reader’s convenience, we summarize the results for the
optical conductivity in various regimes in Table 1.

The rest of the paper is organized as follows. In Sec. II, we
formulate the model and introduce the modified version of the

2The actual form of the scaling function is somewhat different for
the nematic system due to another contribution to the charge current;
see Sec. IT A.

Kubo formula that offers a practical advantage in calculation
of the optical conductivity. In Sec. I1I, we apply this formalism
to an isotropic electron system with a nonparabolic energy
spectrum. In Secs. IV and V, we derive the optical conductiv-
ity of metals with convex and concave FSs, respectively, and
also near the convex-to-concave transition. For each case, we
discuss the frequency scaling of the conductivity both in the
FL and quantum-critical regions. In Sec. VI we summarize
our main findings and provide a broader discussion. Appen-
dices A—C present some technical details of our calculations.

II. GENERAL FORMALISM

A. Hamiltonian and charge currents

We consider the following model Hamiltonian:

H = Hy + gHiy,

¥
Hy = E EkCy Oy
ks

(6a)
(6b)

1
Hyy = 5 Xq: V(‘l)dqdfq

1 . )
3 Z Uk, p, q)cl'(wc:)ﬂs/cpw, . » (60)

kpgss’

where cf{ ;(ck,s) are the fermion creation (annihilation) op-
erators for a particle in a state with momentum k and spin
projection s,

ki =k=£q/2, and pLr =p £ q/2. @)

The coupling constant g is factored out for convenience. Fur-
thermore, ex = €x — EF, € is the band dispersion, Ef is the
Fermi energy,

dy =Y FK)j ¢ , (8)
K,s

is the charge density in the angular momentum channel with a
form-factor F (k), and U (k, p, q) = F(K)F (p)V (q). For sim-
plicity, we assume that the FS has at least fourfold symmetry,
although this assumption is by no means crucial. The form
factor is normalized such that

A 120y —
/ZHF(k)_l,

where ¢y is the azimuthal angle of k. For a purely density-
density interaction, F (k) =1 and U(k, p,q) =V (q). The
interaction responsible for a quantum phase transition is

C))
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modeled by the standard Orenstein-Zernike form

Viq) = (10)

7’ +ay
where gp is the bosonic mass, equal to the inverse correlation
length of the order parameter fluctuations. We assume that the
system is close to the QCP, such that gg < kp. At finite gg,
the system is in a FL regime at low enough energies, namely,
for max{w, T} < wgr, where
rL = veqy/gNF. an

vr is the Fermi velocity, appropriately averaged over the FS,
and Ny is the density of states at the Fermi energy. In the
FL regime, the dynamic interaction can be replaced by the
static one, which is what we did in Eq. (10). Our explicit
calculations will be carried out in the FL regime only. To
extend the results to the immediate vicinity of the QCP, we
will invoke the space-time scaling of the Z = 3 critical theory
and replace gg by max{|w|'/?, T'/3} [27].

As usual, the (longitudinal part of) charge current is de-
duced from the continuity equation

q-jq = —lpq, Hl, (12)

where pq =€) . ClL.ka_,x is the charge density operator.
The commutator [ o, Hy] yields the single-particle part of the
current, the ¢ = 0 component of which is given by

Jo=e Z vkc;z’xck“Y ) (13)
ks

where v, = Ve is the group velocity. However, the interac-
tion part of the Hamiltonian Eq. (6¢) does not commute with
the charge density and, therefore, there is one more contri-
bution to the current. Computing the commutator [0g, Hinc,
we obtain for the interaction part of the current at q = 0 (see
Appendix A for details)

Jim=e¢ Y [Vt VUK, p, @l b ey oo

kpgss’
(14)
where Vi, = (¢3 /k)94, . The total current is given by the sum
J=Jo + Gint- (15)

B. Modified Kubo formula for the optical conductivity

Due to the fourfold symmetry of our model, o, = oyy,
and one can define the conductivity as o = (0xx + 0yy)/2.
To calculate the conductivity, we will be using the modified
version of the Kubo formula. The standard Kubo formula
relates the real part of the conductivity to the imaginary part
of the (retarded) current-current correlation function,

o'(w,T)=Reo(w,T) = —élm M(w,T),  (16)

where

M0, T) = —2 /0 d1e™ ([j(1) ; §O)])

—%(Li(t) SO A7)

and [a;b] =a-b —b-a. In this approach, the dissipative
(real) part of the conductivity is nonzero only if the interaction

is dynamic, which means that the bare static interaction in
Eq. (6¢) needs to be renormalized by dynamic particle-hole
pairs. An equivalent version of the Kubo formula is obtained
from integrating Eq. (17) by parts [11,16,17]

1
o'(w,T) = T3 m (K@) ; KO)]),, (18)

where K(¢) = id,j = [j, H]. While Eq. (16) contains a two-
particle Green’s function, Eq. (18) contains a four-particle
Green’s function which, in general, is a more complicated
object. However, to calculate the optical conductivity to order
0(g%), it suffices to find K to order O(g?):

K(t) = [jo + giint» Ho + gHind = gKi1 () + gKa (1) + O(g),

(19)

where
K@) = [jo, Hind], (20a)
Ko () = [jint, Hol- (20b)

Because the product of K(¢) and K(0) in Eq. (18) is already
of order g, the averaging in this equation can be performed
over the free-fermion states. The advantage of Eq. (18) is that
it accounts only for current-relaxing processes without the
need of combining diagrams for the current-current correla-
tion function. In this approach, the renormalization of the bare
static interaction by dynamic particle-hole pairs is accounted
for automatically, when the product of two four-fermion cor-
relators in Eq. (18) is averaged over the quantum states of a
noninteracting system.

Substituting Eq. (19) into Eq. (18), we obtain the conduc-
tivity as the sum of three terms:

o', T)=0/(®,T)+ 0w, T)+0/,(0,T), (21)

where

g

oj(w, T) = 27 (K (@) s Ky (0o, (22a)
o, T) = %Im (K2 (@) ; K2 (O)]) s (22b)
o0, T) = %Im{([Kl(t) s K2 (O)])w

— (K () ; K2(0)]) -0} (220

For the commutators in Egs. (20a) and (20b) we obtain (see
Appendix B for details)

¢ A
Ki=—3 Z,Av Uk, p. @)y, b e o, . (230
kpgss
K, = Ae(Vy + Vy)U (K U
2 =€ (Vg + p) (k, p, Q)Ck%scpﬂx/cpwz Cx s
kpgss’
(23b)
where
Av =g, +vp — vk — Vp, 24)
and
Ae =gy, +6p. — &k — &p, (25)

are the changes in the total velocity and total energy of two
fermions, respectively, due to a collision. The commutator
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in Eq. (20a) vanishes for a Galilean-invariant system, i.e.,

for v = k/m, and thus the conductivity for this case is not

affected by the electron-electron interaction, as it should be.

J

1 —e T
ol(w, T) = ne*g 2
1)
_ ,—w/T
o5(w, T) = 4w’

_ efa)/T

1
ol,(w, T) = dmwe* g

where [, is a shorthand for [ d*k/(27)?, while

/ U*(k, p. Q)(Av)’M(k, p, @)8(ex, +&p. — ek — &p, + o),
k.p.q

Substituting Egs. (23a) and (23b) into Eq. (18) and apply-
ing Wick’s theorem, we obtain for the three components of the
conductivity

(262)

1—e
— / (Vi + VUK, p, 1 (Ae)’*M(K, p, q)5(ek, +&p — ek — &p, + @),  (26b)
k.p.q

w3 [k AeAv - (Vi + V)UK, p. QM (K, p. @)8(ex, +&p. — ek — &p, + @),  (26¢)
P.q

Mk, p, @) = ng(ex Inp(ep )1 — np (e )L — np(ep, )] 27)

with np (¢) being the Fermi function. In the equations above, we neglected the exchange part of the interaction, which is small
compared to the direct part for a long-range interaction, considered in this paper.
The delta functions in Egs. (26b) and (26¢c) impose a constraint Ae = —®. Applying this constraint, we obtain instead of

Egs. (26b) and (26¢)

1 —e /T
oy, T) = 4ne2ng f [(Vk + V)UK, p, "Mk, p, )8(ex, + &p — ek — &p, + @), (28a)
k,p.q
/ 2 1—e " 2
op(w, T) = —4me gZT Av - (Vi + VP)U k,p, )M (K, p, q)8(8k+ +éep. — &k — &p, + w). (28b)
k.p.q

Equations (26a), (28a), and (28b) form the basis of fur-
ther analysis. In what follows, we will consider three
examples: the case of an isotropic but nonparabolic spec-
trum, as well as of convex and concave FSs. In all
cases, we focus on a single-band system and neglect umk-
lapp scattering. The reason for the last assumption is
that a long-range interaction, characteristic for an Ising-
nematic QCP, strongly suppresses umklapp scattering even
if the FS occupies a substantial part of the Brillouin zone
[10,20].

(
III. ISOTROPIC BUT NONPARABOLIC SPECTRUM

In this section, we consider the case of an isotropic but
nonparabolic spectrum, €x = €(k), which is encountered, e.g.,
in Dirac metals. We begin with o{(w, T') in Eq. (26a), the
analysis of which follows along the same lines as in Ref. [11].
Relabeling the momenta as k+q/2 — k and p—q/2 —
p, introducing the energy transfer as Q = ex_q — &x = &p —
£p+q T o, and restricting the integrals over the fermionic mo-
menta to narrow regions near the FS, we rewrite Eq. (26a) as

, 5 T[_ng —w/T +00 +0o0 +00 2 dd)kq d¢_pq 5 g 5 g 5
of(@.T) =g = (1 - )/ (27‘[)2/ dek/ dep/ dQ/ / i (k— 2>F (p+ 2)v (@
x (Av) np(e)ne(ep)1 — np(ex + QI — np(ep — 2+ @)18(Q — ex_q + eK)S(R — @ + Epiq — &), (29

where ¢ is the angle between vectors n and m, and

AV = vk + Vp — Vk_q — Vpiq- (30)
Note that vy = €'(k)k/k for an isotropic dispersion. There-
fore, if we project all the momenta onto the FS, i.e., put k =
p=|k—q|=|p+dq| =kr in Av, then Av vanishes and so
does the conductivity. To get a finite result, we need to expand
Av around the FS. Performing such an expansion, we obtain

Whp
Av = —

X I:(Sk Ek— q)k + (ep — €psg)D + (8k—q 5p+q) ]
F F

&1V

(

where K is the unit vector in the direction of Kk, etc., and
ke’ (k)
€'(k)

is the nonparabolicity coefficient [11]. A Galilean-invariant
system has a parabolic spectrum, in which case wy,, = 0. For
a nonparabolic spectrum wy, # 0; for example, w,, = 1 for
the Dirac spectrum.

Near quantum criticality, momentum transfers are small:
q < qs K kg. Therefore, we can neglect the last term, propor-
tional to q, in Eq. (31), and also replace F(k — q/2) ~ F (k)
and F(p + q/2) ~ F(p) in Eq. (29). Next, we express the dis-
persions entering Eq. (31) via w and €2, using the constraints

wep = 1 — (32)

k=kp
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imposed by the delta functions in Eq. (29). This yields

w2
(AV)? = k—‘;p[szz + (2 + 0)? = 2Q(Q + ®) cos Pipl. (33)
F
It is to be expected (and will be shown below to be the case)
that typical values of |Q2| are on the order of max{|w]|, T'}.
Then (Av)* ~ wj, max{w?®, T?}/kg, which implies that the
conductivity is suppressed compared to its canonical FL
value, Eq. (1). To obtain the leading term in the conductivity,
it suffices to neglect €2 and w in the delta functions in Eq. (29).
For small g, these delta functions are then reduced to the geo-
metric constraints cos ¢xq = 0 and cos ¢pq = 0, which imply
that k and p are either parallel or antiparallel to each other, i.e.,
that cos ¢p = £1. Recalling the fourfold symmetry of the
interaction, we find that the contributions from cos ¢x, = %1
in Eq. (33) cancel each other, while the integral of the form
factors over ¢q gives a constant

2w
a= / 6;ﬁF“(q). (34)
0 T

Next, the triple integral over &, &p, and €2 is solved as [11]

+00
/ / / dexdepdQ(Q + 0)* + Q)
x ng(ex)np(ep)[1 — ne(ex + Q)[1 — np(ep — QL + w)]

47 T? 8m2T?
1+”—2)<3+ ” ) (35)
[0)]

w2

T 30(1 — e—@/T)

Note that typical values of the variables in this integral are
lex| ~ lepl ~ 2] ~ max{|w]|, T}, which proves our earlier as-
sertion. Finally, we notice that the integral over g diverges
logarithmically at the lower limit because each of the delta
functions in Eq. (29) brings in a factor of 1/q. To regular-
ize the divergence, one needs to return to the dynamic form
of the interaction and ask how large g should be for the
Landau-damping term to be neglected. The answer is that
q > qplw|/wrL, Where wgr is the upper boundary of the FL.
region [30]°, given by Eq. (11). Therefore,
1 WEFL,

[o.¢]
d
/ Hyrgy~ = 2L (36)
alol/on. 4 g ol

Collecting everything together, we arrive at

2 2 2 272
, e , &N} ([ ® 4n-T
e D)= 602" a5 (UFkF> (1 %

34 87T2T2 1 WEFL (37)
X n| ———),
w? max{w, T}

which is the scaling form advertised in Eq. (2).

We now turn to o}(w, T') in Eq. (28a). The integrand of
o5(w, T') can be projected right onto the FS without further
expansions. The rest of the calculation is the same as for

3We thank A. Chubukov for clarifying the cutoff procedure for us
and for bringing Ref. [30] to our attention.

o}(w, T), except for the energy integral, which yields

+00
f// dexdepd2[1 — np(ey + Q)1 — np(ep — 2+ w)]

@’ 1+ 47272 (38)
6(1 — e=/T) w? )

x nr(ex)ng(ep) =

A straightforward calculation then leads to

2 2 2 272
oz’(a),T)z e gZNsz w 1+471T
242 qé nem UFkF w?

x In <L> (39)
max{w, T}
where
7 dey (9F* (@)’
2 q
wnem _/0 27_[ < a¢q ) (40)

is the nematicity coefficient.

Finally, we come to the o{,(w, T') contribution to the con-
ductivity, Eq. (28b). By power counting, it is of the same
order as 0| and o} because AvAe scales as ? [cf. Eq. (26)].
However o/,(w, T') vanishes within the approximation of this
section. The reason is that, once the last term in Eq. (31) is
neglected, Av becomes a sum of two radial vectors, directed
along k and p, respectively. As we already know, the lead-
ing contribution to the integral comes from almost collinear
momenta k and p. Therefore, Av is also a radial vector,
collinear with k (or p). Now, in Eq. (28b) Av is dotted into
w= (Vi + Vp)Uz(k, P, q), which is a vector sum of two
tangential vectors, proportional to ¢ and qu, respectively.
Again, due to collinearity of k and p, vector w is perpendicular
to both. Thus Av - w = 0, and the leading term in o{,(w, T)
vanishes.

Therefore, the final result for the conductivity is the sum of

Egs. (37) and (39):
e gleg o \? m 472T?
1272 g} \ veke w?
aw? 8 2T? w2
np nem
3
x |: 5 < + ? >+ 2

In <L> (41)
max{|w|, T}

The nonparabolic and nematic contributions to the conductiv-
ity are of the same order for w > T', while the nonparabolic
contribution is the dominant one for w < T. Schematically,

o'(w, T) =

, B w T

o' (w,T) x qB4a)2 max {ln ﬁ ps In %

As explained in Sec. IT A, a crossover to the QCP is achieved

by replacing gg — max{|w|'/3, T/3}. At the same time, wg

is replaced by max{|w|, T}, and thus the logarithmic factors

are replaced by constants of order one. As a result, Eq. (42) is
replaced by Eq. (4).

Next, we turn our attention to anisotropic FSs.

}. (42)
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(a) (b) (c)

Swap channel, Av = 0 Cooper channel, Av = 0

FIG. 1. (a) Graphic solution of the equation ex_q = &x. As
shown, a convex FS contour has no more than two self-intersection
points (black dots). (b) Swap scattering process, in which k — p’
and p — k'. (c¢) Cooper scattering process, in which k +p =0 =
k' 4 p’. Neither swap nor Cooper channel leads to current relaxation.

IV. CONVEX FERMI SURFACE

We proceed with the optical conductivity for a generic con-
vex FS. As has been shown by many authors (see Sec. I), the
leading term in the conductivity, i.e., max{const, T? /wz} in
the FL regime, vanishes in this case. Our goal is to derive the
surviving term. Our main interest will be in the o{(w, T') con-
tribution [Eq. (26a)], because the general form of the o (w, T)
contribution [Eq. (28a)] does not depend on the shape of
the FS.

We focus on the 7 = 0 case first and begin with a brief
review of the arguments for the vanishing of the leading term,
as given in Refs. [10] and [20]. To leading order in max{w, T},
we project the integrand in Eq. (29) onto the FS and neglect
both frequencies in the delta functions (€2 and w). To ensure
that the both delta functions are nonzero within the domain of
integration, we need to find the solutions of two equations for
the initial momenta k and p at fixed q:

ek—q = ek = 0, (43a)
(43b)

Excluding umklapps, the solutions of Eqgs. (43a) and (43b)
are the points of intersection between the original FS contour

Ep+q = &p = 0.

ne2g2

ol(w,0) = o

and its two copies translated by +q, see Fig. 1(a). Denoting
P = —p and using that e_x = ek, we rewrite Eq (43b) as
ep—q = &p = 0, upon which it becomes identical to Eq. (43b).
For a convex FS, the first equation has (at most) two solutions,
see Fig. 1(a). If we denote one of the solutions by Kk, then the
second one is —ko + q. Indeed, e_ Kotq—q = E—kotq > Eky =
ek,—q- However, the equation for p also has (at most) two
solutlons (Po, —Po + q) = (—po, Po + q). Because the equa-
tions are the same, the solutions must also coincide, which
leaves us with two choices: either po = kg — q or pg = —Kg.
The first choice corresponds to a “swap” scattering process,
in which two electrons swap their initial momenta: ko —
k() — q = Po,Po = k() —q—>Ppot+q= ko, seeFig. l(b) The
second choice is a Cooper (or head-on) scattering process:
ko — ko — q, po = —ko — ko + q; see Fig. 1(c). Accord-
ing to Egs. (26a)—(26¢), a scattering process contributes to
the conductivity only if Av = vy + vy — v — vp # 0. How-
ever, in a swap process v{( = vp and v;, = vg, such that Av =
0. Likewise, in a Cooper process vy, = v_x = —vk and vy =
V_g = —V, such that Av = 0 again. Therefore, the leading
term in the conductivity vanishes.

To obtain a nonzero result, we have to consider small
deviations from the previously found solutions for the swap
and Cooper channels, i.e.,

(44a)
(44b)

k =Kko + 3k, p=po+dp =Ko —q+dp,
k =ko + 8k, p=po+dp = —ko + 5p.

Expanding Avw to first order in dk and §p around ko and po,
we obtain

Avs = [(dk — 8p) - VI(vk, — Vk,—q)»
Avc = [(8k + 8p) - V](vky—q — Vi)

(45a)
(45b)

for the swap (S) and Cooper (C) channels, respectively. With-
out a loss of generality, we choose w > 0. With this choice
and at 7 = 0, the o{(w, 0) contribution to the conductivity is
reduced to

2 2 2 2 qa\ 2 q4\,,> 2
d fdak/dap/ dQF k+2)F (p—E)V (Q)(Av)

X 0(ex)0(—ex — Q)0(£p)0(—p + QL + 0)5(Q — £1_q + 65 (R + © + £piq — &p)- (46)

For any given q, we need to find solutions Ky and py of Egs. (43a) and (43b), integrate over §k and §p near these solutions, and

then integrate over q.

We start with the swap channel, in which py = kg — q. We expand the integrand of Eq. (46) in 6k and §p and also use the
condition g < (kg), where (kg) is a characteristic size of the FS. Then

welg

@0 = 5 e

0
dzqF“(ko)Vz(q)/dZSk/d28p/ dQ2 (Avg)?

x 0(vy, - 5K)O (—vy, - 5k — Q)0 (vi,—q - SP)O(—Vky—q - P+ L + @)SBk -u — Q)5(p-u—Q —w), “47)

where Avg is given by Eq. (45a) and

u=vg, q— Vg~ —(q- V)vy,. (48)

(

The delta functions in Eq. (47) imply that the 2D integrals
over 8k and §p are, in fact, one-dimensional integrals along
the straight lines:

5k-u =g, (49a)
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It is convenient to choose 8k, and §p, as independent integra-
tion variables and exclude 8k, and ép, via
Q Uy

Sky = — — Sky—
l/ty I/ly

(50a)

QL+ ow Uy
—dpy—.
u, u,

Spy = (50b)

The Pauli principle (imposed by the theta functions) and
energy conservation (imposed by the delta-functions), confine
8k, and 4 p, to the following intervals:

kmin < 8kx < kmaXa (Sla)
Pmin < 8Px < Pmaxs (51b)
where
Kmin = 9<1>M9+9(— )”“”sz, (52a)
Uy v u,
f = 9(1) Vkor o 1 9(_ v >Uk0—q Q. (52b)
uy v Uy, v
Prnin = 9<1> o (@ 4 w) + e( i)ﬂ(sz + o),
uy,) v Uy,
(52¢)
Prmax = 6'(1)@(9 +w)+ 0(—1)1)"—”(9 + ),
uy v uy v
(524d)
and
Vv = Ukofq,ka(],y - vk()*q,yvk(),x
A Ui (q - V)UK y — Uiy y (4 - V)UK x, (53)

with u defined by Eq. (48). The last step in Eq. (53) again
accounts for the smallness of g.

Substituting Eqgs. (50a) and (50b) into Eq. (45a), we obtain
for (Av)? near the swap solution:

(Avs)* = {[m(akx - Z—"ak}) + apy(fakk - ak),)
y X

Q+ow Q 2
- Ok, + u—aky up . 54)

X y

With all the constraints having been resolved, Eq. (47) is
reduced to

welg?

OII(CL),O) ZW

1
d*qF* (ko)V*(q)—
uy

0 Kmax Pmax
X/ de dSkX/ dsp(Avs)*. (55)
—w Kmin D

'min

The power counting of o{(w, 0) is already obvious at this
point. Indeed, the integrals over 8k, and §p, give a factor of
o each. Another factor of w? comes from (Awvg)?. Finally,
the integral over 2 gives one more factor of w. Therefore,
0](0,0) x 0 x 0? x 0 x 0 = .

To find the dependence of o{(w, 0) on the bosonic mass

(gs), we need to analyze the behavior of the integrand in

Eq. (55) at ¢ — 0. For simplicity, let’s assume that v/u, > 0.
Then kpax — kmin = (Vig,y — Vikg—q,y)$2/v. The numerator in
the last formula vanishes as ¢ at ¢ — 0 but, according to
Eq. (83), v also vanishes as g and, therefore, the range of
integration over 8k, remains finite at ¢ — 0. The same is
true for Pmax — Pmin. Next, (Av)? in Eq. (54) contains only
the ratios u;/u; and Oy u;/u; with i, j, I = x,y. While u; by
itself vanishes as g [cf. Eq. (48)], the ratios quoted above
remain finite and, therefore, (Avg)? remains finite at q — 0.
Finally, the factor of 1/ u% in Eq. (55) diverges as 1/¢%, and
thus the integral over g diverges logarithmically at ¢ — O.
This is exactly the same divergence that we encountered in
Sec. III. Cutting the divergence off in the same way as before,
we arrive at the final result:

01(®,0) o gg*@’ In ity (56)

|l

The frequency dependence of the conductivity is the same
as for an isotropic but nonparabolic spectrum at 7 = 0 [cf.
Eq. (42)].

The contribution from the Cooper channel is analyzed
along the same lines. It can be readily shown that the limits of
integration over 8k, and §p, for this case remain the same as
for the swap channel [cf. Egs. (52¢)—-(52d)]. The only change
compared to the swap case is in the relative sign of dk and
8p in Eq. (45b), which is irrelevant for scaling. Therefore, the
combined contribution of the swap and Cooper channels is
still given by Eq. (56).

The finite-temperature case does not require a special anal-
ysis because, in the FL regime, the integrals over the energies
and over momenta tangential to the FS factorize. Therefore,
the energy integration gives the same result as in Eq. (35).

As we already said, the scaling form of the o}(w, 0) contri-
bution is insensitive to the shape of the FS, hence Eq. (39)
applies to a convex FS as well. Next, the o/,(w, 0) contri-
bution already contains an extra factor of w [cf. Eq. (28b)],
while another factor of w comes from the expansion of Av
around the swap and Cooper solutions. Therefore, the total
conductivity for a convex FS can be written as

2 2
o' (w0, T) :e2gzNF (L) (1 +

g\ vrkp

3 87T2T2 1 (WFL
X[“( T2 >+5} n(maxnwm)’

(57)

4712T2)

w?

where o and 8 are the dimensionless coefficients which de-
pend on the details of the convex FS. The overall form of the
conductivity is the same as for an isotropic FS, cf. Eq. (41).

Extrapolating Eq. (57) to the vicinity of the QCP in the
same way as in Sec. III, we arrive again at Eq. (4). At T =0,
the conductivity scales as

o'(w,0) o |w|?3. (58)

This result disagrees with that by Guo et al. [22], who argued
that o’(w, 0) = const.
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(b)

(d) (e)

FIG. 2. (a) Isoenergetic contours for a fourfold symmetric en-
ergy spectrum in 2D. As an example, we employ the tight-binding
model with next-to-nearest neighbor hopping, for which e(k) =
—2t(cos ky + cosk,) + 4rt cosk, cosky,andsett = landr = 0.3. A
convex-to-concave transition occurs at E = E, = 87(2r> — 1). The
solid blue (red) curves are the convex (concave) Fermi surfaces.
The dashed black curve corresponds to the critical value of Fermi
energy at the convex-to-concave transition. (b) A concave FS contour
can have more than two self-intersection points (six in the example
shown). (c) Even for a concave FS, the number of self-intersection
points can be smaller than the maximum number allowed, if q is
pointed away from a special direction. (d) If the magnitude of the
shift is sufficiently large, the number of self-intersection points is
also less than the maximum number allowed.

V. CONCAVE FERMI SURFACE

A. Generic concave Fermi surface

A concave FS can have more than two self-intersection
points. If the FS has mirror symmetry, the maximum number

J

g 1 —

o, T)= 2n )4 e

P
(a) (b) (c)

Cooper channel, Av = 0 Swap channel, Av = 0 Extra channel, Av # 0

FIG. 3. Scattering processes on a concave Fermi surface. (a) An
example of Cooper process with Av = 0. (b) An example of swap
process, also with Av = 0. (c) A current-relaxing scattering process
with Av # 0.

of such points is six, and it is achieved if the FS is translated
along the mirror axis, as illustrated in Fig. 2(b). One such
point is the inflection point, two more are located on the
same side of the curvilinear polygon, and the other three are
located on the opposite side. Therefore, for given q, Eq. (43a)
for the allowed initial momenta k has up to six solutions.
Solutions of Eq. (43b) for the initial momenta p are obtained
by translating the FS by —q, which yields another up to six
solutions, see Fig. 2(c). The two sets of up to six solutions
each generate up to 36 pairs of the initial momenta k and p at
given . These pairs contain not only Cooper [Fig. 3(a)] and
swap [Fig. 3(b)] channels, but also scattering processes that
do relax the current. An example of such a process is shown
in Fig. 3(c). For any such process Av # 0, and the conduc-
tivity in Egs. (26a)—(26c) remains finite after projecting the
integrands onto the FS. Equation (26a) for o{(w, T) is then
reduced to

—u)/T
/ dex / ds, / A (e + Dne(ep — @ — Q1 — ne(eO[1 — ni(ey)]

de de
(27[)2 % k % =P (A )2U2(k p q)(S(Sk — Ek— —q + Q)S(Sp+q Sp 4+ w+ Q)lFSa (59)

where d{y is the line element of the FS contour, and it is understood that the fermionic momenta in the second line belong
to the FS. As before, one can neglect the frequencies inside the delta functions. In contrast to the convex case of Sec. IV, Av
does not contain additional dependence on the frequencies €2 and w but, instead, it vanishes at ¢ — 0 as qz. Therefore, the
integral over ¢ is convergent at the lower limit (as opposed to being logarithmically divergent in the convex case) and gives
[dqaq® /4> (@ + q3)* ~ q5 2. Next, the triple integral over energies in the first line of Eq. (59) is given by Eq. (38). We thus
obtain

_20) + 47[2T2

o/(w,T) X gg e , (60)

which is just the Gurzhi scaling in Eq. (1).
Up to an overall factor, the o; contribution is still given by Eq. (39), which is subleading to Eq. (60) and can be neglected.
The o{,(w, T') contribution requires a bit of care. Rewriting Eq. (28b) in the same way as Eq. (59), we obtain

ezgz l — efw/T —+00 —+00 —+o00 dﬁk
~ I3 > (2 )2V (q)/ dsk/ dspf dﬂf

x (Av - W)ng(ep)np(ep)[1 — np(ex + DI[1 — np(ep — @ + ) |8(2 — ek—q + &) (Q — ® + £piq — &p),  (61)

o,(@,T) =
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where

W= FX(p+q/2)VkF?lk—qp2 + F*(k — q/2)VpF?|p1q/2-
(62)

Suppose that we project all the momenta in the last equa-
tion onto the FS and set T = 0. Then the triple integral over
energies gives a factor of »? [cf. Eq. (35)], and thus o{,(w,0)
appears to scale as w. However, this is impossible because
o{,(w,0) must be even in w. Therefore, the leading w term
must vanish identically, while the subleading term comes from
expanding Av near the FS, as it was the case for an isotropic
FS, cf. Sec. I1I. This implies that o/, (w, 0) scales at least as w?
and is thus subleading to o{(w, 0). An expanded discussion of
this point is presented in Appendix C.

As before, a crossover to the QCP is achieved by replacing
gs — max{|w|'/3, T'/3} in Eq. (60), which yields

1T }

oA a (63)

o'(w, T) o< max {
This result restores the naive scaling form in Eq. (3), ob-
tained by substituting the current relaxation rate, 1/7j(w, T')
max{|w|*3, T*3}, into the Drude formula ¢’(w, T) x
1/&?t(w, T).

B. Optical conductivity near a convex-to-concave transition

Suppose that at a certain critical value of Fermi energy,
Ep = E,, the shape of the FS changes from convex (A =
Ep — E. < 0) to concave (A > 0), see Fig. 2(b). The results
presented in Secs. IV and V A are valid either well below or
well above the convex-concave transition. Now we consider
the vicinity of the transition.

Even if the FS is concave, the kinematic constraint ex_q =
ek has more than two solutions only if q is along one of the
high-symmetry axes and its magnitude is sufficiently small. If
these conditions are not satisfied, then, as shown in Figs. 2(d)
and 2(e), the number of self-intersection points goes back to
two and, again, only the Cooper and swap channels are pos-
sible. The width of the angular interval near a high-symmetry
direction, d¢q, and the maximum value of g, gmax, depend on
A in a critical manner. In what follows, we will determine
these parameters for the fourfold symmetric case and analyze
the dependence of optical conductivity on w and A. In doing
so, we will follow closely a derivation of the dc resistivity near
the convex-to-concave transition in the presence of disorder,
presented in Ref. [29].

Let us first find d¢q. For ¢ < kg, the kinematic constraint
&k = €x—q 18 equivalent to vk - q = 0. Since vy is along the
normal to the FS at point k, this condition implies that the
normals to the FS at the self-intersection points are perpen-
dicular to q, see Fig. 4(a). Let ¢ be an azimuthal angle of
the normal to the FS at any given point k. Then the constraint
vk - q = O can be written as ¢; = ¢q + 7 /2. (By symmetry, it
suffices to consider only the interval ¢ — ¢q € {0, 7}). Given
the relation between ¢, and ¢, one can find the corresponding
angular interval §¢;; instead of §¢pq. As one goes around the
FS, ¢5 varies with ¢y. The difference between the convex
and concave FSs is in that the dependence of ¢ on ¢y is
monotonic for the former and nonmonotonic for the latter;

(b)

() bk (d) k

dr Y A ————

FIG. 4. (a) At the self-intersection points (black dots), the mo-
mentum transfer q is a tangent to the Fermi surface. vy is the Fermi
velocity at point k on the Fermi surface (FS). (b) The dependence
of ¢ on ¢ for various types of the FS. Dashed curve: E < E,,
convex FS; dotted line: at the convex-concave transition; solid curve:
E > E,, concave FS. (c) An enlarged view of the nonmonotonic
dependence of ¢y on ¢x. (d) A portion of the FS contour in local
Cartesian coordinates.

see Fig. 4(b). The equation ¢ = ¢4 + 7 /2 has multiple roots
only for a concave FS. Note that the curves ¢y (¢x) below and
above the convex-to-concave transition coincide at inflection
points. Near any of such points, the function ¢;(¢x) is de-
scribed by a cubic polynomial [see Fig. 4(c)],

b (k) = b(P — Bint)® — cA(Pk — Dint), (64)

where ¢y, is the azimuthal coordinate of the inflection point,
while b and ¢ > 0 are constants that are specific for a given FS.
The interval §¢;; is then equal to the vertical distance between
the maximum and minimum of the curve, which gives
432
S = ———— N3P ~ A2, (65)
KT 3312

Next, we need to find Av. For small g, we can write Av =~ (q -
V)(vk, — vx,), where k; and k; are any two solutions of the

kinematic constraint vy - q = 0. In terms of angles ¢y and ¢,
we can rewrite (Av)? & ‘12(%%1 - %Mz )?; see Fig. 4(d).

For the ¢ (¢ ) curve in Eq. (64), we immediately find
(Av)? o (gA)°. (66)

Finally, to find gmax, we rewrite Eq. (64) in a local Cartesian
system with the x axis along the tangent to the FS at the
inflection point, see Fig. 4(d). As shown in Ref. [29], such
an equation reads k, = —bk}/12 + cAk?/2, where k,, are
measured from the inflection point [29]. Using this relation
to solve ex = &x_q, We obtain a cubic equation of k., which
admits three different real roots only if ¢ < 24/cA/b. We thus
arrive at the following result:

Gmax ¢ A2, (67)
We now come back to the integral over q in the second
line of Eq. (59). Approximating [d*q by [J™ dqqdpy ~

foq“‘“‘ dqqdgy, using Egs. (65)—(67), and substituting the in-
teraction from Eq. (10), we obtain for the contribution to the
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conductivity from current-relaxing channels:

dqq

qmﬂx
&' (w,0) 8¢*A2/ —
b @)

9 qi

Adding up the contributions from the Cooper and swap chan-
nels, we obtain the conductivity in the FL regime,

AN? K2 mAkZ
o' (w,0) ~ e2g2|:<E—> max {—5, n - }@(A)
q

1 42,
o A7? max {— Gimax } (68)

F B 9B

ké w 2 WFL
+—= <—> In— |, (69)
qg \ EF o]
where ®(x) is the Heaviside function. The first term in the
equation above is Gurzhi-like [cf. Eq. (1)], while the second
one is the same as for a convex FS.

Near the QCP, the first option for the Gurzhi-like term
in Eq. (69), ox A7?/g3%, becomes A7/?/|w|*3. The second
option, o< A%?/g}, formally becomes A%?/|w|*? but it oc-
curs only in the regime where it is already subleading to
the last term, and thus can be neglected. Finally, the optical
conductivity near a convex-to-concave transition acquires the
following scaling form:

A7/2
o'(w,0) x O(A)—— + |w|*°. (70)
|w|2/3

Note that the conductivity has a minimum at o =

Omin o A2/,

VI. SUMMARY

In this paper, we presented detailed calculations for the
optical conductivity of a 2D metal near the Ising-nematic
QCP. The focus of our attention was on the effect of the FS
geometry that constrains the kinematics of possible scattering
processes and thus ultimately determines the frequency de-
pendence of the optical response. We identified the swap and
Cooper channels for the case of a convex FS, which do not
relax current, and extra channels for the case of a concave FS,
which do. On a technical level, we used the modified Kubo
formula, which expresses the conductivity via the correlation
function of the time derivatives of the current rather than that

J

of the currents itself [11,16,17]. This method gives certain ad-
vantages as compared to a direct diagrammatic computation,
namely, it (i) bypasses the need to consider the dynamic inter-
action and (ii) automatically accounts for all current-relaxing
processes. This obviates the need for the usual bookkeeping
of various diagrams that tend to partially cancel each other for
a generic non-Galilean—invariant FL.

First, we considered an electron system with a non-
parabolic but isotropic dispersion relation. Our main result is
given by Eq. (41), which generalizes prior related calculations
[11,12] by going beyond the model of a purely density-density
interaction. Extrapolating Eq. (41) to the quantum-critical
regime of an Ising-nematic phase transition, we find the fre-
quency scaling of the optical conductivity as given by Eq. (4).

Next, we showed explicitly that Eqs. (41) and (4) also
hold for a generic convex FS. In doing so, we confirmed the
vanishing of the leading term in the conductivity [3,22,23].
However, we disagree with the conclusion of Ref. [22] that
the remaining term is independent of the frequency.

Finally, we showed that the “naive” scaling form of the
conductivity, o’(w) x 1/ |w|?/3, is restored for a concave FS.
In this respect, our results disagree with those of Ref. [23], in
which the conductivity was found to contain only the §(w)
term, regardless of the shape of the FS. We also derived
the frequency dependence of conductivity at the onset of a
convex-to-concave transition, see Eq. (69).

Note added in proof. Recently, H. Guo showed [21] that the
result of Ref. [22] o =const for a convex Fermi surface is not
valid.

ACKNOWLEDGMENTS

We thank A. Chubukov, L. Delacretaz, D. Else, 1. Esterlis,
Ya. Gindikin, H. Guo, I. Mandal, A. Patel, and S. Sachdev for
fruitful discussions. This paper was supported by the National
Science Foundation via Grants No. DMR-2203411 (S.L. and
A.L.), No. DMR-2224000 (D.L.M.), and No. DMR-2011401
for MRSEC (P.S.). A.L. acknowledges hospitality of the Max
Planck Institute for Solid State Research, where this work
was performed in part, and a research fellowship funded by
the Alexander von Humboldt Foundation. A.L. and D.L.M.
acknowledge the hospitality of the Kavli Institute for Theoret-
ical Physics (KITP), Santa Barbara, supported by the National
Science Foundation under Grants No. NSF PHY-1748958 and
No. PHY-2309135.

APPENDIX A: COMMUTATOR ALGEBRA

In this Appendix, we will make use of the following two identities:

[A, BC] =[A, B]C + B[A, C]

and

[A, BC] = {A, B}JC — B{A, C},

(AD)

(A2)

where [x, y] and {x, y} denote a commutator and anticommutator, respectively, of x and y. To simplify notations, we will suppress
spin indices of the fermionic operators, as they are not essential for the commutator algebra.
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1. Interaction part of the charge current
According to Eq. (12), we need to calculate the following commutator:
[pg: Hinl = ) V(@)lpq, dyd ],

q
where dg is given by Eq. (8). According to Eq. (A1):

log: dyd—q1 = lpq, dyld—q + dylog, d—q].
Next, applying Eq. (A1) and then Eq. (A2), we obtain

_ + i
[pg. dq1/e = ZF(k,)[CkJrq/zCqu/z’ Ciq 2k —q /2]
KK

+ t + t
- Z F(k/)([ck’+q’/2’ Curq/2%—q/21 —q 2 T g 2l —q 2 Ckrg2Ch—qp2])
KK

t + t t
- Z F(k/)(({ck’+q’/2’ Cirq/2 k—q2 ~ Ckrq/2{Cktq /20 Ckeq2DC—q 2
kK

i i T
- Ck/+q’/2({ck’+q/2’ Ck+q/2}ck—q/2 - ck+q/2{ck/—q’/2’ Ck—q/Z}))

D Pk = /2 =420 g~ FE+/244/2)6 g0 % g
k

=Y (F(k—q/2+q/2) = Fk+a/2+4/2))¢} g2+ kg2
k

where we relabeled k — ' — k at the last step. For small q:

[pg- dyl/e == q- ViF(K+q'/2)c} . 0/2q ka2
k
Likewise,

[ogs d—q’]/e = - Z q- ViF(k— q//2)C£+q/2_q/Ck_q/2-
k

The corresponding current operator is read off from Eq. (12) as

(A3)

(A4)

(A5)

(A6)

(A7)

Jn(q) =e Z (VkF(k + q,/z)F(P)C£+q/2+q'C:kq’/chm'/zcqu/z + VpF(p— q//z)F(k)clqu’/zc:wq/%q’Cp—q/ZCqu’/Z)'

k.p.q'

(A8)

On putting q = 0, relabeling k 4+ ¢'/2 — Kk in the first term and p — ¢'/2 — p in the second one, and restoring spin indices, the

last equation is reduced to Eq. (14) of the main text.

2. Commutators of currents with the Hamiltonian

We start with K| = [jo, HinJ, where Hy and jo are given by Eqs. (6b) and (13) of the main text, respectively. Applying

Eq. (A1), we obtain
1 ) .
K= ; V(Q)([jo, dqld—q + dglio. d—q1)-

Evaluating the commutators in the above equation with the help of Eqs. (A1) and (A2), we find
o, dg] = €Y (Vkyq/2 — Vk—aq/)F ()] g 2Cq2
ks
and, correspondingly,
o, d—q] = eZ(vpfq/Z - vp+q/2)F(p)C;_q/20p+q/2~
P

Combining the last two equations, we have

e
_ T i
K, = ) Z(”k+q/2 + Vp—q/2 = Vk—q/2 = Vp+q/2)U (K. P, Q)€1 /2Cp_q/2Cp+q/2Ck—q 2"
kpq

Restoring spin indices, we obtain Eq. (23a) of the main text.
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Next, we compute Ky = [jin, Hol, where jiy; is defined in Eq. (14) of the main text. With nematic density dq, defined in
Eq. (8), and nematic current, defined as

Ta=eY_ ViF Kl 0k ap (A13)
k

the interacting part of the current ji,, can be rewritten as

) 1
Jine =5 ? V(T gd—q + T —qdy). (Al4)
With the help of Eq. (A1), K; becomes
1
K, = —3 Z V(Q)([Ho, S qld—q + T q[Ho, d—q] + [Ho, T —qldq + T —q[Ho, dq]). (A15)
q
Calculating the commutators in the above equation, we obtain
[Ho, Tql =€) ViF (K)(ekrq/2 — Ek-q/2)Ch 1 q/2Ckq/2 (Al6)
k
and
Hy,dgl=) F - f Al7
[Hp, dq] (P)(eprq2 gpfq/Z)Cp_;,_q/sz_q/z- ( )
P

Combining all the terms in Eq. (A15), we obtain
K, =—e Z(Vk + Vp)U(k’ P, q)(Sk—q/z + €ptq/2 — Ek+q2 — 5p—q/2)C]t+q/2C;,q/2Cp+q/2ck_q/2- (A18)
kpq

On restoring spin indices, the last result gives Eq. (23b) of the main text.

APPENDIX B: AVERAGING OF COMMUTATORS OVER THE NONINTERACTING SYSTEM

In this Appendix, we derive Eqs. (26a)—(26¢). We begin with Eq. (22a), which reads explicitly

(K (1), K1 O)), = —i% / de Y 3" Y (i, 4 Vp — Vi — U, )V, + Uy, — Vi, — 0y, WU (K1, P1. Q1)

s1s15285 Kipiqu kep2qe

x UKy, pa, @)([ef,, () (e, e Ol O O, Ok, O] B1)

iHt ~ eiH()l,

Pi-,5| P25, P2+55

Since Eq. (B1) already contains a square of the interaction, we can safely put H = Hj in the evolution operators e
which leads to

i i _ f T i(ek,, +€p,_ —Ep;. —Ek,_ )N
Ck1+.,X1(t)cp],,s’l(t)cp]+,s’l(t)ck],,.vl(t)_ckH c c Chy_ g, € TP TR (B2)

381 pl—ysll P1+,S/]

Adding an infinitesimally small imaginary part to w, we solve the time integral in Eq. (B1) as

- .
/ dtei(w'*'im‘*'gku‘*‘gmf_EPH_S“I—)’ = : . (B3)
o w + &, + &p,_ — &p,, — Ek,_ + 10T
Therefore,
([Kl(t) Kl(o)] Z Z Z 8 o+ €k + Ep- — Epiy — lE\klf)U(kl’ P, ql)U(kz’ P2, q2)
51575285 Kip1q1 kap2qo
X (ka + Vp_ — v — vP]Jr)(vkpr T Vp, — Vg, — vPH)((. . )I — (- )H)’ (B4)

where we defined

L4 £
(M= (CliraSlel—sS,l Cp,. Ckl,,slCku,sgsz,,s’chﬂ,séckz,,sz>’ (B5a)
(- = (cJr e o e c > (B5b)

C
Kot 52 pao,sh Pat.sy Koo,s2 Kig,siUpio,s TP LST Kios
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We now proceed by evaluating the average of the first term in the commutator, (- - - ), using Wick’s theorem:

()I (Ck|+ K1 kz sz><cl K p2+sz><cp1+ s} k2+ sz) ki_,s; ;2 32>

(e

(ck|+ 51 z>< pi—.5) p2+ 52)< P15, pz A )(Ck| 81 lter vz>

( lir K1 p2+ s >( Pi-.5] kz x2)< | I kZJr szx ki _ ,sIC:—)z_ s’2>
e ) )

(kl+ S1 p2+3 (p] Yl k? 5852 ( P+, Y] p7 Y (Ckl 5851 ]Lz 52> (B6)

Using the equal-time averages (c]. m.s; Cn. M) = 8mn0s, 5, r (6m) and <cm,s1 cfwz) = 8m.nds,.5,[1 — nr(em)], we sum over over ks, po,
and all the spin indices in Eq. (B4) to obtain

Z Z UKy, P2, @) (Vky, + p, — Vi — 0, ) ()

51,52,5155 Kap2qz

ki+p+a ki+pi—
=(vk,++vp1_—vk1_—va)[ZU(1 e q‘pl—kl)—4U<k1,p1,—q1>—4U<p1,k1,q1)
ki+pi—q ki+pi+
+zu<‘ Pom ke ql,kl—p1)1|np(8k]+)np(8pl)[l—np(skl)][l—np(epH)]. B7)

All other terms vanish due to incompatible conditions on the electron momenta. Recalling that U(k, p, —q) =
FK)F(p)V(—q) = F(K)F(p)V(q) = U(k, p, q), we simplify the last expression to

Z Z U(k2v P2, QZ)(ka + Vp, — Vg, — vp2+)(' o >I

51,582,518, Kap2q2

I (Ki+p+q k+p—
= 8(0n. + vy~ v~ )| Ukt — 50 (KRS KR Y e i)

x[1=np (e ) ][1 = nr (ep,,)]- (B8)

Likewise, we obtain for the second, (- - - ), term in Eq. (B4):

Z Z Uk, P2, @) (v, + Vp,. — Vi, — U, ) (- )"

51,582,578 Kapaq2

1 Ki+pi+ai ki+pi—q
:_S(vk]++vpl_vkl_vpl+)|:U(klaplvql)_§U<l 21 LA 21 Lp—k

xng (eGo ) (g9 ) [1 = nr (o1, ) ][ = nr (ep ) - (B9)

Substituting Egs. (B8) and (B9) into Eq. (B4), using the property 1 — ng(¢) = e®/"np(e), and relabeling k; — k, p; — p,
q — q, we get

m([K, (), K{(0)]), = 27e*(1 — e /T) Za(w + ek, +ep —ep, — ek )k, +Vp — VK — vy, )
kpq

k+p+q k+p—q

2 2

1
xU(k,p, Q)[U(k, p.q) — §U< - k)}M(k, P. q). (B10)

where M (K, p, q) is given by Eq. (27). The second term in [...] in the last expression is the exchange part of the interaction,
which is small compared to the first (direct) term for our case of a long-range U(q). Neglecting the exchange term and
substituting Eq. (B10) into Eq. (22a), we obtain Eq. (26a) of the main text.

We now turn to Eq. (26b). Following the same steps as above up to Eq. (B6), we arrive at

m([Ko(). Ko (O = =& Y~ D" Y 8(@0+ 6w +p — &pi. — e ) (Vi + V) Ukt pr. @)V, + Vi)
51515285 Kipiqi kop2qa

x U (K, P2, @2)(ex,, + €p. — &k — &y, ) (Ekoy + 8py. — €y — &y ) () = (YD, (BID)

235125-13



LI, SHARMA, LEVCHENKO, AND MASLOV PHYSICAL REVIEW B 108, 235125 (2023)

where (...)! and (...)" are the same as in Eqs. (B5a) and (B5b). Summing the (... ) term in Eq. (B11) over ks, p,, and over
the spins, we find

Z Z (sz + sz)U(st P2, (I2)(8k2+ + 8P27 — €k, — 8Pz+)(' o )I

51,52,5155 Kop2qz
1
= _8(8k14r + ‘91317 —&k,. — 8P1+) |:(Vk1 + VP])U(kla Pi, (11) - E(sz + sz)U(ka P2, P1 — k1)|k2=k1+l’21+q1 ’pzzk]ﬂ’zl_‘ll :|

e (ex, e (e, )1 = e (e V][0 = (e, ) ] ®12)

Following similar steps for the (...)" term in Eq. (B11) and using the same property of the Fermi functions, we arrive at

—w 2
Im([K2(1), Ko (0)])or = 87> (1 — ™) ) (w0 +ew, +€p — ep, — 1) (ks + o — ek — 1) (Vi + Vi)
Kipiq:

1
x U(Kky, p1, QI)|:(Vk1 +Vp, )UKy, p1. Q1)—§(Vk2+VpZ)U(k2, p2, ‘I2)|k2:k1+pzl+q1 PSR ,qz:p,k,}

e (o Y (e 1 = (e, V][ = e )] ®13)

Neglecting the second (exchange) term in [...] in the last expression and substituting the result into Eq. (22b), we obtain
Eq. (26b) of the main text.
Finally, we turn to Eq. (22¢) which contains the cross-correlators, Im([K; (¢), K;(0)])+,. The same steps as before lead us to

2
e
Im([K;(#), K2(0)]),, = B Z } : E 8(w + ex,, + &p- — epy — e )UK P1 aD (v, + Vp — Vi — V)
51515285 Kipiqi kap2qe

(Vi + Vi, )U (K2, P2, @2) (81, + €y — €1y — £, ) () = (- ) (B14)
and

Im([K, (1), Ko (0)]), = dm’(1 — e /") Y~ 8w+, +op, —opy, — 1, ) (0. + 0 — Vi — p,.)

kipiqi
1
: |:(Vkl + Vo, )UKy, p1, Q1) — E(sz + Vp, ) U (K2, p2, P1 — Ky, _ o PR TR 1|U(k1,l31, qi)

X (ew, Jnr (ep ) [1 = nr (e ) ][1 = nre (e, )] (B15)

where we used the energy-conserving delta-function to express the energy difference in terms of w. Replacing o — —o,
relabeling k; <> pj, and taking into account that U (k, p, q) = U (p, k, q), we find

Im([K; (1), K2 (), = d’0(1 — e”T) Y~ 8w+ ox,. +6p, —6p, — o1, ) (0k, +0p — 0k — 0p,,)
kipiq:

1
. |:(Vk1 + Vo, )UKy, p1,q1) — E(sz + Vp, )UKz, p2. P1 — k1)|k2:k1+p21+w PRI :|U(k1, Pi> q1)

X ng (EPH)nF (Ekl—)[l —nF (EPI—)][l —nF (8k1+)]' (B16)

Now we apply the identity

(1 = ey (s, Y (e [T e VJ[E (e, )] = =1 = e o (e, e (e )1 = e (o, ) [0 = e (e )]

(B17)
to get
Im([K;(#), K2(0)])o = —Im([K;(?), K2(0)]) - (B18)
According to Eq. (22c), we then have
o0, T) = §Im (K1 () ; K2(0)]) o (B19)

Substituting Eq. (B15) into Eq. (B19) and neglecting the exchange term, we obtain Eq. (26¢) of the main text.
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APPENDIX C: PROPERTIES OF o/, (w, T)

In Sec. V A, we encountered the following expression for the cross-term in the optical conductivity [Eq. (61)]:

) - +00 +00 +00 dek
o, T)=c¢ g2(2 o 5 ( e/ )/ o )2V (q)/ dsk/ dsp/ dQ?g f—(w Av)ng(ex)ng(ep)

x [1 = np(ex + Q)][1 — np(ep — Q + w)]6(2 — exk—q + ek)S(2 — w + epyq — &p)- (C1)
To check that o/, (w, T) is even in w, we flip the sign of frequency (v — —w) and relabel k — q <> p and p + q < k. (Note
that the last transformation results in Av — —Awv. ) Therefore,

, 5 w/T +o00 +00 +o00 dgk dty
op(—w,T)=—e gz(2 Yo 2 — )/ 2 )2V (q)/ dsk/ dspf de f — (W - Av)ng(gptq)

X np(ex—)[1 — np(eprq + I — np(ek—q — 2 — 0)]16(Q2 — &p + £p1)0(Q2 + @ + &k — ek—q)- (C2)
Next, we shift the integration variable as 2 + @ — €2 and eliminate ex_q and &p ¢ in favor of g and ¢, using the delta functions.
This gives

/ 2 /T 2 e oo oo dly
Tl T) = =8 )/(2 e (q)/ dg“/ dg"/ ‘m% 7{ woAY

x np(ep — @ + g + DI — np(ep)Il1 — np(E)IR — © — & + £p2)3(Q + ek — k). (C3)
Now the delta functions are the same as in Eq. (C1). Further, we rewrite the product of the Fermi functions in the last equation as
ne(ep — Q2+ w)np(ex + Q)[1 — nr(ep)l[1 — np(ex)]
= np(ep — Q2 + w)np(ex + Lnp (ep)nr (er)el v
(epK) Bep—2+0) ,—Blep—2+0) (e +R) = Blex+2)

= np(ep — Q + 0)np(ex + Qng (ep)nr (e e’

= [1 — np(gp — Q + )1 — n(ex + Qg (gp)nr (ex)e 7. (C4)
Substituting this back into Eq. (C1), we see that indeed o{,(—w, T') = o{,(w, T), as it should.

Nevertheless, if we neglect the frequencies in the delta functions and use Eq. (35) for the energy integrals, we get an odd
function of frequency, i.e., o{,(w, T) o w(1 + 47°T? /w?). Therefore, one cannot neglect the frequencies in this case. Note that
o1,(w, T) is even only because Av changes signs on the transformations employed. Now, let’s expand the dispersions in the
delta functions in Eq. (C1) to O(g) but keep the frequencies in there, and see if the evenness of o{,(w, T) is preserved by these
simplifications. Performing the steps indicated above, we obtain

) ) +00 400 +00 dﬁk
a{z(w,T)=eg2(2 v *”/T)/(z i (q)/ dsk/ dep/ dﬂyg

x (W - Av)np(ex)np(ep)[1 — np(ex + DI — np(ep — Q@ + )18(Q + vf - q)S(Q —w+ vg -q), (C5)

where the subscript F* indicates that the velocities are taken right on the FS, i.e., they do not depend on ¢ and &5. On w — —w,
the last expression becomes

- ) +00 +00 +00 dﬂk
o )4 = @/ )/ o )2V (q)/ dsk/ dsp/ dQ% _(f

x (W - Av" )np(e)np(ep)[1 — np(ex + DI[1 — np(sp — & — )]6(2 + v, - q)a(sz + o+ v} -q). (CO)

o, (—w, T) = g ——

Now we perform the following sequence of transformations: relabel k <> p (note that Av does not change its sign on this
transformation), shift the variable as Q + w — €2, and replace e p — —&k p (note that the velocities are not affected by this
transformation). Then we obtain

2 T +00 “+00 “+00 dzk
o) = e [ v [ Can [ Tan [ ang g

X (W- Av )np(—ep)np(—sk)[l — np(—ep—i-Q—w)][l—nF(—ak — Q)]S(Q—w+vp . q)S(Q—}—vﬁ . q). C7
The rest of the transformations affect only the Fermi functions:
np(—&p)np(—ex)[l — np(—gp + 2 — )][1 — np(—ex — Q)]
= [1 —np(eplll — np(e)lnF(ep — Q + w)np(ex + 2)
= np(ep)np ()’ TV np (g — Q + @)ePPTHDTFETHOp (gy 4 Q)eFCRHD e HlAHD)
= np(ep)np ()1 — np(ep — Q + w)I[1 — ng(ex + Qe . (C8)
Substituting Eq. (C8) into Eq. (C7) yields o{,(—w, T) = —o},(w, T'), which is incorrect.
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Let’s summarize: projecting the momenta onto the FS yields o,(w, T) = Aw (at T = 0). However, such a term is not allowed
by time-reversal symmetry; thus we must have A = 0, regardless of the shape of a FS. Therefore, even for a concave FS, one
needs to expand Av in deviations from the FS, as done for the isotropic case. That should give o/,(w, T') = Bw?, which is

subleading to o{(w, T).
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