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A B S T R A C T   

Fine particle motions have significant implications in porous media, manifesting in various natural phenomena 
and industrial applications. The movement of particles can lead to channel blockage, resulting in clogging. 
Depending on the context, clogging can be either advantageous or detrimental. At the scale of fine particles, 
physiochemical interactions play a crucial role in the clogging process. To examine the influence of these in
teractions, we have coupled the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory into the Computational 
Fluid Dynamic-Discrete Element (CFD-DEM) approach. Aside from the physical properties of the fracture systems 
and the characteristics of fine particles, the injection rate also plays a pivotal role in clogging occurrence. 
Consequently, we investigated 10 different injection rates and modeled 20 simulation setups with identical 
particle insertion rates to concurrently analyze the effects of the DLVO theory and injection rate. Our study 
focused on examining the impact of these parameters on particle behavior in various regions of the domain, 
including particle-particle force, fluid-particle force, transitional velocity, rotational velocity, fluid velocity, and 
fluid-particle momentum exchange. Our findings reveal that the DLVO force significantly influences fluid and 
particle characteristics within the throat blockage. Our results indicated that DLVO consideration increased the 
particle concentrations by more than 40% before the throat. Moreover, our results demonstrate a transition 
between different injection rates, where a slight change in injection rate (i.e., 0.06 μm/s) can change the system’s 
behavior. We identified a critical fluid injection rate, whereby injecting fluid into the system at a rate surpassing 
the critical velocity can prevent clogging, while lower rates result in clogging occurrence.   

1. Introduction 

Granular materials, composed of discrete, macroscopic particles, 
exhibit fascinating and complex behaviors that have intrigued scientists 
and engineers alike. From powders and grains to sands and soils, gran
ular substances are ubiquitous in nature and industry. Understanding 
their dynamics is crucial for various applications, as these materials can 
behave like solids, liquids, or gases depending on the context. The 
properties and applications of such materials across different fields and 
environments are reviewed elsewhere (Tahmasebi, 2023). In the realm 
of granular flows, a noteworthy phenomenon is clogging—a process 
where the smooth movement of particles through a confined space is 
disrupted, leading to the formation of blockages. Clogging can manifest 
in diverse scenarios, from industrial hoppers handling powders, filtra
tion systems processing grains, to energy production. The mechanisms 
behind clogging involve intricate interactions between particle proper
ties, environmental conditions, and the confinement geometry. 

Investigating clogging in granular materials is not only a scientific 
pursuit but also holds practical significance for optimizing processes and 
systems that involve the controlled flow of these fascinating materials. 

The movement of fine particles has been extensively studied in 
various fields, including pore-clogging (Lin et al., 2021; Todisco et al., 
2023), microfluidic systems (Dincau et al., 2022; Gaol et al., 2021), 
energy extraction (Xia et al., 2023), groundwater (Hou et al., 2023; Ye 
et al., 2022), sediments fracturing (Daigle et al., 2020; Shin and Santa
marina, 2010), geothermal systems (Cui et al., 2022; Liu et al., 2019), 
hydrate-bearing sediments gas production (Fang et al., 2022; Liang 
et al., 2020), biological systems (Pang et al., 2015), filtration (Markie
wicz et al., 2022), fractured systems (Kang et al., 2022; Li et al., 2022), 
etc. The impact of clogging can vary depending on the specific context. 
In some cases, clogging is undesirable as it reduces the efficiency and 
lifespan of the system, particularly in fabrication applications and also 
when one aims to produce fluid from a subsurface system (i.e., energy 
production) since particles can accumulate and form deposits, leading to 
reduced permeability and fluid flow (Xia et al., 2023). However, 
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clogging can also be a beneficial outcome when used as a reinforcement 
technique or in energy storage (e.g., leakage remediation) and 
geothermal applications (Bagheri et al., 2019; Dalla Vecchia et al., 
2020). As such, understanding the dynamics of clogging and its influ
ence is crucial for optimizing these systems. By investigating the 
behavior of fine particles and the mechanisms leading to clogging, one 
can develop strategies to prevent or control clogging, thereby improving 
the overall performance and reliability of the applications. 

There are three well-known mechanisms that can lead to clogging: 
aggregation of particles, sieving, and bridging. When particles contin
uously displace and block a microchannel, it is categorized as clogging 
by aggregation. In this mechanism, particles that are in close proximity 
attract each other, resulting in the formation of particle clusters. These 
clusters then jam the pore-throat, leading to clogging (Giglia and 
Straeffer, 2012; Zhang et al., 2015). Sieving, on the other hand, occurs 
when the particle size is significantly larger than the width of the 
microchannel (Berthet et al., 2013; Duru and Hallez, 2015). In this case, 
the particles themselves act as a physical barrier, preventing the passage 
of fluid and causing clogging. Bridging is another clogging mechanism 
that occurs when the particle size is smaller than the dimensions of the 
microchannel. Unlike aggregation, bridging involves the formation of a 
clog with a smaller number of particles (Divoux et al., 2015; Zuriguel 
et al., 2014). It is important to note that in aggregation and bridging 
scenarios, the flow characteristics can influence the clogging process. 
However, in sieving, the flow properties do not play a significant role in 
clogging. Understanding these mechanisms and their associated flow 
dynamics is crucial for effectively managing and mitigating clogging in 

microchannel and tight fracture systems. 
During the clogging process, there is competition between different 

forces, namely the fluid-particle force, particle-particle force, and 
particle-wall force. If the fluid-particle force is strong enough to over
come the other forces, clogging may be avoided. However, if the fluid 
flow is unable to break the particle-particle and/or particle-wall 
bonding, the clogging or deposition process begins. It is important to 
note that in sieving, where the throat width is smaller than the particle 
size, clogging is inevitable regardless of the fluid force. The clogging 
process involves a combination of deposition, resuspension, and clus
tering. Deposition occurs when the fluid-particle force moves a particle 
close to the wall, leading to particle-wall bonding. If the particle-wall 
bonding is not strong enough to withstand the fluid force, resus
pension occurs. Among these mechanisms, clustering has been identified 
as the primary cause of clogging. Previous investigations have shown 
that the deposition of a single particle can give rise to multiple clusters, 
ultimately leading to clogging (Henry et al., 2012). 

The understanding of the clogging process in micro-scale systems is 
still limited due to the complex interactions between fluid particles, 
particle-particle interactions, and particle-wall interactions. Experi
mental studies have explored various factors influencing clogging, such 
as the particle-to-pore throat size ratio (Marin et al., 2018), particle 
concentration (Wyss et al., 2006), path tortuosity (Bacchin et al., 2014), 
and initial retardation (Valdes and Carlos Santamarina, 2007). Howev
er, conducting experimental investigations to capture the behavior of 
microparticles, fluid, and their interactions can be challenging and 
costly. Numerical simulations provide an efficient alternative for 

Nomenclature 

Parameters 
mi Mass of particle i (kg) 
vi Transitional velocity of particle i (m/s) 
fp−p
i Particle-particle force applied on particle i (N) 

f f−p
i Fluid-particle force applied on particle i (N) 

f g
i Gravitational force applied on particle i (N) 

Ii Rotational inertia of particle i (kg.m2) 
ωi Rotational velocity of particle i (rad /s)
Tij Torque acting on particle i because of its collision with 

particle j (N.m)

Tf−p Torque acting on particle i caused by fluid (N.m)

fnc
ij Non-contact force between particle i and j (N)

f c
ij Contact force between particle i and j (N)

fn
ij Normal force between particle i and j (N)

f t
ij Tangential force between particle i and j (N)

f vdW
i The van der Waal force (N)

kn Normal stiffness (N /m)

δ Particles overlap (m)

u→n unit vector of normal force (−) 
αn Normal damping (kg /s)
v→ij Relative velocity of particle i and j (m /s)
kt Tangential spring’s stiffness (N /m)

αt Tangential damping (kg /s)
μ Friction coefficients ( − )

u→t Unit vector of tangential force ( − )

rcutoff Cut off radius (m)

Aj Hamaker constant for particle j (J)

ri Radius of particle i (m)

rj Radius of particle j (m)

Hij Distance between particle i and j (m)

αf Fluid fraction (−) 

ρf Fluid density (kg /m3)

vf Fluid velocity (m /s)
p Pressure (Pa)

τ Stress tensor (N /m2)

fg Gravity force (N)

Mf−p Momentum exchange between fluid and particle (kg.m /s)
fp Pressure gradient (N) 
fd Drag force (N)

fv Viscous force (N)

Vp Volume of particle (m3)

∇P Pressure gradient (Pa /m)

Cdrag Drag coefficient ( − )

vp Particle velocity (m /s)
CT Torque coefficient ( − )

ωrel Relative rotational velocity (rad /s)
Reωrel Reynolds Number of relative angular velocity ( − )

lb Before throat length (m)

la After throat length (m)

wc Channel width (m)

hc Channel height (m)

wt Throat width (m)

lt Throat length (m)

V*
f dimensionless average fluid velocity difference ( − )

R*
sl the normalized momentum exchange ( − )

Abbreviations 
DLVO Derjaguin-Landau-Verwey-Overbeek 
DNS Direct Numerical Simulation 
E-E Eulerian-Eulerian 
E-L Eulerian-Lagrangian 
CFD Computational Fluid Dynamic 
DEM Discrete Element Method 
SPH Smoothed-Particle Hydrodynamics  
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studying clogging in microparticles. In these simulations, it is essential 
to consider the physicochemical forces at play. The 
Derjaguin-Landau-Verwey-Overbeek (DLVO) theory, which includes 
attractive van der Waals forces and repulsive Electrostatic Double Layer 
forces, can be implemented to capture these forces (Dressaire and Sau
ret, 2016). Previous studies have highlighted the influence of van der 
Waals forces on clogging. Contrary to the importance of such force (i.e., 
van der Waals) in clogging, the lack of numerical study on the influence 
of injection rate in such fluid-particle systems, when considering DLVO 
theory, can be seen in the literature. A summary of numerical studies is 
given in Table 1 wherein the pros and cons are also highlighted. 

To fill the existing research gap, therefore, this paper aims to develop 
a numerical approach to investigate the impact of the DLVO theory and 
flow rate on clogging, aiming to identify the critical injection rate at 
which blockage can be expected in the domain. First, we will discuss 
available numerical methods and select the one that offers the most 
advantages. Subsequently, we will conduct a comprehensive study on 
the influence of the injection rate on inter-particle and fluid-particle 
interactions to determine the minimum flow rate that leads to clogging. 

When developing numerical schemes to study clogging, it is crucial 
to consider the interactions between particles, walls, and fluid, as they 
significantly influence the clogging process. Several well-known 
methods can be used to capture these interactions: Direct Numerical 

Simulation (DNS) (Baker et al., 2020), Eulerian-Eulerian (E-E) approach 
(Baker et al., 2020; Lee and Lim, 2017), and Eulerian-Lagrangian (E-L) 
coupling (Amir Hosseini et al., 2023; Knight et al., 2020). DNS involves 
solving Newton’s equations for individual particles and the 
Navier-Stokes equations for the fluid phase. However, DNS requires high 
computational power and is generally suitable for systems with a small 
number of particles. The E-E approach treats both the solid and fluid 
phases as a continuum, which is not realistic for modeling individual 
particles since their behavior can differ significantly in response to fluid 
motion. While the E-E approach can be applied to large-scale problems, 
it does not accurately capture microscale forces such as DLVO in
teractions since particles are not treated separately. In contrast, the E-L 
approach considers each particle as a distinct object and employs a 
Lagrangian framework for particle analysis, while the fluid phase is 
modeled as a continuum using an Eulerian approach. This method al
lows for the simulation of fluid flow using local averaging techniques. 
Various approaches are commonly employed to simulate fluid-particle 
interactions within the E-L framework, including LBM-DEM (Lattice 
Boltzmann Method-Discrete Element Method) (Han and Cundall, 2013), 
CFD-DEM (Computational Fluid Dynamics-Discrete Element Method) 
(Amir Hosseini et al., 2023; Li and Zhao, 2018; Tahmasebi and Kamrava, 
2019; Zhang and Tahmasebi, 2018, 2019), LES-DEM (Large-Eddy 
Simulation-Discrete Element Method) (Elghannay and Tafti, 2018; Zhou 
et al., 2017), and SPH-DEM (Smoothed-Particle 
Hydrodynamics-Discrete Element Method) (El Shamy and Sizkow, 2021; 
Xu and Dong, 2021). These approaches offer different advantages and 
can be applied based on the specific requirements of the study. A 
comprehensive review on these methods in granular systems can be 
found elsewhere (Tahmasebi, 2023). 

Among the mentioned methods, the CFD-DEM coupling approach is 
widely used in various fields and scales. It combines the strengths of CFD 
and DEM by assigning the fluid and solid calculations to CFD and DEM, 
respectively. The accuracy of CFD-DEM coupling has been demonstrated 
in numerous studies found in the literature. In CFD-DEM, Newton’s 
second law is solved to determine the trajectory of each particle, making 
the DEM calculations computationally demanding. However, with ad
vancements in computer power, this approach has become more feasible 
and commonly used. This approach is particularly suitable for consid
ering different types of inter-particle interactions, including DLVO 
forces, making it well-suited for studying clogging processes and the 
influence of the DVLO theory. To this end, therefore, we extended the 
capacity of the existing CFD-DEM coupling approach to include DLVO in 
the clogging process modeling. By developing and implementing the 
CFD-DEM approach, we aim to better understand the micro-scale clog
ging phenomena. 

The rest of this paper is organized as follows. Section 2 provides a 
description of the governing equations for CFD, DEM, and their 
coupling. In Section 3, we present the details of the domain dimensions, 
particle and fluid properties, and the range of injection rates considered 
in our study. Section 4 presents the results obtained from our investi
gation, which are presented and discussed in detail. Finally, in Section 5, 
we summarize the key findings of our study and provide a conclusion. 

2. Numerical method 

In this section, we will introduce the fundamental numerical 
approach adopted in our study. We begin by discussing the governing 
equations used in the DEM, taking into account the van der Waals 
attraction force based on the DLVO theory. Then, we present the nu
merical method employed for CFD simulations. Following that, we 
describe the equations governing the fluid-particle interactions and 
present various approaches for solving these interactions. 

2.1. DEM: governing equations 

The Discrete Element Method (DEM) (Cundall and Strack, 1979) 

Table 1 
Summary of numerical investigations on the clogging process.  

Reference Detail 

Agbangla et al. (2014) A Force Coupling Method (FCM) was applied to study 
clogging with the DLVO considerations. The flow rate 
was kept constant, and the formation of clogging was 
discussed. This work indicated that the FCM needs to be 
corrected for more than 20% particle concentrations. 

Mondal et al. (2016) A resolved CFD-DEM technique has been used to model 
the particle suspension flow. The jamming process with 
regard to particle concentration, outlet size, inlet size, 
and three flow rates are studied. The diameter of particles 
was 2 mm, and the DLVO is not considered. 

Zhou et al. (2018) LBM-DEM-IMB simulations were conducted on particle 
clogging under different particle diameters, 
concentrations, and particle’s flow rates. The DLVO 
theory effect is not considered here. 

Sun et al. (2019) CFD-DEM approach was applied to simulate the clogging 
process. Here, the DLVO theory was not considered in the 
simulations, and the diameter of particles was from 0.45 
mm to 2 mm. 

Xu et al. (2020) CFD-DEM technique has been applied to study the 
influence of jamming in the pore geometry with a log- 
normal particle distribution. Particle diameter size varies 
from 0.56 mm to 0.68 mm. The flow rate is kept constant, 
and the DLVO’s impact was not studied. 

Song et al. (2021) Simulations are conducted using CFD-DEM to study the 
clogging in the gravitational system while considering 
the ellipsoidal and spherical particles. Particle diameter 
was selected to be 2.39–2.80 mm. 

Lin et al. (2022) CFD-DEM approach has been used to study granular lost 
circulation materials. Here, sealing properties (e.g., 
sealing time) have been investigated for particle 
diameters between 0.1 mm and 1.0 mm. The impact of 
the fluid-particle force and particle properties (e.g., size) 
were studied. The DLVO consideration has been 
neglected in this study. 

Di Vaira et al. (2023) A direct numerical simulation approach has been applied 
to study hydrodynamic clogging in planar channels while 
considering DLVO theory. 

Saparbayeva and 
Balakin (2023) 

CFD-DEM has been applied in the simulations, and the 
Johnson-Kendall-Roberts (JKR) model is added to 
formulations to consider the cohesion between particles. 
The DLVO consideration has not been studied in this 
work. Moreover, the particle size was selected as 400 μm. 

Yin et al. (2024) LBM-DEM-IMB simulation conducted on the clogging 
process for different pore geometry. The influence of 
DLVO theory is neglected in this study, and the diameter 
of particles was set to be 1 mm.  
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simulates the motion of individual particles and the forces acting be
tween them. In this method, each particle in the computational domain 
can undergo translational and/or rotational motion. DEM calculates the 
momentum and energy exchange between particles during collisions. 
Additionally, non-contact forces, which do not involve direct 
particle-particle contact, are also considered. In this study, we incor
porated both contact and non-contact forces in the DEM. After calcu
lating the inter-particle forces at each time step, the DEM determines the 
movement of each particle by applying Newton’s laws of motion to 
calculate their trajectories. In this section, we will describe the equations 
of motion for particle-particle interactions and particle-wall in
teractions. These equations govern the behavior of particles and their 
response to external forces. 

Newton’s equations of motion for particle i is described by (Cundall 
and Strack, 1979): 

mi
dvi

dt
= f p−p

i + f f −p
i + f g

i (1)  

Ii
dωi

dt
=

∑

j
Tij + Tf −p (2)  

where Eq. (1) shows the transitional motion of particle i with a mass of 
mi and transitional velocity (vi). Moreover, the particle-particle and/or 
particle wall interactions on particle i are defined as fp−p

i . The effect of 
the existence of the fluid and gravity are also considered in fluid-particle 
force (f f−p

i ) and gravitational force (f g
i ), respectively. In Eq. (2), the 

rotational motion of particle i when it has a collision with particle j is 
presented, where, Ii and ωi are rotational inertia and velocity, respec
tively. Tij is the torque acting on particle i because of its collision with 
walls and/or particle j, and Tf−p is the torque which is caused by the 
fluid. Fig. 1 illustrates the forces and torques acting on particle i, 
providing a visual representation of the various interactions involved. 

The linear spring and dashpot system is considered for inter-particle 
forces (Cundall and Strack, 1979). In this work, therefore, the 

particle-particle forces (fp−p
i ) are: 

f p−p
i = f nc

ij + f c
ij = f n

ij + f t
ij + f vdW

i , (3)  

where fnc
ij is the non-contact force, f c

ij is the contact force, fn
ij is the normal 

contact force, f t
ij is the tangential force, and f vdW

i is the van der Waal 
attraction force for considering the DLVO theory. 

To calculate the fn
ij , the linear spring-dashpot contact model has been 

implemented in the DEM framework: 

f n
ij = −

(

knδ u→n + αn

(

v→ij. u→n

)

u→n

)

, (4)  

where kn is the normal stiffness, δ is the particles overlap, u→n is the unit 
vector of normal force, αn is normal damping, and v→ij is the relative 
velocity of in-contact particles i and j. Moreover, the tangential force is 
expressed by: 

f t
ij = min

{(

− ktδ + αt

(

v→ij × u→n

)

× u→n

)

; μ
⃒
⃒
⃒
⃒ f
→n

ij

⃒
⃒
⃒
⃒ u→t

}

, (5)  

where kt is tangential spring’s stiffness, αt and μ are tangential damping 
and friction coefficients, respectively. Also, u→t is the unit vector of 
tangential force. The van der Waals force (f vdW

i ) is exerted on particles 
when they are in contact or sufficiently close to each other (≤ rcutoff ), 
which can be expressed as (Hamaker, 1937): 

f vdW
i =

∑N

j=1
−

Ajrirj

6Hij
2(

ri + rj
)2 êij, (6)  

where N is the number of particles for which the distance between them 
and particle i is less than rcutoff . Also, Aj is the Hamaker constant for 
particle j, ri and rj are particle i and j radius, respectively, Hij is the 
distance between particle i and j, and êij is the normal unit vector. 

Fig. 1. Demonstration of particle i’s forces and torques exerted by particle j, and particle k. rcutoff is the maximum distance that non-contact forces can affect 
surrounding particles. 
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2.2. CFD: governing equations 

As discussed, the fluid phase is solved using the governing equations 
of Computational Fluid Dynamics (CFD). These equations are respon
sible for calculating the pressure, viscous force, and drag force within 
the domain to observe the influence of the fluid phase on the solid phase. 
To accomplish this, the domain is discretized into a mesh, and flow 
characteristics are calculated within each cell. The locally averaged 
Navier-Stokes equations are employed to describe the motion of the 
fluid phase. The equations governing the fluid phase within the domain 
are as follows: 

∂αf ρf

∂t
+ ∇.

(
αf ρf

)
= 0, (7)  

∂
(
αf ρf vf

)

∂t
+ ∇.

(
αf ρf vf

)
= − αf ∇p + ∇.

(
αf τ

)
− Mf −p(

αf τ
)

+ fg, (8)  

where αf is the fluid fraction in the cell, ρf is the fluid density, vf is the 
fluid velocity, p is pressure, τ is the stress tensor, fg is the gravity force, 
and Mf−p is the implicit momentum exchange between fluid and parti
cle. 

2.3. CFD-DEM coupling: governing equations 

To calculate the influence of the particles on the fluid, the fluid- 
particle force exchange should be considered. In this work, therefore, 
the pressure gradient (fp), the drag (fd), and the viscous (fv) forces are 
considered. So, fluid-particle interaction (f f−p

i ) can be defined as (Kloss 
et al., 2012) 

f f −p
i = fp + fd + fv, (9)  

where: 

fp = − Vp∇P, (10)  

fd = − Cdrag
⃒
⃒vf − vp

⃒
⃒, (11)  

fv = − Vp(∇.τ), (12)  

where Vp is the volume of the particle, ∇P is the fluid pressure gradient, 
Cdrag is the drag coefficient, and vp is particle velocity. In this work, we 
implemented the Huilin and Gidaspow drag coefficient (Huilin and 
Gidaspow, 2003) to calculate Cdrag, which is the combination of the 
previously introduced correlations (i.e., Wen’s (Wen, 1966) and Ergun’s 
(Ergun, 1952)). 

Furthermore, the fluid-particle torque (Tf−p) can be expressed as 
follows: 

Tf −p =
1
2
ρf CT |ωrel|ωrel(ri)

5
, (13)  

where CT is the torque coefficient and ωrel is the relative rotational ve
locity of fluid and particle. CT can be described by: 

CT =
128.64
Reωrel

(
1 + 0.1005

̅̅̅̅̅̅̅̅̅̅̅
Reωrel

√ )
, (14)  

where Reynolds Number of relative angular velocity (Reωrel ) is given by: 

Reωrel =
4ρf ri|ωrel|

vf
. (15)  

2.4. Coupling Algorithm 

In this paper, we implemented the CFD-DEM coupling as follows.  

(1) The CFD, DEM, and coupling methods are initialized based on the 
initial boundary conditions. In the case of CFD, the initial con
dition involves specifying the positions of the fluid elements 
within the domain. On the other hand, for DEM, the positions of 
the particles are determined based on their initial coordinates. 
These initial conditions set the starting configurations for the 
fluid and particle phases in the simulation.  

(2) Each fluid cell’s porosity (volume fraction) (i.e., the CFD mesh) is 
calculated, and the cell dedicated to each particle is recognized.  

(3) Forces caused by fluids (f f−p
i ) acting on particles are calculated. 

Fluid-particle interaction forces are also applied to particles on 
each fluid cell based on averaging in fluid cells.  

(4) Particle-particle (fp−p
i ) and fluid force on particles are solved for 

each DEM time step to reach the CFD time step. 
(5) After the DEM calculations, new positions and velocities of par

ticles are transferred to the next time step of the CFD solver. The 
mass and momentum equations use each CFD cell’s calculated 
porosity and fluid-particle interaction force. This step’s results 
are the fluid phase’s pressure and velocity fields.  

(6) The previous steps are repeated until the end of the simulation 
time. 

3. Simulation setup 

In this section, we will present the simulation setups that were 
employed to study the clogging process using the implemented method. 
To achieve the objectives of this study, it was necessary to design a 
geometry that closely mimics the structure of a pore and pore-throat 
within the system. Thus, we adopted the geometry depicted in Fig. 2. 
This figure illustrates that the domain can be divided into three distinct 
regions: (i) the region before the throat, (ii) the throat region itself, and 
(iii) the region after the throat. The dimensions of the domain can be 
found in Table 2. Additionally, the parameters for the fluid and particles 
used in the simulations can be found in Table 3 and Table 4, respec
tively. We must mention that the ratio of particles’ diameter to throat 
size (i.e., 0.6) was selected based on the previous studies (Cao et al., 
2019). As shown in Tables 3 and 4, the density of fluid and particles are 
selected equally to eliminate the influence of gravitational settlement on 
our analysis based on the previous works’ recommendations (Baiyu 
et al., 2021; Tomac and Gutierrez, 2014). 

To examine the impact of the injection rate on the clogging process, 
we considered 10 different injection rates. A summary of the simulations 
conducted can be found in Table 5. In Table 5, Case #4’s injection rate is 
selected based on the previous studies (Prempeh et al., 2020), then we 
gradually changed the injection rate by ±0.06 μm/s to capture the in
fluence of the injection rate systematically. Furthermore, in order to 
thoroughly explore the influence of the DLVO force on clogging, we 
conducted additional simulations without considering the DLVO force 
for each injection rate. 

4. Results and discussion 

This section presents the results obtained from the developed method 
regarding the clogging process. The focus is on analyzing the impact of 
the DLVO (van der Waals) force and injection rate. The injection rates 
for the studied cases are shown in Table 5. As mentioned earlier, our 
objectives are to probe the influence of the DLVO force on the clogging 
process and determine the critical injection rate. 

Fig. 3 illustrates the time evolution of particle movement for one of 
the simulation cases (Case #5), comparing the scenarios with and 
without the consideration of the DLVO force. The results show that 
clogging occurs when the DLVO force is taken into account; see Fig. 3 
(a), (c), and (e). In contrast, no clogging is observed in the simulations 
where the DLVO force is not considered. Moreover, in the cases 
involving DLVO force, particle accumulations can be observed not only 
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within the throat but also in other regions of the domain, indicating that 
the DLVO considerations can influence the migration of fine particles 
even outside the throat. As such, the DLVO theory has the potential to 
significantly impact the particle distribution in the system. Furthermore, 

particle accumulation can be seen in Fig. 3 (e), which results in lower 
permeability of the system and consequently less energy for extraction 
(i.e., production), which is not desirable in such applications. However, 
permeability reduction is the goal of some applications, such as CO2 
sequestration. 

After demonstrating the influence of the existence of the DLVO force 
in the same injection rate, the effect of the injection rate on the clogging 
is illustrated in Fig. 4. Fig. 4 presents the impact of the injection rate on 
the occurrence of clogging. The results indicate that clogging can be 
avoided by using a higher injection rate, as observed in Case #10. In this 
scenario, the significant aggregation of particles, which is commonly 
observed in other cases, is not detected. This is because the fluid force at 
higher injection rates is able to overcome the bonding between particles, 
preventing the formation of large aggregates. Although some aggrega
tion can still be seen in the domain, as shown in Fig. 4 (d), it is not 
sufficient to block the channel or throat since the fluid force is capable of 
breaking the particle bonding. This observation can also be interpreted 
as a change in the permeability of the domain. The number of particles at 
a lower injection rate is greater than the high injection rate; thus, the 
domain manifests a higher permeability at a higher injection rate; see 
Fig. 4. 

As discussed, the clogging process can be initiated with the accu
mulation of just two particles. If the bonding between particles is strong 
enough or the fluid cannot break it, the particle aggregation can lead to 
throat clogging. Once particles form aggregations, the fluid attempts to 
break the particle bonds and clusters. When the fluid fails to break the 
accumulations, it adjusts its flow pattern to accommodate the presence 
of these clusters. Analyzing the fluid velocity field is, therefore, valuable 
in understanding the fluid behavior in such conditions. Fig. 5 illustrates 
the time evolution of the fluid velocity field and its interaction with 
particle aggregation. The impact of small aggregations in the early in
jection steps can be observed in Fig. 5(a) and (b). As expected, Fig. 5(a) 
shows a concentration of flow near the throat. However, the velocity 
field changes when particles accumulate near the throat, as depicted in 
Fig. 5(b). This indicates that the fluid becomes trapped behind the 
particle aggregation, resulting in a decrease in fluid velocity within the 
particle clusters and a modification of the flow pattern. This behavior is 
further exemplified in Fig. 5(c) and (d), where the fluid adapts to the 
presence of a large particle cluster after the throat. The fluid flow adjusts 
to navigate around the cluster, causing changes in the velocity field and 
flow pattern. The accurate capture of fluid adaptation demonstrates the 
effectiveness of the implemented CFD-DEM coupling in capturing fluid- 
particle interactions. This observation is also in line with our previous 
results regarding permeability changes. As can be seen in Fig. 5, in 
particle accumulation areas, the fluid velocity is considerably lower, 

Fig. 2. 3D demonstration of the simulation domain.  

Table 2 
Geometry parameters used in the simulations.  

Property Value (μm) 

Before throat length, lb 300 
After throat length, la 200 
Channel width, wc 100 
Channel height, hc 40 
Throat width, wt 10 
Throat length, lt 150  

Table 3 
Properties of fluids used in the simulations.  

Property Value 

Fluid Density (kg/ m3) 1000 
Fluid kinematic viscosity (m2/ s) 1 × 10−6 

CFD Time step (s) 1 × 10−3  

Table 4 
Properties of particles used in the simulations.  

Property Value 

Poisson’s ratio 0.4 
Friction Coefficient 0.5 
Restitution Coefficient 0.3 
Density (kg/m3) 1000 
Diameter (μm) 6 
DEM time step (s) 1 × 10−5  

Table 5 
Injection rates for different cases studied in this work.  

Case Injection Rate 
(
μm/s

)
Case Injection Rate 

(
μm/s

)

Case #1 0.12 Case #6 0.42 
Case #2 0.18 Case #7 0.48 
Case #3 0.24 Case #8 0.54 
Case #4 0.3 Case #9 0.6 
Case #5 0.36 Case #10 1.2  
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Fig. 3. Time evolution of fine particle movement during simulation for Case #5 at (a) t = 1000s with considering DLVO, (b) t = 1000s without considering DLVO, (c) 
t = 1500s with considering DLVO, (d) t = 1500s without considering DLVO, (e) t = 2000s with considering DLVO, (f) t = 2000s without considering DLVO. 

Fig. 4. Time evolution of fine particle movement during simulation with DLVO considerations for (a) Case #5 at t = 500s, (b) Case #10 at t = 500s, (c) Case #5 at t 
= 1000s, (d) Case #10 at t = 1000s, (e) Case #5 at t = 2000s, and (f) for Case #10 at t = 2000s. It is important to note that although the same number of particles is 
injected in each time interval for all cases, the presence of clogging results in a higher concentration of particles at specific time steps in the right column. However, 
the presented results on the right side show a lower accumulation of particles due to the absence of dominant clogging. 
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which means the fluid cannot freely travel. In other words, dropping 
permeability and porosity of the domain is inevitable in the clogging 
cases. 

In order to quantify the findings regarding the influence of DLVO and 
injection rate on clogging, it is important to examine the particle con
centration in different regions of the domain (i.e., before, after, and the 
domain). Fig. 6 illustrates the particle concentration in the domain. The 
results indicate that considering the DLVO force leads to an increase in 
the number of particles in the domain, although this increase is less 
pronounced for low injection rates (such as Case #1) and high injection 
rates (such as Case #10). This trend can be attributed to two reasons: 1) 
In low injection rate scenarios, the drag force applied to the particles is 
insufficient to move them effectively within the system, resulting in a 
higher particle concentration. 2) In high injection rate scenarios, the 
fluid flow is strong enough to break the bonding between particles and 
prevent them from forming large aggregations. This reduces the particle 
concentration in the domain. Furthermore, simulations without 
considering the DLVO force demonstrate an inverse relationship be
tween injection rate and particle concentration in the domain. However, 
this relationship is not observed in cases where DLVO force is consid
ered. Among all the cases, Case #4 exhibits the most significant change 

in particle concentration. Based on the results, clogging occurs for in
jection rates lower than that of Case #7, while no blockage is observed 
for Cases #7, #8, #9, and #10. Therefore, Case #6 is identified as the 
critical injection rate at which clogging can be expected. Additionally, 
the data in Fig. 6 supports our previous observations regarding the 
decrease in the porosity and permeability of the domain since the par
ticle concentrations have an inverse relationship with porosity and 
permeability. To further support the claim regarding the critical injec
tion rate, Figs. 7 and 8 depict the particle motion for Case #6 and Case 
#7, respectively. A comparison between these figures reinforces the 
assertion regarding the critical injection rate and its influence on the 
clogging process. 

Fig. 9 presents the particle concentration before the throat, which is 
the region where clogging occurs and obstructs the flow passage. The 
analysis of particle concentration in this region provides further insights 
into the clogging phenomenon. In non-DLVO cases presented in Fig. 9 
(b)–a clear inverse relationship is observed between the injection rate 
and particle concentration before the throat. As the injection rate in
creases, the particle concentration decreases, indicating that higher flow 
rates prevent significant particle accumulations in this region. Fig. 9(a) 
demonstrates two distinct regions: non-clogging and clogging regions. In 

Fig. 5. Time evolution of fine particle movement during simulation considering DLVO theory for Case #5 at (a) t = 500s, (b) t = 1000s, (c) t = 1500s, and (d) t 
= 2000s. 
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the non-clogging region, the injection rates are greater than that of Case 
#6, while in the clogging region, the injection rate is lower than that of 
Case #7. This observation further supports the identification of Case #6 
as the critical injection rate where clogging is expected to occur. 
Moreover, our results indicate that in DLVO cases, approximately 80% 
of the injected particles are positioned before the throat at low injection 
rates by the end of the simulations. This suggests a significant accu
mulation of particles in this region due to the influence of DLVO forces. 

Thus, this area has considerably less porosity, which indicates that the 
fluid cannot move as freely as before in such areas (i.e., lower perme
ability). Interestingly, in high inlet velocity cases (Case #7 to Case #10), 
the particle concentration before the throat shows minimal variation 
between DLVO and non-DLVO cases. This indicates that the impact of 
DLVO considerations becomes less pronounced in scenarios with higher 
flow rates. The difference between DLVO and non-DLVO cases can be 
attributed to the formation of small aggregations in the presence of 

Fig. 6. Time evolution of particle concentration in the domain during simulation (a) considering DLVO theory and (b) without DLVO force between particles.  

Fig. 7. Time evolution of fine particle motions in the domain for Case #6 at (a) t = 500s, (b) t = 1500s, (c) t = 2000s.  
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DLVO forces. 
To complete our understanding of the impact of the DLVO and in

jection rate in clogging, we need to analyze the number of particles after 
the throat. To this end, Fig. 10 is demonstrated. In DLVO cases, the 
highest particle concentration after the throat is observed in Case #7 to 
Case #9. In these cases, particle agglomerations are formed either before 
or after the throat, but the fluid force prevents them from becoming 
large enough to block the throat. This indicates that the DLVO forces 

play a significant role in particle aggregation, but the fluid force coun
teracts their effect to some extent. Noticeably, the impact of DLVO forces 
is minimized in Case #10. Our findings show that in Case #10, only 
small aggregations (consisting of a couple of particles) remain in the 
domain due to the powerful fluid force. Therefore, as the injection rate 
increases, the size of aggregates decreases. On the other hand, the 
number of particles in lower injection rate cases (Case #1 to Case #6) 
decreases significantly when DLVO forces are considered. In other 

Fig. 8. Time evolution of fine particle motions in the domain for Case #7 at (a) t = 500s, (b) t = 1500s, (c) t = 2000s.  

Fig. 9. Time evolution of particle concentration before the throat during simulation (a) considering DLVO theory and (b) without DLVO force between particles.  

M. Amir Hosseini and P. Tahmasebi                                                                                                                                                                                                        



Journal of Cleaner Production 446 (2024) 141312

11

words, the DLVO theory not only affects the porosity before the throat 
areas but also impacts the area after throat. Thus, the presence of DLVO 
forces affects both the particle motion before and after the throat. 

After quantifying the number of particles in different regions in the 
domain and their influence, one should study the DLVO impact on fluid- 
particle and particle-particle forces. To do so, the fluid-particle force (i. 
e., Drag force) is presented in Fig. 11. A comparison between Fig. 11(a) 
and (b) reveals that considering DLVO forces at least doubles the drag 
force. This indicates that DLVO forces have a significant effect on the 
interaction between the fluid and particles, even in cases with higher 
injection rates where throat clogging does not occur. In non-DLVO cases, 
the drag force increases with higher fluid injection velocities, which is 
expected due to the increased flow momentum. However, the presence 
of DLVO forces changes this trend. For example, in Case #6, the average 
drag force is six times higher when DLVO forces are considered 
compared to the non-DLVO case. This significant difference is solely 
attributed to the presence of particle clusters. Each cluster consists of 
particles that are bonded together, resulting in an increased contact area 
between the cluster and the fluid. Also, the fluid flow gets obstructed by 
the cluster, requiring a higher force to push it, leading to a greater drag 

force. These findings highlight the importance of DLVO forces in 
modifying the fluid-particle interactions and the resulting drag forces. It 
also demonstrates that particle clustering, facilitated by DLVO forces, 
has a significant impact on the overall fluid-particle dynamics. 

The other parameter in which the DLVO influence can be seen is the 
inter-particle force. Fig. 12 demonstrates the inter-particle force and 
allows us to examine the influence of DLVO forces on this parameter. 
Comparing Fig. 12(a) and (b), it is clear that considering DLVO forces 
increases the inter-particle force. The DLVO force effectively keeps 
particles closer together, resulting in a higher number of particles in 
contact with each other. As a result, the inter-particle force is increased. 
This observation highlights the role of DLVO forces in promoting par
ticle clustering and the subsequent increase in inter-particle forces. The 
highest values of inter-particle force are observed in cases with lower 
injection rates. In these scenarios, the inter-particle force dominates 
over the fluid-particle forces. Furthermore, Fig. 12(b) demonstrates that 
the injection rate also affects the inter-particle force in non-DLVO cases. 
In simulations without DLVO forces, as the injection rate (or fluid ve
locity) increases, the particle velocity also increases, leading to greater 
forces during particle collisions. 

Fig. 10. Time evolution of particle concentration after the throat during simulation (a) considering DLVO theory and (b) without DLVO force between particles.  

Fig. 11. Time evolution of the average drag force in the domain during simulation (a) considering DLVO theory and (b) without DLVO force between particles.  
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The analysis of particle velocities, specifically the translational and 
rotational velocities, provides valuable insights into the behavior of 
particles. Figs. 13 and 14 illustrate the comparison between DLVO and 
non-DLVO cases. The analysis reveals that the difference in translational 
velocity between DLVO and non-DLVO cases is relatively small. How
ever, it is worth noting that after the particles block the channel (i.e., 
Time >800 s), both the translational and rotational velocities decrease. 
This decrease can be attributed to the hindered movement caused by the 
presence of particle aggregates. On the other hand, a significant differ
ence is observed in the angular velocity between DLVO and non-DLVO 
cases. In DLVO simulations, where particle aggregation occurs, the 
rotational motion of individual particles within the aggregates is limited 
due to the inter-particle forces. As a result, the angular velocity de
creases considerably compared to non-DLVO cases. These findings 
emphasize the role of DLVO forces in promoting particle aggregation 
and reducing the rotational motion of particles within the aggregates. 
The limitation of particle rotations within aggregates further contributes 
to the overall behavior and dynamics of the clogging process. 

The effect of injection rate and the DLVO force on the fluid velocity is 
analyzed through the calculation of the dimensionless average fluid 

velocity difference, denoted as V*
f =

⃒
⃒
⃒
⃒
VDLVO

f − Vnon−DLVO
f

Vnon−DLVO
f

⃒
⃒
⃒
⃒ in Fig. 15. The re

sults indicate that lower injection rates, which are associated with 
higher clogging rates (as shown in Figs. 6, 9 and 10), exhibit approxi
mately a 12% velocity difference between DLVO and non-DLVO cases. 
This decreasing trend in the average velocity supports our previous 
discussion on the influence of the DLVO on the porosity and perme
ability of the system at each injection rate. On the other hand, higher 
injection rate cases demonstrate the lowest velocity difference. This 
implies that the inclusion of the DLVO force, which represents particle- 
particle interactions, has an impact on the fluid velocity even when the 
injection rate remains the same since the permeability of the system is 
dropping in cases where we had clogging. The observed transition from 
low injection rates to high injection rates further supports this finding. 

Finally, the other quantity of interest is the momentum exchange, 
Mf−p in Eq. (8). To understand the influence of injection rate and DLVO 

Fig. 12. Time evolution of the average inter-particle force in the domain during simulation (a) considering DLVO theory and (b) without DLVO force be
tween particles. 

Fig. 13. Time evolution of the average transitional velocity in the domain during simulation (a) considering DLVO theory and (b) without DLVO force be
tween particles. 
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force simultaneously, the normalized momentum exchange (R*
sl =

⃒
⃒
⃒
RDLVO

sl − Rnon−DLVO
sl

Rnon−DLVO
sl

⃒
⃒
⃒) is illustrated in Fig. 16. The results demonstrate that, 

even with the same injection rate, there are differences in both fluid 
velocity (as shown in Figs. 15 and 16) and momentum exchange. This 
discrepancy can be attributed to the presence of particle aggregations in 
the DLVO cases. Although these aggregations are not large enough to 
completely block the throat in high injection rate scenarios, they still 
contribute to a significant difference in momentum exchange. The in
fluence of these small aggregations is more prominent in cases with 
higher injection rates, such as Case #7. Furthermore, it is worth noting 
that there is a substantial difference of over 60% in the momentum 
exchange for Case #6, which corresponds to the critical injection rate. 
This emphasizes the critical role of injection rate and the presence of 
particle aggregations in determining the momentum exchange and 
overall fluid-particle interaction. 

To sum up, we studied the inter-particle forces, fluid-particle forces, 
particle velocity (linear and angular), fluid velocity, and momentum 
exchange. In all mentioned parameters, one can observe the influence of 
the DLVO and injection rate. In energy applications, the occurrence of 

clogging has been considered as a key phenomenon since it can 
considerably change the porosity and permeability of the system. Also, 
as discussed, the application can define if the clogging is desirable or 
unwilling. For instance, in the energy production procedure in 
geothermal and hydrogen storage systems, clogging leads to a consid
erable decrease in the permeability of the domain, which is undesirable. 
On the other hand, clogging is viewed as a desirable feature for carbon 
storage. Hence, we introduced a critical injection rate, given the 
considered boundary conditions, where we did not observe any clogging 
when the velocity exceeded a threshold (i.e., critical injection rate) even 
with DLVO considerations. Furthermore, observed changes in average 
velocity and momentum exchange between DLVO and non-DLVO cases 
(i.e., Figs. 15 and 16) showed how flow rate in the energy production 
and storage applications can be affected by the clogging occurrence. 

5. Summary and conclusions 

The primary objectives of this study were to investigate the effects of 
DLVO theory consideration and injection rate on the clogging phe

Fig. 14. Time evolution of the average rotational velocity in the domain during simulation (a) considering DLVO theory and (b) without DLVO force be
tween particles. 

Fig. 15. Time evolution of the dimensionless average fluid velocity difference 
in the domain during simulation. Fig. 16. Time evolution of the normalized momentum exchange in the domain 

during simulation. 
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nomenon at the microscale. In order to capture the intricate particle- 
particle and particle-fluid interactions inherent in such a system, we 
employed a CFD-DEM coupling approach and incorporated the DLVO 
theory in our numerical simulations. For our study, we conducted a 
series of 20 simulations, employing 10 different injection rates within 
the domain. By analyzing the particle behavior in various regions of the 
domain, we aimed to assess the impact of the DLVO theory and injection 
rate on clogging. To provide a quantitative analysis of our findings, we 
examined key factors such as particle-particle forces, fluid-particle 
forces (specifically, drag forces), transitional velocity, angular veloc
ity, as well as the differences between DLVO and non-DLVO cases in 
terms of momentum exchange and fluid velocity. By systematically 
investigating these aspects, we aimed to gain a comprehensive under
standing of how the DLVO theory and injection rate influence clogging 
processes at the microscale. The main findings of this paper can be 
summarized as follows.  

1. The comparison between DLVO and non-DLVO cases showed us that 
the DLVO consideration in such systems can cause blockage (i.e., 
clogging). 

2. The aggregation of particles is the main reason for clogging. How
ever, we observed particle aggregations cannot block the throat in 
some cases (i.e., high injection rates) since they are not big enough. 
Hence, the size of the particle cluster matters in the clogging process.  

3. In non-DLVO scenarios, with the increase of the injection rate, the 
drag force, inter-particle force, transitional velocity, and rotational 
velocity increases. However, after considering the DLVO theory, the 
mentioned relation was not observed.  

4. In DLVO cases, the clear transition between injection rates was 
observed to have or avoid clogging in the domain. To be more spe
cific, we found the critical injection rate, where a slight increase in 
the injection rate (i.e., 0.06μm/s) can prevent clogging.  

5. The influence of the DLVO consideration in the fluid and particle 
behavior was observed even in scenarios where clogging did not 
happen. For instance, the drag force doubled for the non-clogging 
simulations.  

6. Particle concentration analysis in different regions of the domain 
showed us that DLVO considerations decrease the porosity of the 
domain (i.e., the higher number of particles means lower porosity). 
As a result, lower porosity leads to lower void space, and since the 
injection rate is the same in DLVO and non-DLVO cases, it means 
lower permeability.  

7. The rotational velocity is more affected by the DLVO considerations 
than transitional velocity because a particle can rotate easier than 
the accumulation of particles. 

Thus, to understand the fluid and particle behavior in fine particle 
migration and study the clogging process, one should consider the DLVO 
theory due to its impact. Furthermore, the proposed CFD-DEM coupling 
can be considered a reliable solution to model the clogging process and 
fulfill one’s needs concerning the blockage on such a scale. Also, our 
findings highlighted the influence of injection rate where after a small 
change in the injection rate (i.e., ±0.06 μm/s), one can prevent or ease 
the clogging. So, numerical and/or experimental studies can be con
ducted with DLVO consideration for future studies. Our study is limited 
to different injection rates; however, future studies might study the in
fluence of different fluid viscosity and thermodynamic considerations. 
Although previous investigations showed that the shape of particles can 
influence the behavior of particle systems, our simulations rely on 
spherical particles. Hence, future studies can be focused on the irregular 
shape of particles in such a scale to consider the influence of particle’s 
shape in the clogging (Amir Hosseini and Tahmasebi, 2023; Tahmasebi, 
2019; Zhang and Tahmasebi, 2022, 2023). Furthermore, the impact of 
surface roughness is neglected in this work, which can be investigated in 
future studies. One might also consider the effects of different throat and 
domain sizes to draw a more comprehensive conclusion for the proposed 

method in this paper. 
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