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Abstract—Decentralized optimization enables a network of
agents to cooperatively optimize an overall objective function
without a central coordinator and is gaining increased attention
in domains as diverse as control, sensor networks, data mining,
and robotics. However, the information sharing among agents
in decentralized optimization also discloses agents’ information,
which is undesirable or even unacceptable when involved data
are sensitive. This paper proposes two gradient based decen-
tralized optimization algorithms that can protect participating
agents’ privacy without compromising optimization accuracy or
incurring heavy communication/computational overhead. Both
algorithms leverage a judiciously designed mixing matrix and
time-varying uncoordinated stepsizes to enable privacy, one
using diminishing stepsizes while the other using non-diminishing
stepsizes. In both algorithms, when interacting with any one of its
neighbors, a participating agent only needs to share one message
in each iteration, which is in contrast to most gradient-tracking
based algorithms requiring every agent to share two messages (an
optimization variable and a gradient-tracking variable) under
non-diminishing stepsizes. Furthermore, both algorithms can
guarantee the privacy of a participating agent even when all
information shared by the agent are accessible to an adversary,
a scenario in which most existing accuracy-maintaining privacy
approaches will fail to protect privacy. Simulation results confirm
the effectiveness of the proposed algorithms.

I. INTRODUCTION

Distributed optimization is gaining increased attention
across disciplines due to its fundamental importance and
vast applications in areas ranging from cooperative control
[1], distributed sensing [2], multi-agent systems [3], sensor
networks [4], to large-scale machine learning [5]. In many
of these applications, the problem can be formulated in the
following general form, in which a network of m agents
cooperatively solve a common optimization problem through
on-node computation and local communication:

m

min F() £ % > fi0) (1)
=1

feRC

where 6 is common to all agents but f; : R? — R is a local
objective function private to agent ¢. We denote an optimal
solution to this problem by #*, which we assume to be finite.

Since the 1980s, the above decentralized optimization prob-
lem has been intensively studied. To date, various algorithms
have been proposed. Some of the commonly used algorithms
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include decentralized gradient methods (e.g., [6], [7], [8], [9]),
distributed alternating direction method of multipliers (e.g.,
[10], [11]), and distributed Newton methods (e.g., [12]). We
focus on the gradient based approach due to its simplicity in
computation, which is particularly appealing when agents have
limited computational capabilities.

Over the past decade, plenty of gradient based algorithms
have been developed for decentralized optimization. Early
results combine consensus and gradient method by directly
concatenating gradient based step with a consensus operation
of the optimization variable. Typical examples include [6],
[13]. However, to find an exact optimal solution, these ap-
proaches have to use a diminishing stepsize, which slows down
the convergence. To guarantee both a fast convergence speed
and exact optimization result, algorithms have been proposed
to replace the local gradient in decentralized gradient methods
with an auxiliary variable which tracks the gradient of the
global objective function. Typical examples include Aug-DGM
[8], DIGing [14], AsynDGM [15], AB [9], Push-Pull [16], [17]
and ADD-OPT [18], etc. While these algorithms can converge
to an exact optimal solution under a fixed stepsize, they have
to exchange both the optimization variable and the additional
auxiliary variable in every iteration.

All aforementioned algorithms explicitly share optimization
variables and/or gradients in every iteration, which becomes a
problem in applications involving sensitive data. For example,
in the rendezvous problem where a group of agents use decen-
tralized optimization to cooperatively find an optimal assembly
point, participating agents may want to keep their initial posi-
tions private in unfriendly environments [11]. In fact, without
an effective privacy mechanism in place, the results in [11],
[19], [20] show that a participating agent’s position can be
easily inferred by an adversary in decentralized-optimization
based rendezvous and parameter estimation. Another case
underscoring the importance of privacy preservation in decen-
tralized optimization is machine learning where training data
may contain sensitive information such as medical records
and salary information [21], [22]. In fact, recent results in
[23] show that without a privacy mechanism, an adversary can
precisely recover the raw data (pixel-wise accurate for images
and token-wise matching for texts) through shared gradients.

Recently results have been reported on privacy-preserving
decentralized optimization [11], [19], [24], [25], [26], [27],
[28], [29], [30], [31]. For example, differential-privacy based
approaches have been proposed to obscure information in
decentralized optimization by injecting noise to exchanged
messages [19], [24], [25] or objective functions [32]. How-
ever, the added noise in differential privacy also unavoidably
compromises the accuracy of optimization results. To enable
privacy protection without sacrificing optimization accuracy,



partially homomorphic encryption has been employed in both
our own prior results [11], [26], and others’ [27], [28].
However, such approaches incur heavy communication and
computation overhead. Employing the structural properties of
decentralized optimization, results have also been reported
on privacy protection in decentralized optimization without
using differential privacy or encryption. For example, [21],
[33] showed that privacy can be enabled by adding a constant
uncertain parameter in the projection step or stepsizes. The
authors of [29] showed that network structure can be leveraged
to construct spatially correlated “structured” noise to cover in-
formation. Although these approaches can ensure convergence
to an exact optimal solution, their enabled privacy is restricted:
projection based privacy depends on the size of the projection
set — a large projection set nullifies privacy protection whereas
a small projection set requires a priori knowledge of the
optimal solution; “structured” noise based approach requires
each agent to have a certain number of neighbors which
do not share information with the adversary. In fact, such a
structure constraint is required in most privacy solutions with
guaranteed optimization accuracy, including encryption based
privacy approaches [11].

Inspired by our recent results that privacy can be en-
abled in consensus by manipulating inherent dynamics [34],
[35], [36], we propose to enable privacy in decentralized
gradient methods by judiciously manipulating the inherent
dynamics of information mixing and gradient operations. More
specifically, leveraging a judiciously designed mixing matrix
and time-varying uncoordinated stepsizes, we propose two
privacy-preserving decentralized gradient based algorithms,
one with diminishing stepsizes and the other one with non-
diminishing stepsizes. Not only do our algorithms maintain
the accuracy of decentralized optimization, they also enable
privacy even when an adversary has access to all messages
shared by a participating agent. This is in contrast to most
existing accuracy-guaranteed privacy approaches for decen-
tralized optimization which cannot protect an agent against
adversaries having access to all shared messages. Furthermore,
even in the non-diminishing stepsize case, our algorithm only
requires a participating agent to share one variable with
any one of its neighboring agents in each iteration, which
is extremely appealing when communication bandwidth is
limited. In fact, to our knowledge, our algorithm is the first
privacy-preserving decentralized gradient based algorithm that
uses non-diminishing stepsizes to reach accurate optimization
results but requires each participating agent to share only one
message with a neighboring agent in every iteration. Note that
most existing gradient-tracking based algorithms (e.g., [8], [9],
[15], [16], [17], [18], [37], [38], [39], [40], [41]) require an
agent to share two messages (the optimization variable and a
gradient-tracking variable) in every iteration.

The main contributions are as follows: 1) We propose two
accuracy-guaranteed decentralized gradient based algorithms
that can protect the privacy of participating agents even
when all shared messages are accessible to an adversary,
a scenario which fails existing accuracy-guaranteed privacy-
preserving approaches for decentralized optimization; 2) The
two inherently privacy-preserving algorithms are efficient in

communication/computation in that they are encryption-free
and only require a participating agent to share one message
with a neighboring agent in every iteration. This is significant
in that, as a comparison, existing gradient-tracking based
decentralized optimization algorithms require a participating
agent to share both the optimization variable and a gradient-
tracking variable in every iteration'. In fact, the sharing of
the additional gradient-tracking variable will lead to privacy
breaches, as detailed in Sec. IV-B; 3) Even without considering
privacy, to our knowledge, our convergence analysis is the
first to characterize decentralized gradient methods in the
presence of time-varying heterogeneity in stepsizes, which is
in contrast to existing results only addressing constant or fixed
heterogeneity in stepsizes [8], [33], [42].

The organization of the paper is as follows. Sec. II gives
the problem formulation. Sec. Il presents PDG-DS, an in-
herently privacy-preserving decentralized gradient algorithm
with proven converge to the exact optimization solution under
diminishing uncoordinated stepsizes. Sec. IV presents PDG-
NDS, an inherently privacy-preserving decentralized gradient
algorithm with proven converge to the exact optimization so-
lution under non-diminishing and time-varying uncoordinated
stepsizes. Sec. V gives simulation results and comparison with
existing works. Finally Sec. VI concludes the paper.

Notations: /; denotes identity matrix of dimension d. 14
denotes a d dimensional column vector will all entries equal
to 1 and we omit the dimension when clear from the context.
For a vector z, x; denotes the ith element. For two matrices A
and B with the same dimension, we say A < B (resp. A < B)
if all entries of A — B are negative (resp. non-positive). A”
denotes the transpose of A and (-, -) denotes the inner product.
| - || denotes the Euclidean norm for a vector or the induced
Euclidean norm for a matrix. Matrix A is column-stochastic
(resp. row-stochastic) when its entries are nonnegative and
elements in every column (resp. row) add up to one. A is
doubly stochastic when it is both column-stochastic and row-
stochastic. ® represents the Kronecker product.

II. PROBLEM FORMULATION

We consider a network of m agents. The agents interact
on an undirected graph, which can be described by a weight
matrix W = {w;;}. More specifically, if agents ¢ and j can
interact with each other, then w;; is positive. Otherwise, w;;
will be zero. We assume that an agent is always able to affect
itself, i.e., w;; > 0 for all 1 < ¢ < m. The neighbor set N;
of agent ¢ is defined as the set of agents {j|w;; > 0}. So the
neighbor set of agent ¢ always includes itself.

Assumption 1. W = {w;;} € R™ ™ satisfies 1TW = 17,
W1=1andn=|W 1| <1.

The optimization problem (1) can be reformulated as the
following equivalent multi-agent optimization problem:

. a1l &
Jmin @) & DD fiw) st === @)

'Some gradient-tracking based algorithms may be transformed to a one-
variable form like EXTRA [7]; however, such an implementation becomes

infeasible when the stepsizes or coupling weights are uncoordinated to enable
privacy. See Remark 7 and Sec. IV-B for detailed explanations.



where x; € R? is the local estimate of agent i about the
optimization solution and = = [zT, 21, ... 21T € R™<

We make the following standard assumption on objective
functions:

Assumption 2. Problem (1) has at least one optimal solution
0*. Every f; has Lipschitz continuous gradients, i.e., for some
L>0 ||Vfilu) = V@) < Ljlu—v|, Viand Yu,v €
R, Every f; is convex, i.e., fi(u) > fi(v) + Vfi(v)T(u —
v), Viand Yu,v € R%

Under Assumption 2, we know that (2) always has an
optimal solution z* = [(0*)T, (0*)T,--- , (6*)1]7.

In decentralized optimization applications, gradients usually
carry sensitive information. For example, in decentralized-
optimization based rendezvous and localization, disclosing
the gradient of an agent amounts to disclosing its (initial)
position [11], [19]. In machine learning, gradients are directly
calculated from and carry information of raw training data
[23]. Therefore, in this paper, we define privacy as preventing
disclosing agents’ gradients in each iteration.

We consider two potential attacks [43]:

o Honest-but-curious attacks are attacks in which a partic-
ipating agent or multiple participating agents (colluding
or not) follows all protocol steps correctly but is curious
and collects all received intermediate data to learn the
sensitive information about other participating agents.

o Eavesdropping attacks are attacks in which an external
eavesdropper wiretaps all communication channels to
intercept exchanged messages so as to learn sensitive
information about sending agents.

III. AN INHERENTLY PRIVACY-PRESERVING
DECENTRALIZED GRADIENT ALGORITHM WITH
DIMINISHING STEPSIZES

Conventional decentralized gradient algorithms usually take
the following form:

k+1 _ k
okl = Z]EN wi;zk — Mg 3)

where AF is a positive scalar denoting the stepsize and g*
denotes the gradient of agent i evaluated at 2%. It is well-
known that under Assumption 1 and Assumption 2, when \*
satisfies Y oo 0 AF = 0o and 3.7, (A¥)? < oo, all z¥ will
converge to a same optimal solution. However, in (3), agent
i has to share ¥ with all its neighbors. If an adversary has
access to z¥ and the updates that agent i receives from all its
neighbors, then the adversary can easily infer g¥ based on the
update rule (3) and publicly known W and \*.

Motivated by this observation and inspired by our recent
finding that interaction dynamics can be judiciously manip-
ulated to enable privacy [34], [35], [36], we propose the
following decentralized gradient algorithm (with per-agent
version given in Algorithm PDG-DS) to enable privacy by
adapting the stochastic optimization algorithm in [44]:

"= (W @ Ig)a" — (B*AY) & 14)g" 4)
where B = {bf} is a column-stochastic nonnegative
matrix, A¥ = diag[\}, N5 .- AE] with AP > 0 de-

noting the stepsize of agent i at iteration k& and ¢" =

(g8, (¢5)T,--- (g )T]T. Different from [44] which uses
a matrix-valued stepsize for each agent, we here require the
stepsize )\f for each agent to be a scalar, which is necessary to
prove deterministic convergence to an exact optimal solution.
It is worth noting that our scalar stepsize here cannot be
viewed as a special case of the matrix-valued stepsize in [44]
since the stepsize matrix in [44] explicitly requires all diagonal
entries to be statistically independent of each other, which
prohibits it from having the form of )\?Id.

The detailed implementation procedure for individual agents
is provided in Algorithm PDG-DS. Compared with the con-
ventional decentralized gradient algorithm, it can be seen that
we equip each agent j with two private variables b’C and )\k
to cover its gradient information g’§ The two varlables are
generated by and only known to agent j. Therefore, the two
Variables can ensure that a neighboring agent ¢ cannot infer
gj based on received information w;;x; bfj /\éc as agent
i does not know z%, A, or bf;. Tt is worth notmg that since
agent j determines b > 0 for alli € N; (b =0fori ¢ Nj),
as long as every agent j ensures ZleN = 1 locally, the

column-stochastic condition for matrix Bk Wlll be satisfied.

PDG-DS: Privacy-preserving decentralized gradient
method with diminishing stepsizes

Public parameters: W
Private parameters for agent i: b?i >0, \¥ >0, and 2?
1) for k=0,1,--- do

a) Every agent j computes and sends to agent ¢ € N;

vf; £ wijah — b AFgh (5)

b) After receiving v - from all j € N;, agent ¢ updates its
state as follows:

k+1 _§ : k § :
ZT, = v, = ’LU
) jEN; (¥ jEN; 1 ]

c) end

—bFNFg

ZJJ

7) (©6)

A. Convergence Analysis

m

We define 7% = % Because B and W are column
stochastic, from (4), we can obtain
“ktl _ =k 1 m k_ k
T =T — e A G (7)

To analyze PDG-DS, we first introduce a theorem that
applies to general decentralized algorithms for solving (1).

Proposition 1. Assume that problem (1) is convex and has
a solution. Suppose that a distributed algorithm generates
sequences {xf} C R? such that the following relation is
satisfied for any optimal solution 0* and for all k,

vk“S({(l) ;}—l—akllT)vk%-bkl—ck[g} (8)

k * (|2
v [ a
where vF = ! = [ _ , ¢ =
; iy lat — a2

> (fi(@F) = £i(0%)), and the scalar sequences {a*},
{b*}, and {c*} are nonnegative and satisfy Y ;- ,a* <



00, YopeobF < oo, and Y37, c% = oo. Then, we have
limy o0 ||2F — Z*|| = 0 for all i and there exists an optimal
solution 0 such that limy,_, o ||Z% — 6*|| = 0.

Proof. Since 6* is an optimal solution of problem (1), we

always have > | (fi(z") — f;(6%)) > 0
From (8) it follows that for all k£ > 0,

vt < ({ (1) 717 ] +ak11T> vF+ k1

Consider the vector 7 = [1

€))

T { 11 } _
0 n

7T, Thus, the sequence {nTvF} satisfies all conditions
of Lemma 3 in the Appendix. Therefore, it follows that
limy,_,o0 7 v¥ exists and that {||z% —6*||} and {3/, ||z* —
z%||%} are bounded.

We use M > 0 to represent an upper bound on {||z* —6*||}
and {3 % — 2|2}, ice., |2 —07|| < M and 3", ||~
z%||2 < M hold Yk > 0. Thus, for all £ > 0, we have

m m
Sl = TR <3 ok — 2P + 2040+ 0

i=1 i=1
:Zka n)Z||mf—£k||2+2akM+bk
i=1 i=1
(10)

By summing (10) over k and using the fact Y -, (2a*M +
b*) < 0o, we obtain

oo m
Q-3 T ek - 2 < oo

which implies limy, o [|2¥ — 2¥||? = 0 for all i.

, 717 and note
-1

#H|* - (1

(1)

Proof. The basic idea is to show that Proposition 1 applies.
So we have to establish necessary relationships for ||z* —6*||2
and Y., ||«¥ — z¥||?, which are fulfilled in Step I and Step
II below, respectively.

Step I: Relationship for ||z* — 6*
any optimal solution 6*

—k+1 * _ =k * 1 m k k
T 0" =27 0" — 5T AN gy

||%. Using (7), we have for

which further implies

Jo = o[ =l -0 - 25 2t - )
+ & | Mg
" (13)
We next estimate the inner product term, for which we have
gk 7 —07) =Ok (! - VRED P -0
+ NV fi(2h), 78 - 0)

By the Lipschitz continuous property of V f;, we obtain
(g = V@), 7" — 6%) > —LAY||af —2*||||* — 67|
> —gllef — 2| = L2 (0)? (|8 — 072

15)
. . Nk ZA’?
Defining the average stepsize A" = <=, we have
NV fi(z*), 2" —07) =
k Yk Ry ok g Tk kv ok e (10
(A7 = AV (), 2% — 0) + (\"V f;(z"), 2" — 0%)
Defining \* = [\F, Ae1T and combining (14)-(16)
yield

Z </\kgz 7‘%1C — 0*>

Next, we consider the first element of v¥, i.e., ||Z% — 6*|%. m
From (8) we have o img llef =2 LAYt — Gl
k+1 12 < kw2 m ~k 2) - 2m 2m
&+ = 6712 < (14 ) (Jlz* — 6 || + Z. T i (e
ko % + AYVF(z"),z" — 0%)
R () S ek~ a2 LR - 0|2
Tk -z L= ||\ Tt — 0%
< |la* - i Z ||x4 Y ="l
k * m Ak*j\kvl‘_k —kie* B
m
We can see that the precedmg relatlon satisfies the relation (17)

in Lemma 5 in the Appendix with ¢ = 37" fi, z* = 07, where we used the convexity of F(-) in the last inequality.
=gk ok =0, 4% = ¢k, and gF = 7 |loF — 2|2 + Noting \F = [\¥... Ak 1T we always have
QQI;M J}: b*. By our assug]optiokn, we have Zk:p ak .< 00, Zm (NF — Xk)Vfi(fk),fk — %)
Doheob® < oo, and Y7 c” = oo. Thus, in view of
relation (11), it follows ZZOIO ﬁk < 0. Hence, all conditions )\k )\k v ok _ g+
of Lemma 5 in the Appendix are satisfied, and it follows that > _ D i WVAHEDI |12 I
{#*} converges to some optimal solution. [ | o m
o | (X = Xo1) @ 10) " mV (L0 78| [Ja* — 07|
Now, we are in position to prove convergence of PDG-DS. =- m
Theorem 1. Under Assumption 1 and Assumption 2, if —VA|IN = 21, || [V F(1 @ Z8)|| |28 — 6%
the stepsize of every agent i is non-negative and satisfies (13)

Yo AP = oo and Y32 ,(AF)? < oo, and the stepsize

heterogeneity satisfies

Sy LN = A <o
k=0 4,7€{1,2,-- ,m}, i#j J

then we have limy,_, |lzk —z*|| = 0 for all i, and there exists
an optimal solution 6* such that limy,_, . || Z¥ —6*| = 0 holds.

z4)) = [(VAEN)T,

(12 Vi

ity. Furthermore, |V f(1 ®
*)=0at z* =1® 6* as follows:

where we used Cauchy-Schwarz inequality and mVf(1 ®

SV fm(@)T]T in the last equal-
z)|| can be bounded by using

Vi@ @) = V(1o a*) - Vi)
<Lltes* —o"| = Lym|z* 67|

19)



Combining (17), (18), and (19) yields

s (Agf @k —0%)
m
D ol 2 et (20)
- 2m 2m
LVmd|\F = N1, | 2% — 0% + X (P (") — F(6")

We next estimate the last term in relation (13), for which
we use =g* = Vf(z¥), the notation \* = [Af,..- AR ]T,
and the Cauchy-Schwarz inequality:

m Ak k
IZEXEL _ o o 1y < ap 2w s
We then add and subtract V f(z*) = 0 to obtain

||Zz 1

st <2V = V)P oy
< 2d||N*2L7|2* — 2|2
where the last inequality follows by the Lipschitz continuity
of V f. Further using the inequality
|zF —2* P < ||l2* —10zF+10 3" -
<2lle —1e7"? +21e

m

< 22 |k — z*
i=1

we have from (21)

I* + 2m|z" — 6%

m Ak k|2 m
IZi20500 L qapamipre 3 ot - 42

=1 (23)
+ dmd||\F||2L?||Z5 — 0%
Substituting (20) and (23) into (13) yields
25+ = 0||” < |lz* — o||”
k_k2 L2)\k2*k_9*2
D [ N 2 P et
m m
2L\/md||)\k — 5\"317,7,H||:f:’C — 9*\\2 - 25\’“(F(fk) — F(6")
HAINPL2 Y o — 282 + Amd|| X212 28 - 67|
i=1
(24)

We can group the common terms on the right hand side of
the preceding relation and obtain

ot 0| < ot o
L2 k|2 2L k _ 7k1
<1+ NP+ 2L XE =ML Ak||2L2>
m
1 m B
. 4 k2L2 k_*k2_2kF7k‘ _F *
+ (- Ad| AT )Y llaf = 2P = 22 (F (") - F(67)

i=1
(25)
Step II: Relationship for > |lz¥ — z*||2. For the con-
venience of analysis, we write PDG-DS on per-coordinate
expressions. Define for all £ =1,...,d, and k > 0,
— T
2 (0) = [[eh]e, - fople] s 680 = [lo7]e- - [om]e]

In this per-coordinate view, (4) and (7) have the following

form for all £ =1,...,d, and k£ > O:
aF T (0) = Wak (0) — BPAFgF(0)
26)
[‘,EIWHM _ [fk]é o ilTAkgk(E) (
m
From (26), we obtain
x’““(ﬁ) — [fkﬂ]gl :ka(é) — [:Z’k}gl
1
- (BkAk'gk(Z) - 1TAkgk(£)1)
m

Noting that [#¥],1 = L1172%(¢) and L1TAkg*(0)1 =
L117A*g*(¢), we have
xk+1(£) _

[ 11 =Wa" () — B*A*g*(0)

where W = W — 110 and Bk = gk — 117,

Noticing W[z ]g]. =w-4=1 11T)[ ] 1 = 0, by sub-
tracting this expression from the right hand side of the
preceding relation, we obtain

M) — [Tl =W (2% (0) - [2*]e1) = B*A*g"(0)

Taking norm on both sides and using n = ||IW —
from Assumption 1, we obtain

X0 [z 1|l <nllz® (©)—[*)e2 |+ B*|| 1A 119" (©)])

w117

27
The column stochastic property of B* implies
1B < [|B*[| < m (28)
where || - || denotes the Frobenius matrix norm, yielding

lz* 1 (0) — [+

A <nlla®(0) = [2]e1]| +m|A*] lg" ()]

By taking squares on both sides and using the inequality
2ab < €a® + ¢ 'b? valid for any a, b, and € > 0, we obtain

@41 (0) = [ 2 <n?(1+ )2 (6) — [¥],L )
- m2(1+ A2l

d, and not-
~ 742 and

Sumlging these relations over ¢ = 1,...,
ing S [o4(0) — AP = T o)
Y1 llg" (O = 3212, llgf |17, we obtain

m m

Dol = TP <P (1) Y flaf - 2P

i=1 i=1
m?(1+ e DIIA"]?]|g" (I

We next focus on estimating ||g¥||?. Noting that g* =

mV f(z*), Vf(z*) = 0, and f has Lipschitz continuous
gradients, we have

(29)

1g"1? = m? ||V f(a*) = Vf(2")|> < m>L? |2 — 2*||?
<2m’L?) " |laf — 2*|? + 2m®L2||z% — 07|
i=1
(30)

where the last inequality used (22).



Substituting (30) into (29) and grouping terms yield
> et -
i=1

+ (*(L+€) +2m*L*(1 + €

jk+1”2 S 2m5L2(1 +€71)HAkH2”ik

Xﬂx

By letting ¢ = % with ¢ > 0, and noting n € (0,1),
l+e=n11+elt=(1-n"1 and [|[A*|| = max; \F <
[IA¥I,

m
P Cante
i=1

+ (n+2m*'L*(1 -

o 0*||2

HIA*I) i

M < 2mP L2 (1 — ) H|IN P2

ZH%

_G*HQ

m)HIA) z|?

3D
Combining (25) and (31), we have

e (P RO RS J
|z — 6% |17 An

(32)
k Eo_
[ Zz 1||33 _QUkH2 } AT = |:A21

A12
where v°¥ =
Ago ]
2 k
with Ay, 2 LIAUEH2Lmymd -3 4md|\)\k||2L2

Ars = 4d|MF|2L2, Asi = 2mPL2(1 — )| A¥)2, and
Agg = 2mAL2(1 — n)~ Y| A\F 2.
i
Because { (1) 77”'71 } < { (1) and A* < ¢F117 holds
when a” is set to a¥ = max {A;, Aja, Aoy, Aoz}, we can see

that (8) in Proposition 1 is satisfied. Further note that under
the conditions in the statement, all conditions for {a*}, {b*},
and {cF} in Proposition 1 are also satisfied (b* is always 0
here). Therefore, we have the claimed results. |

Remark 1. To our knowledge, for decentralized gradient
methods with diminishing stepsizes, our result is the first to
prove exact convergence under general time-varying stepsize
heterogeneity. In fact, the condition in (12) can be satisfied
even when the stepsize differences in a finite number of
iterations are arbitrarily large. This can enable strong privacy,
as detailed in Sec. III-B.

B. Privacy Analysis

Recall that in Sec. I we identify the gradients of agents as
information to be protected in decentralized optimization. In
this subsection, we will show that the PDG-DS algorithm can
effectively protect the gradients of all participating agents from
being inferable by honest-but-curious adversaries and external
eavesdroppers. To this end, we first give a privacy metric and
our definition of privacy protection.

We define the difference from x to x’ as follows (in the log
scale, could be positive or negative):

¢ = log {7}

(33)

Definition 1. For a network of m agents in decentralized
optimization, the privacy of agent i is preserved if for any
finite number of iterations T, its gradient values g}, - - ,giT

always have alternative realizations §},--- , gl which allow
each §¥ (1 < k < T) to have an arbitrarily large difference
(could be different for different k) from g¥, but lead to the

same shared information in inter-agent communications.

The above privacy definition requires that when an agent’s
gradient is perturbed by an arbitrary value (, its shared
information can still be the same, i.e., an alteration to an
agent’s gradient value is not distinguishable by an adversary
having access to all information shared by the agent. Since
the alteration in gradient can be arbitrarily large, our privacy
definition requires that an adversary cannot even find a range
for a protected value, and hence is more stringent than many
existing privacy definitions (e.g., [11], [29]) that only require
an adversary unable to uniquely determine a protected value.

Theorem 2. In the presence of honest-but-curious or eaves-
dropping adversaries, PDG-DS can protect the privacy of all
participating agents defined in Definition 1.

Proof. Without loss of generality, we first consider the pro-
tection of the gradient of agent ¢ at any single time instant k,
and then show that the argument also applies to any finite
number of time instants (iterations). When the gradient is g¥,
we represent the information that agent 7 shares with neigh-
boring agents when participating PDG-DS as Z;. According to
Definition 1, we have to prove that when the gradient is altered
from g¥ to gF = e¢" g* with ¢* difference from g according
to the metric in (33), the corresponding shared information 7;
of agent i could be identical to Z; under any ¢* > 0.

According to Algorithm PDG-DS, agent ¢ shares the fol-
lowing information in decentralized optimization:

5 bli
I = T P

with Zsent
Ipublic

k k k \k —
{vﬂfwjz — 05N g; \kfl,Z,uo} and

= {WUdeN b =1k =0,1, } One can ob-
tam that at some iteration k, if the gradient is changed to
gk = e" gk, the difference defined in (33) is ¢*. However,
in this case, if we set the stepsize \F to \F = e‘gk)\’-“,
then the corresponding shared information will still be vﬂ-.
Since other parameters are not changed and changing the
stepsize from AF to S\f = e’Ck)\f will not violate the
summable stepsize heterogeneity condition in (12) for any
given (¥ < oo, according to Theorem 1, convergence to the
optimal solution will still be guaranteed. Therefore, changes in
an agent’s gradient can be completely covered by the agent’s
flexibility in changing its stepsize, which does not affect the
convergence. Thus, privacy of any agent’s gradient will be
protect when running PDG-DS. Given that the summable
stepsize heterogeneity condition in (12) allows the stepsize
of agent ¢ to change by any finite amount for any finite
number of iterations, one can obtain that the privacy of
every agent’s gradients in any number of iterations can be
completely covered by the flexibility in changing the agent’s
stepsize in these iterations, as long as the number of these
iterations is finite. It is worth noting that the perturbation
does not violate the convexity and Lipschitz conditions in
Assumption 2. This is because in order for an adversary to



check if Assumption 2 is violated, it has to know xf and
L, which, however, are not available to adversaries: before
convergence, x¥ is inaccessible to the adversary because the
information shared by agent i is wj;z¥ b;“l)\fgz , avoiding

x¥ from being inferable; L is inaccessible to the adversary
erther because Assumption 2 only requires all f; to have finite
Lipschitz constants, and agents do not share their Lipschitz
constants in the implementation of the algorithm. In fact,
even with the gradient g¥ unchanged, the value of observation

” xk— b;“l/\iC g7 in Algorithm 1 can be changed by an arbitrary
finite value by changing the stepsize \F. Therefore, before
convergence, an adversary cannot use Assumption 2 to confine
the change in observed values and further confine the change
in the value of gF. After convergence, the perturbation does
not violate the convexity and Lipschitz conditions, either. In
fact, although z¥ becomes accessible to the adversary after
convergence, gradient is eliminated in adversary’s observation
(the shared wj;xf — b¥AFgF becomes wj;xf) because A
converges to zero. So after convergence, the adversary still
cannot use Assumption 2 to confine changes in gradients. M

Remark 2. Even after convergence when g¥ becomes a
constant, an adversary still cannot infer gradients from shared
messages in PDG-DS. More specifically, when gf converges
to a constant value, the stepsize )\f also converges to zero,
which completely eliminates the information of gf in observed
information (the observed information becomes wjixf after
convergence). This can also be understood intuitively as fol-
lows: Even if the adversary can collect T' — oo observations
wﬂm — b;“l)\f f in the neighborhood of the opnmal point and
establish a system of T equations to solve for 92‘ (which can be
viewed to be approximately time-invariant in the neighborhood
of the optimal point), the number of unknowns bﬂ, A\t and
gz in the system of T' equations is 31" (even if we view )\k
and gl approximately as constants in the neighborhood of the
optimal point, the number of unknowns is still T + 2), which
makes it impossible for the adversary to solve for g¥ using
the system of T' equations established from observations.

Remark 3. Different from existing privacy solutions for de-
centralized optimization that patch a privacy mechanism (e.g.,
differential-privacy noise or encryption) with a pre-designed
decentralized optimization algorithm, our proposed algorithm
uses stepsize and coupling coefficients that are inherent to the
decentralized optimization algorithm to perturb gradients, and
hence has inherent privacy.

Remark 4. Existing accuracy-maintaining privacy ap-
proaches for decentralized optimization can only protect the
privacy of participating agents when the interaction topology
meets certain conditions. For example, the approach in [29]
assumes that an adversary cannot have access to messages
sent on at least one communication channel of an agent to
guarantee the privacy of this agent. The approach in [26]
requires that an adversary cannot be the only neighbor of a
target agent. To the contrary, our PDG-DS can protect the
privacy of an agent without any constraint on the interaction
topology. In fact, to our knowledge, our algorithm is the first
decentralized gradient based algorithm that can guarantee

both optimization accuracy and privacy defined in Definition
1 when an adversary has access to all shared information.

IV. AN INHERENTLY PRIVACY-PRESERVING
DECENTRALIZED GRADIENT ALGORITHM WITH
NON-DIMINISHING STEPSIZES

Because diminishing stepsizes in decentralized gradient
methods may slow down convergence, plenty of efforts have
been devoted to developing algorithms that can achieve ac-
curate optimization results under a non-diminishing stepsize.
Typical examples include gradient-tracking based algorithms
such as Aug-DGM [8], DIGing [14], AsynDGM [15], AB [9],
Push-Pull [16], [17], and ADD-OPT [18], etc. However, these
algorithms will lead to privacy breaches in implementation.
For example, DIGing [14] implements the following update
rule (note that under our assurnption, 1€ Np):

k+1
x; T = Z jen, Wis®s — \yF

k k k
y’L = ZJE (yj + g + gj )

At iteration k = 0, agent j sets y = g and sends w;; (v? +
gj g]) = Wy g] to its nelghborrng agent ¢. At iteration k = 1,
agent j further sends :c to agent 4. Given that w;;s are publicly
known, agent ¢ can easﬂy determine the gradient of agent j at
le Using a similar argument, we can see that other commonly
used gradient-tracking based algorithms also have the same
issue of leaking agents’ gradient information, even when the
stepsizes are heterogeneous (see Sec. IV.B for details).

The EXTRA algorithm [7] can also ensure convergence to
the exact optimal solution under non-diminishing stepsizes:

k2 _ kL
Ii - ngNi wl’”xj ngN
However, since A, w1 i, ws;; are publicly known, and an
agent i has to share z¥ directly, one can see that the gradient
information of participating agent ¢ will also be disclosed.
Motivated by the observation that the main sources of
information leakage in decentralized optimization are constant
parameters and the sharing of two messages by every agent in
every iteration, we propose the following inherently privacy-
preserving decentralized gradient based algorithm which can
protect the gradients of participating agents while ensur-
ing convergence to the exact optimal solution under non-
diminishing stepsizes (the per-agent version is given in Al-
gorithm PDG-NDS):
2=2(W @ Izt — (W2 @ Ig)z"
kA k+1 k+1 kpk k
— (B ) @ 14) "™ = (B*A") @ 1) ¢")
where BF = {bfj} € R™*™ js a column-stochastic matrix,
AF = diag[\F, A5, - - /\fn] with \¥ > 0 denoting the stepsize
of agent 7 at iteration k, " =1(g))T, (65T, (g%)T]7, and
® denotes Kronecker product.

o1

“wa iy — Agit = gf)

(34)

Remark 5. PDG-NDS requires one agent to share only one
variable with every neighboring agent at each iteration. This is
different from all existing gradient-tracking based algorithms
which have to exchange two variables between two neigh-
boring agents in every iteration (one optimization variable



and one auxiliary variable tracking the gradient of the global
objective function). This difference is key to 1) reduce com-
munication overhead; 2) enable privacy because exchanging
the additional gradient-tracking variable will disclose gradient
information, as detailed in Sec. IV.B.

PDG-NDS: Privacy-preserving decentralized gradient
method with non-diminishing stepsizes

Public parameters: W

Private parameters for agent 7: bk > 0, AF >0, and ¥
1) Atiteration k = 1: Agent ¢ shares x (randomly selected)

with neighbors and updates its state as follows

1
Ti = Z]EN
2) for k =2,3,-
a) Every agent j computes and sends v - (defined in (35))
to all agents i € N; where {W?2},; denotes the (4,7)th
entry of matrix VV2

k _ k—1 2 k—2
Uij = Qwijxj + {W }ijxj

_ b]_CfQ()\k_:fl ;371 _ )\/(_:72 ;_972)

— AV £i(2?)

Wi;T ]

(35)

b) After receiving v - from all j € N;, agent ¢ updates its
state as follows:

=D e Vi (36)
¢) end
A. Convergence analysis
We define an auxiliary variable

PE W It — o 37)

It can be verified that
v e o (38)

(((BkAkJrl) ® Id) gkt — ((BkAk) ® Id) gk)

Define mean vectors of =¥ and y¥ as 7% = % > z¥ and

yr = % S y¥, respectively. Then from (37), we have

k+1

Tt =gk — gF (39)

Further using (38) and the initialization condition z! = Wz°—
A% in PDG-NDS, we have 7° = + el S Ag¥ and

gt = T Mgl

To prove convergence of our algorithm, we first present
two lemmas and one proposition. The proposition applies
to general distributed algorithms for solving optimization
problem (1).

(40)

Lemma 1. Let {vF} C R? and {u*} C RP be sequences of
non-negative vectors such that

viE < (VP 4 aF11T)vh + bR

—CFaF VE>0 (4D

where {V*) is a sequence of non-negative matrices, and
{a*} and {b*} are non-negative scalar sequences satisfying

Yregak < oo and Y7, b" < co. Assume that there exists
a vector © > 0 such that 7LVF < 77 and #¥C* > 0 hold
for all k > 0. Then, limy,_,, 71 v¥ exists, the sequence {v*}
is bounded, and 22021 IOk < .

Proof. By multiplying (41) with 77" and using the assumptions
7TVF < 7T and v¥ > 0, we obtain for Vk > 0

alvE L < 7Tvk 4% (7T1)(1TvF) + P 771 — 2T CFu®
Since m > 0, we have 7rmm = min; m; > 0, and hence
17vk = L 1Tvh < L 7TvF, where the inequality

- 7Tmm

holds since \; > 0. Therefore,
T k+1 k7TT1 T ok 1k T T~k k
rlyht §(l+a >7r vit+b r 1—n CFu”,Vk > 0
Tmin
(42)

By our assumption, 77 C*u* > 0 for all k, so (42) implies that
the conditions of Lemma 3 in the Appendix are satisfied with
b = 7TvF, of = a*771/mpin, and BF = b*7T1. Thus, by
Lemma 3, it follows that limy_, o, 7% v* exists. Consequently,
{nTv*} is bounded, and under 7 > 0, implying that {v*} is
also bounded. Moreover, by summing the relations in (42), we

find Y70, 7T Chu* < o0. [ |

Lemma 2. Let {vF} C R? be a sequence of non-negative
vectors such that for Yk > 0

AR VL L | (43)
where {V*} is a sequence of non-negative matrices. Assume
that there exist a vector T > 0 and a scalar sequence {a*}
such that o* € (0,1), Y72 a% = oo, limy_e0 b /0 = 0,
and TVF < (1—a*) 7T for all k > 0. Then, limy,_, o, v¥ = 0.

Proof. We use Lemma 4 in the Appendix to establish the
result. By multiplying (43) with 77 and using the assumptions
7l Vk < (1 —aF)nT and vF > 0, we obtain

alyhtl < (1- o/‘”)7rTv’C + o771, VEk > 0

Since o* € (0,1), Y- p2,af = 0o, limy_,o0 b¥/a* = 0, the
conditions of Lemma 4 in the Appendix are satisfied with v* =

7TvF and B* = b*7T1. Thus, it follows limy oo Ve =0

and further (because m > 0) limy_,o, V¥ = 0. |

Proposition 2. Assume that problem (1) has an optimal
solution and that F(-) in (1) is continuously differentiable.
Suppose that a distributed algorithm generates sequences
{xF} C R? and {y¥} C RY such that the following relation
is satisfied for any optimal solution 6* and for all k > 0,

F(x 2
viH < (V+ak11T) vk bRl [ ||V” (k||2)H ] (44)
where v > 0,
v(F(z*) — F(6%)) ok Lt
VER IS e -t P C= | o 0
e llyf = 7112 0 —(1-n31-0¢
1 1-— 0
V=10 n ﬁ
0 (L—n)*Q—-c)(1-9) c



with n,¢,5 € (0,1), while the scalar sequences {a*}, {b*},
k

{7k}, {+*} are nonnegative satisfying 7% € (0,1), =86 > 1

forall k >0, and > 12, a* < oo, Y ;2 bF < oc. Then, we

have:

(a) limy,_,o0 F(z*) exists and

lim ||g*] = lim [jof — 2% = lim |y} —g*(| =0, ¥i
k—o0 k—oo k—o0

(b) If {v*} satisfies > po o 7" = oo and limy_,cy* > 0,
then limy_,o |VF(ZF)|| = 0. Moreover, if {z*} is

bounded, then every accumulation point of {T*} is an
optimal solution, and limy,_, . F(x¥) = F(0*) for all i.

Proof. (a) The idea is to show that Lemma 1 applies. Setting
up the equation 77V = 7', we have (1 —n)m +(1—n)%(1—
¢)(1—6)ms = (1 —n)mg and mo = (1 —n)(1 — ¢)73. Dividing
the first equation with 1 — 7, we find

m+ (1= —c)(1—0)m3 =m

which in view of my = (1—n)(1—c)ms implies w1+ (1—06)my =
79, and hence 71 = 0.
Thus, for the vector 7 satisfying 77 =

m=(1-n)(1-c)ms (45)

Hence, we can find such a vector w with 7 > 0. We next
verify that such a vector also satisfies 77°C' > 0. We have
7TC = [yPm, =F “ 71— (1=n)2(1—c)ms], which, under (45),
implies the second coordinate of 77C' satisfying [7TCly =
1_Tk(57TQ — (1 — )7T2 = (1:7k6 —14n) m.

The condition 1 T 0 > 1 implies [x C]z > nmg > 0. Thus,
Lemma 1’s condmons are satisfied, and it follows that for the

VrT, we have

™ = 57'('2,

three elements of v*, i.e., v]f, v’2’“, and V§, we have that
klggo T v]f + 71'2v12€ + 7r3v§ (46)
exists and > o 7 Cu® < oo holds with u* =

[[IVF (@)%, lg*12])T. Since 77C > [y*m1, nms), one has
Yoo IVE@EM)? < oo, Y20 I78IIP <00 (47)
and hence,
lim |[g*|| = 0 (48)
k—o0

If we had that S [laf — 2*| and S, [y — 72 are
convergent, then it would follow from (46) that the limit
limy 00 F(Z%) exists.

Now, we focus on proving that both v = """ ||zF —z
and v§ = Y7 [ly¥ —5*||? converge to 0. The idea is to show
that we can apply Lemma 2. By focusing on the elements v
and v, from (44) we have

} + 01 + [ (36 ]

k+1 ~ k
3
= (1 -n)?(1 -
(1= m2(

k:||2

Vi
where bF = bF + afu(F(zF) — F(6*)), &

s 7 n o=
o)lly®||, and V = [ n ]
WA and V= | g e —g) o |

By separating the first term on the right hand side and
bounding the last vector by (1 —n)2(1— ¢)||5"*||>1, we obtain

|: V§+1 :| _|_bk

vk
k+1:|<V[ 2 (49)
V3 &

where
0¥ =b* 4 (1—n)*(1 = o)|F7"]|* + a* x
(V(F(w’“) —FO") + > llaf =27+ > v - 5*|
i=1 i=1
(50)

To apply Lemma 2, we show that the equation 77V =
(1 — a)7? has a solution in 7 = [, w3]7 with [m2, 3] > 0
and a € (0,1). Note that, if we have such a solution,
then we will let o = « > 0 for all k, so that the
condition Y 2, a* = oo of Lemma 2 will be satisfied. In
this case, the condition limy_,~ b* /o = 0 of Lemma 2 will
also be satisfied. This is because by our assumption on the
sequences {a®} and {b*}, it follows that limj_,,, a* = 0
and limy_ . 0¥ = 0. We also have limg_,o [|7*]| = 0
(see (48)). Moreover, in view of relation (46), the sequences
{F() — F(0)}. S llok — 2F112, and S0 [l — o]
are bounded. Hence, it follows that b defined in (50) will
converge to 0 as k tends to infinity. Thus, all the conditions
of Lemma 2 will be satisfied.

It remains to show that the system of equations 7TV =
(1 — a)7” has a solution in 7 = [, m3]7 with [m2, 3] > 0
and « € (0,1). The system is equivalent to

(1—77)2(1—c)(1—5)7T3:(1—77—a)7727 mo=(1—n)(l—c—a)ms

which gives ma > 0 with arbitrary 73 > 0, and imposes that
a satisfies (1—7)(1—c)(1-6)=(1-n—a)(l—c—a), or
equivalently,

> —2-n—ca+é1-n1-c)=0 51
Letting ¢(a) = a? — (2—n —c)a+6(1 —n)(1 — ¢) for all
a € R, we note that 9(+) is strongly convex and its minimum
is attained at ap = 3(2 —n — ).

For the minimum value we have

U(ao) = 3(2—n—c)? =52 -n—c)?+d(1-n)(1-0)
=—12-n—c?+(1-n)(1-c)
=—1(1-n+1-0¢2+6(1-n1-c)

Since ¢ < 1, it follows that ¥ (cp) < —W + (1 -

Nl —c¢) = —w < 0. We also have ¥(0) =
(L —=n)(1—¢)>0since § > 0 and ¢,n € (0,1). Thus, we
have ¢(0) > 0 and ¥(ap) < 0, implying that there exists some
a* € (0,a9) satisfying 1(a*) = 0 with ag = 2=2=. Since
¢,m € (0,1), we have o € (0,1). Hence, (51) has a solution
€ (0,1). So there is a vector 1 > 0 and « € (0, 1) that
satisfy 77V = (1 — a)n”, and we can apply Lemma 2 with
ay = a for all k. By Lemma 2, we have limy,_, o, ||2F — 2| =
0 and limy_,, [|[y* — 7*|| = 0.
(b) Since 377, M|[VE ()]

eoV® = oo and limg,o* > 0,
limy oo [ V(7)) = 0.

Now, if {z*} is bounded, then it has accumulation points.
Let {z*'} be a sub-sequence such that lim;_,, | VEF(z*)| =
0. Without loss of generality, we may assume that {z"} is
convergent, for otherwise we would choose a sub-sequence of

< oo (see (47)), from
it follows



{x*}. Let lim;_,o, " = 2. Then, by continuity of the gradi-
ent VF(-), it follows VF (&) = 0, implying that & is an opti-
mal point. Since F is continuous, it follows lim; . F(z%) =
F(#) = F(0*). By part (a), limp_, o, F(Z") exists, so we must
have limy,_, ., F(z*) = F(6").

Finally, by part (a) we have limj_, [|z¥ — Z%|2 = 0
for every i. Thus, it follows that each {z¥} has the same
accumulation points as {Z*}, implying by continuity of the
objective function F' that limy,_,, F(2¥) = F(6*) for all ;. ®

Theorem 3. Under Assumption 1 and Assumption 2, if there
exists some T > 0 such that for all k > T, the stepsize vector
N =[Nk ONET (with all elements non-negative) satisfies

o0

o 1k k1 k2 o [[AF = AR 2
DM =00, 3 AN <oo,ZT<oo
k=T k=T k=T

_ m k
with \F = 721;1 2 , and

- 6m?2L?
(kL)< < L2 <
mAk( max) = 7, _1+6777+ 1_,'7 || || ¢

max{m>®r?, m* Y6 L[| \*T112 < (1 —n)3(1 — ¢)(1 = 6)

2L

for some § € (0,1), ¢ € (0,1), then, the results of Proposi-
tion 2 hold for the proposed PDG-NDS.

Proof. The idea is to prove that we can establish the relation-
ship in (44). To this end, we divide the derivation into four
steps: in Step I, Step II, and Step III, we establish relation-
ships for 2 (F(z"+1) — F(6*)), Y0, ||t — 21|12, and
S lyETt — R, respectively, and in Step IV, we prove
that (44) holds. To help the exposition of the main idea, we
put Step I, Step II, and Step III in Appendix B, and only give
the derivation of Step IV here.

Step IV: We summarize the relationships obtained in Steps
I-IIT in Appendix B and prove the theorem. Defining v¥ =
[F(F@ ) = F (7)), 00 Ml ™ =212 50y~

gk+1||2]T, we have the following relations from (65), (68),
and (75) in Appendix B:

2
vitl < (Vk—l—Ak)vk—Ck[ HVHJ;(;T(;)H }—I—Bk (52)
where
[ 1 ,,2L§k (Afnax)2 (1)
k_ |0
V= 6m2r2L2n k+1(|2 6m21L;n k+1)2 ’
U =l (P R b = PN
e 0 0
k _
A= 8m3L? ko+1 k|12 4m2L? 1?+1 k|2 ’
el PR N (| LR I
[ A 1-XFL
o o
a 6m>3r2L? k4112 ’
| 0 - e
[ SN NP VAP
Bf = 0
8m?> || \k+1 k|2 5om #1112
L35 (I = AT 1V £07)l]

Now using the conditions of the theorem, we bound the entries
in V¥, A% C* and BF. It can be seen that

Ak <aF11T, BF <bk1 (53)

hold where

. _ 3L2
ak _ max{fl)\k o Ak1||2’ 8m ||)\k+1 _ )\k”?} (54)
Ak 1—n

2 m
e SN P S v e

i=1
272 (53)

Using 1 + %HA’““HQ < ¢ with ¢ € (0,1),
Lk 2 < - g and mAL2NR <

m>r26 L2 A* 112 < (1 —1)%(1 —¢)(1 —4) from the theorem
conditions, we can bound V*:

1 1—n 0
k 1

0 1-n21—-0c)(1-9) ¢

(56)

Furthermore, we can bound C* using the condition

max{m3r?, m22}6L2 [AEFL12 < (1—n)3(1 —¢)(1 — &) which
3.2

implies %H)ﬁ““2 <(1-n)21-c):

Ak 1-2*L

L e T,

0 0 (57)

0 —(1-n)*1-c¢

Combining (52), (53), (56), and (57) leads to

ck>c 4

[2aGolls

1711

We note that Proposition 2 applies to the relations in
(58) for k£ > T, with fyk = )‘—Lk, 7k = X¢L, and o* and
b* given by (54) and (55), respectively. le our assumption
SR AR — AR|2 < oo and 3050 AT o oo i
follows that {a*} and {b*} are nonegative and summable. The
condition A¥L < /(1 + 6) is equivalent to A*L + §AFL < 6,
m;fym. Thus, with 7% = ML, we see that
the condition 1:Zk5 > 1 of Proposition 2 is satisfied for all
k > T. Additionally, by our assumption > ,- . A\* = co we
see that the condition of Proposition 2(b) also holds for k& > T.
Since the results of Proposition 2 are asymptotic, the results
remain valid when the starting index is shifted from & = 0 to

k =T, for an arbitrary 7" > 0. ]

vl = (V +d*11T)vF - ¢ { ] +b71 (58)

implying 1 <

Remark 6. In implementations, to satisfy the condition in the
statement of Theorem 3, all agents can be given the same
baseline value of stepsize \. Then, every agent can set its
e by deviating from the baseline value in a finite number
of iterations, the indices of which are private to agent 1. As
long as the deviation in each of these iterations is finite, the
heterogeneity condition of Theorem 3 will be satisfied.

Remark 7. It is worth noting that although some gradient-
tracking based algorithms can be reduced to the x-variable
only form by eliminating the auxiliary variable, such a con-
version is infeasible when the stepsizes are heterogeneous and
not shared across agents (for the purpose of, e.g., privacy



preservation). For example, the Aug-DGM algorithm in [8]
has the following form

{ka = W(gc’€ — Ayk)
Y =W+ g" - gb)
Although we can eliminate the y variable and convert it to
2H2 = (W + WAWA W Y2kt - WAW A2
— WAW (g* — g")

we cannot let agent j share (W + WAWA’lel)ijxf'H —
(WAWA=!)jalk — (WAW)ij(gf*'l — g5) in each iter-
ation when the stepsizes are not shared across agents.
This is because calculating (W + WAWAT'W 1), and
(WAWA™Y);; requires agent j to know all stepsizes A,
which however, were assumed to be private to individual
agents. Therefore, even though some existing gradient-tracking
based algorithms can use heterogeneous stepsizes to hide
information, they have to exchange two messages between
interacting agents. In fact, privacy enabled in this way is quite
weak, as detailed in Sec. IV-B.

B. Privacy analysis

Theorem 4. In the presence of honest-but-curious or eaves-
dropping adversaries, PDG-NDS can protect the privacy of
all participating agents defined in Definition 1.

Proof. Without loss of generality, we first consider the pro-
tection of the gradient of agent ¢ at any single time instant
k, and then show that the argument also applies to any finite
number of time instants (iterations). When the gradient is gf,
we represent the information that agent ¢ shares with others in
PDG-DS as Z;. According to Definition 1, we have to prove
that at some iteration k, if the gradient is altered from g¥ to
gF = " g¥, the shared information Z; could be identical to
Z; under any ¢* > 0.

According to Algorithm PDG-NDS, agent i shares the
following information in decentralized optimization:

Ii _ Z-isent Uz-lpublic

with gt = {ok|k=1,2,---}, ofy = 2wjual™' +
{W2}jixi‘€_2 _ b;c’L—2(A’IL€—1gf—1 _ A?—ng—Q) , and Iipublic —

{WUZJEM bk, = 1|k:0,1,-~~}.

It can be obtained that when the gradient is altered to
ar = " gF, the difference defined in (33) is ¢*. However,
in this case, if we set the stepsize 5\5 to 5\5 = e*&)\f,
then the corresponding shared information will still be vﬁ-.
Since other parameters are not changed and changing the
stepsize from AF to AF = ¢=¢"\F at k will not violate the
summable stepsize heterogeneity conditions in Theorem 3 for
any given |(¥| < oo, convergence to the optimal solution
will still be guaranteed. Similarly, if the gradient of agent
i is altered at iteration k and iteration k + 1 to gf = e g
and gf“ — gf“, respectively, these alterations can be
covered by a stepsize alteration of A\¥ = e~<“ Ak at iteration
k and 5\?"‘1 = e’&“)\?ﬂ at iteration k + 1. Given that the
convergence condition in the statement of Theorem 3 allows

the stepsize of agent ¢ to change by any finite amount for any
finite number of iterations, one can obtain that the variations
of every agent’s gradients in any number of iterations can
be completely covered by the flexibility in changing the
agent’s stepsizes in these iterations, as long as the number
of these iterations is finite. Therefore, privacy of the gradient
information of any agent will be protected when running PDG-
NDS. It is worth noting that the perturbation does not violate
the convexity and Lipschitz conditions in Assumption 2. This
is because in order for an adversary to check if Assumption
2 is violated, it has to know xf, which, however, is not
available to adversaries: before convergence, xf is inaccessible
to the adversary because the information shared by agent ¢
is 2wjiay A W gy = b (T g T = AT,
avoiding z¥~" and 2¥~? from being inferrable. In fact, even
with the gradient gf_l and gf‘g unchanged, the value of
observation 2w;;x¥ 1 + {W?} 22 — b?i_Q()\f_lgf_l -
)\f_ng_Q) can be changed by an arbitrary finite value by
changing the stepsize )\f_l or )\5_2. After convergence, the
perturbation does not violate the convexity and Lipschitz
conditions, either. In fact, although mf becomes accessible
to the adversary after convergence, gradient information is
eliminated in adversary’s observation (the shared information
2wjizy "+ Wl = VAT T = AT
becomes 2wzt ! + {W?} ;2772 because AF~! and A\F7?
converge to the same constant value). [ ]

Remark 8. Even after convergence when g becomes a
constant, an adversary still cannot infer gradients from shared
messages in PDG-NDS. More specifically, when g¥ converges
to a constant value, the stepsize \F also converges to a
constant value, which completely eliminates the information of
gf in observed information (the observed information becomes
Qwjxk ™1 4+ {W?},,2%2 after convergence). This can also
be understood intuitively as follows: Even if the adversary
can collect T — oo observations 2wjxt ™ + {W?} 2872 —
b?;Q(A5719571 — /\?,29572) in the neighborhood of the
optimal point and establish a system of T equations to solve
for gffl and gf =2 (which can be viewed to be approximately
time-invariant in the neighborhood of the optimal point), the
number of unknowns b?i_z, )\f_l, )\?_2, gf_l and 95_2 in
the system of T equations is 5T (even if we view )\f_l and
Ne=2 10 be approximately constant and equal to each other,
g; 1 and 9572 to be constant and equal to each other, in the
neighborhood of the optimal point, the number of unknowns
is still T + 2), which makes it impossible for the adversary

to solve for gk_1 or gf_g using the system of T equations

2
established from T’ observations.

Remark 9. Similar to PDG-DS, our PDG-NDS algorithm
can protect the privacy of every participating agent against
honest-but-curious and eavesdropping adversaries without any
constraint on the interaction topology.

We next show that directly making stepsize and coupling
matrices time-varying in existing gradient-tracking based al-
gorithms cannot provide the defined privacy. We use the AB
algorithm in [9] as an example to show this since it allows
a column-stochastic coupling matrix, which allows individual



agents to keep their coupling coefficients private. The AB
algorithm has the following form [9]:

Rx k
Y= O+ g" T - gF)

where R = {r;;} is row-stochastic and C' = {c¢;;} is column-
stochastic.

Directly making its stepsize and coupling coefficients time-
varying leads to the following algorithm (we also introduce
heterogeneity in the stepsize):

karl _ ka? _ Akyk
yk-i-l _ Ok(yk +gk+1 _gk)

where RF = {r -} should be row-stochastic and C* = {c y
should be column stochastlc At each iteration k, an agent J
will share mJ and c” (yj + ng gj) with its neighboring
agent ¢. Also, all agents 1n1t1al1ze as y? = g!.

Because for all ¢+ € NJ, i, are generated by agent j, it
seems that agent j can keep c - confidential and hence uses
them to cover shared 1nf0rmat10n c” (yj + g"l'1 g;-“ ). Next,
we show that this is not true.

We consider the case where agent ¢ is the only neighbor of
agent j. In this case, agent ¢ knows agent j’s update rule

k+1

Yyt = (s + gt -

k+1

9;) + Gy + 0 = g)

Usmg the fact ij
rewritten as

+ cij = 1, the above update rule can be

y;c-l-l yk _ g;c-‘rl g]lc 5
Kl + g =g+ K+ g = gF)

Note that c” (yj —|—gk+1 —g; k) is shared with agent i by agent j
and cﬂ(yl +gtk+1 g’“ ) is generated by agent 4, hence the last
two terms on the nght hand side of (59) are known to agent
i. We represent —cf; (y] +g =g+ eilyf + g7 — )
as m¥ and add (59) from k£ = 0 to ¢ to obtain yt+1 = g;“ +
Zk o mk where we used the relationship yj = gj

When t — 00, we have y] — 0 and zF — x] in the AB
algorithm, resulting in g{*' = — 37} _  mF. Therefore, agent
1 can infer the gradlent of agent j based on its accessible
information m?¥. Note that the above derivation is independent
of the evolution of z* and stepsize A¥, so the same privacy
leakage will occur even if the stepzies are uncoordinated (not
shared across agents) such as in [8], [42].

One may wonder if we can reduce the AB algorithm to the
z-variable only form to avoid information leakage. Given that
when the stepsizes are heterogeneous and not shared across
agents, such reduction is impossible, as detailed in Remark 7,
we only consider the homogeneous stepsize case. In fact, after
eliminating the y* variable, the AB algorithm reduces to

l,k+2 _ (Rk +Ck)f£k+1 o Ckkak . )\Ck(gk+1 7gk) (60)

Note that for privacy-preserving purposes, agent j should
keep cl3 private and send (RF + C*)af*! — (CkRk)Ua:J -
)\C"( gj) to agent i where (-);; represents the (i, j)th

v Gi kpky. k ok
element of a matrix. Given (C*R");; = Zp 1 CipTpj» agent

j has to know all elements of C* to implement the algorithm
in the x-variable only form (60), which contradicts the as-
sumption that the elements of C* are kept private to cover
information. In other words, if the column-stochastic matrix
C* is used to cover information, the AB algorithm cannot
be implemented in an z-variable only form. In summary,
gradient-tracking based decentralized optimization algorithms
cannot be used to enable the privacy defined in this paper
even under time-varying coupling weights and heterogeneous
stepsizes.

V. NUMERICAL SIMULATIONS

We consider the canonical distributed estimation problem
where a sensor network of m sensors are used to collectively
estimate an unknown parameter § € RY. Each sensor has a
noisy measurement of the parameter z; = M;0 + w; where
M; € R*4 is the measurement matrix and w; is Gaussian
noise. The maximum likelihood estimation problem can be
formulated as the decentralized optimization problem (1) with
each f; given by f;(0) = ||zi — M;0||* + 0;|0||* where o; > 0
is the regularization parameter [15].

We considered a network of m = 5 sensors interacting
on the graph depicted in Fig. 1. We set s = 3 and d = 2.
To evaluate the performance of our PDG-DS algorithm, we
set the stepsize of agent i as \F = ﬂ where oF was
randomly chosen by agent ¢ from the interval [0, 1] for each
iteration. Given that different agents i chose o¥ independently,
the stepsizes are heterogeneous across the agents. Each agent
1 also chose bg?i for all 7 € N; randomly and independently
of each other under the sum-one condition (to make BF*
column-stochastic). The evolution of the optimization error
of PDG-DS is given by the dashed magenta line in Fig.
2. When we fixed the B* matrix to an identity matrix, we
also obtained convergence to the optimal solution, which is
illustrated by the solid green line in Fig. 2. The evolution of
the conventional decentralized gradient algorithm (3) under
homogeneous diminishing stepsize % is also presented in
Fig. 2 by the dotted blue line for comparison. It can be
seen that our PDG-DS algorithm has a comparable (in fact
faster) convergence speed with the conventional decentralized
gradient algorithm which does not take privacy into account.
Furthermore, comparing the case with B* and the case without
BF, we can see that by using the mixing matrix B* in PDG-
DS, we get faster convergence. This is intuitive since the B*
matrix enhances mixing of information across the agents.

We also simulated our PDG-NDS algorithm with non-
diminishing stepsizes. l\i[ore speciﬁcally, we set the stepsize
of agent 7 to 0.02(1— ) with o randomly chosen by agent
i from [0, 1] for each 1terat1on Again, since each agent ¢ chose
oF randomly and independently of each other, the stepsizes are
heterogeneous across the network. Each agent ¢ also randomly
chose bk for all j € N; under the sum-one condition (to make
BF column stochastic). The evolution of the optimization error
of PDG-NDS is illustrated by the solid line in Fig. 3. For
the purpose of comparison, we also plotted the optimization
results of gradient-tracking algorithms DIGing [14], Push-Pull
[16], and ADD-OPT [18] under homogeneous stepsize 0.02.
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Fig. 1. The interaction topology of the network.
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Fig. 2. Comparison of PDG-DS with the conventional decentralized gradient
method under diminishing-stepsizes.

It can be seen that PDG-NDS provides similar convergence
performance besides enabling privacy protection.

VI. CONCLUSIONS

This paper proposes two inherently privacy-preserving de-
centralized optimization algorithms which can guarantee the
privacy of all participating agents without compromising op-
timization accuracy. This is in distinct difference from dif-
ferential privacy based approaches which trade optimization
accuracy for privacy. The two algorithms are also efficient in

PDG-NDS
10° | - — - DIGing
' — = Push-Pull

ADD-OPT

Optimization Error

0 50 100 150 200 250 300
Iteration Index

Fig. 3. Comparison of PDG-NDS with some gradient-tracking based decen-
tralized optimization algorithms under non-diminishing-stepsizes.

communication and computation in that they are encryption-
free and only require an agent to share one message with
a neighboring agent in every iteration. The two approaches
can protect the privacy of every agent even if all information
shared by an agent is accessible to an adversary, in which
case most existing accuracy-maintaining privacy-preserving
decentralized optimization solutions fail to provide privacy
protection. In fact, even without considering privacy, the con-
vergence analyses of the two algorithms under time-varying
uncoordinated stepsizes are also of interest by themselves
since existing results only consider constant or fixed hetero-
geneity in stepsizes. Numerical simulation results show that
both approaches have similar convergence speeds compared
with their respective privacy-violating counterparts.

APPENDIX A

Lemma 3. ([45], Lemma 11, page 50) Let {vk}, {ak},
and {B*} be sequences of nonnegative scalars such that
Yregal < oo, Yopl, BF < oo, and vFFL < (14 ak)vF + B
holds for all k > 0. Then, the sequence {v*} is convergent,
ie., limy_,o v¥ = v for some v > 0.

Lemma 4. ([45], Lemma 10, page 49) Let {v*}, {a*},
and {B*} be sequences of nonnegative scalars such that
Z?:Oak = 00, limp oo /0¥ = 0, and V¥ < (1 —
)k + g% and o < 1 hold for all k. Then, the sequence
{vk} converges to 0, i.e., limy_, o, v* = 0.

Lemma 5. [46] Consider a minimization problem
min,cge ¢(2), where ¢ : R? — R is a continuous function.
Assume that the optimal solution set Z* of the problem is
nonempty. Let {z*} be a sequence such that for any optimal
solution z* € Z* and for all k > 0,

|4 =22 < (1+ab)|eF =2 [P =oF (6(=F) — (")) +5",

where oy > 0, B, > 0, and v, > 0 for all k > 0, with
Yregal < oo, Sl A = o0, and Y17, BE < oo. Then,
the sequence {z*} converges to some optimal solution Z* €
A

APPENDIX B

In this section, we establish the relations in Step I, Step II,
and Step III of Theorem 3’s proof.

Step I: Relationship for 2 (F(z*+1) — F(6%)).

Since F' is convex with a Lipschitz gradient, we have:

L
Fy) < F(x) + (VF(@),y —2) + Sy —zll*, Vy,z € R?
Letting y = #"*! and = Z* in the preceding relation and
using (39) as well as F(z%) = 3" fi(z"), we obtain

i=1

m

@) < F@b) - = S (V) 8 + 21t

i—1
Subtracting F(6*) from both sides and multiplying 2\*
yield
2\ (P (zMT) — F(07)) < 2k (F(z%) — F (7))
20k &

Vi@, g+ g ©)

=1



Nk
The term — 2~
m

i (Vfi(@*), 7"

& —k\ ~k
—2<m S (ViEk), g >

=1
Z Vi@ Z Vi@
(62)

For the first term on the right hand side of (62), by adding
and subtracting L 3" A¥V f;(z¥), we obtain

|2 s v - o

) satisfies

~[l#*°

= ||& X, (F - A’?)W*’f) + LS NS () - g
< 2L S (F - AV i)
2| L S N (Vf(F) - V()]

where we used 7* = LS APV f;(2¥) in (40). Using the
assumption that each V f;(-) is Lipschitz continuous with a
constant L, we can further rewrite the preceding inequality as

— 2
N & k K 2 Tk kN2 N
P . _ < = - .
— va = m;u AP IV fi(@)|
2 m
EZ VIV fi(z*) = ¥ fi(2f)|1?
IIAk A’“1IIQZHVJ‘Z I + Amax) QZIIw g ||?
i=1 (63)

We next proceed to analyze Y i, ||V f;(z*)]>.
By Assumption 2, each V f;(+) is Lipschitz continuous with
a constant L, so we have

fi(v)+<Vfi(v),U—v>+i||Vfi(v)—Vfi(U)H2 < fi(u),Yu,v

Letting v = 6* and v = z*, and summing the resulting
relations over i = 1,...,m yleld F(0*)+(VF(0"),zk—0*)+
2ty HVfi(e*)L—Vfi(fk)\F < F(fk) Using VF(6%) = 0, we
have 37, [V fi(0%) — Vfi(@*)|]* < 2mL(F(z*) — F(0*)).
Thus, it follows

SIVHEHP <> 2 (IVFiE"
i=1 i=1

< 4mL(F(z*) -

=V HO) PV £:(67)]%)

F(07)) JFQZvai(G*)”Q
= (64)

Combining (61), (62), (63), and (64) leads to
2
= (F(ik+1)

2 F(67))
+ %IIA’“ U (Z(F(:ck) —FO*)+) ||Vfi(9*)||2>
=1

>\ L-1
ML

* 2 =
— F(0 ))Sz(F(zk)*

- fuvmk g 12

)II2 +
(65)

where ¢; = max{4L, 4/(mL)}.
Step II: Relationship for > 7 [zF1 —
k
Syl T = aF|P.
For the convenience of analysis, we write the iterates of
algorithm PDG-NDS on per-coordinate expressions. Define for

¢+ and

all/=1,...,d,and k > 0,
2" (0) = ([25]e,- [2E]0) T, v*(0) = (Wi, - -, [yl ]e)T,
9" (0) = ([g1]e - - [gm]e) "

In this per-coordinate view, (37) and (38) has the following

form for all { =1,...,d, and k > 0,
aF () = Wak(0) — y*(0)
YN = Wyt () + BY (MM R (0) — AFgR(0)) (66)

From the definition of z**1(¢) in (66), and the relation for
the average z"*! in (39), we obtain for all £ =1,...,d,

"0 — [Tl = W (" (0) — [2¥]e1) - (4" () — [5"]e1)
where we use W1 = 1. Noting that [#*], is the average of
a*(0), ie., 2117 (2%(0) — [2¥],1) = 0, we have
2" (0) — [ffk“]el =W (z"(0) — [z"e1) — (4" () — [7"]e2)
where W = W — . So it follows

lz*+1(6) — [fkﬂ]elll < llz® — 21 + [ly*(0) - [7]e1]
with n = ||[W — L117|| < 1. Taking squares on both sides

of the preceding relation, and using the inequality (a + b)?
14 €)a? + (1 + e 1)b2, valid for any scalars a and b, and
y
e > 0, we obtain
21 () — [ e1)* <n?(1 + €)[|2*(6) — [2*]e1 )
+ (e D0 - g
n" which implies 1+¢€ =
, we have

By using € (0,1) and 1ett1ng €=
ntand1+et=(1-n""
lz*+(6) = [ e1]f* <nlla®(6) — [2*]e1]?

+ (1 =) Hly* (0) —
Summing the preceding relations over ¢ =
noting. 37 [7541(0) — [2)

kleQ 22:1 |z*(0) — [z
Sima 1" (0) = [g*]e1]? =

[7*]e11?
,d, and
ele — Zm | k+1 .
Jed|? = 3 1||9: Z'25, and
Zm ||Z/z -y ||2 we obtain

S+ = R <Y fab - R
i=1 i=1 - 67)
—n)~" Z lyf — %12
Next we proceed to analyze > .-, ka“ — 2%||%. Using
(37), we have for every coordinate index £ =1,...,d
£ (0) — b (l) = Wak(0) — g (0) — 2 (0
= (W = Da"(6) —y*(6) = (W — D) (2" (0) — [#"]:1) — y*(0)

where we used the fact (W —1I)1 = 0. By letting r = |[W—1I||,
we obtain

l2*1(0) = (O < rlla™ () = [Z*]e1]l + [ly* (O]
< rlla®(0) — [Z*)ex]| + lly* — [7*edll + Vml[g"]el



where the last inequality is obtained by adding and subtracting
[5%]¢1 to y*(¢), and using the triangle inequality for the norm.

Thus, we have
[+ () — 2™ (0> <3r?||2* (€) —

3lly*
By summing over ¢/ =1, ...

m
D laftt —
=1

(7516112 +
— [7*1e1]1? + 3m| 5"
,d, we obtain

—k”Q

m
| <32 ) |laf — 7
i=1
m

+3ZHyf

Step III: Relationship for 37" | [lyf ™ — gF+11].
Using the column stochastic property of B¥, from (38), the
(th entries of [y*], satisfy

(68)
=" |* + 3mllg*|*

_ 1 1
[ — 1T AR+ g+ (g) alTAkgk(g)

Then, using (66), we obtaln forall {=1,...,d,
YO = [ =W (R (0) - [77]e1)+
BFARFLGFL(p) — BRAR g (p)
where W =W — L 11T and BF = (B’C %llT).
By adding and subtractlng BFAF+1gk(¢), and taking the
Euclidean norm, we find that for all / =1,...,d,

ly*+(6) = [7° el < mlly*(0) — [5*]eL]
+r HAk-‘rl (gk'+1(£) _ gk(g))H 4T H(Ak—H

where n = W] and 7 = || B¥||.
Since we always have HB’“H < HF < m where || - ||r
denotes the Frobenius matrix norm, we have

k+1]

o=y ]e+

_Ak k /¢
)9 %‘9)

r<m (70)

Using the fact that A* is a diagonal matrix for all £ > 0,
ie., AF = diag(A\¥), we have

A (5710 5 0) | < IV 10
A5 - A8 g5 < INE1 — a4 ko

Therefore, combining (69), (70), and (71) leads to

- gk(€)||7

(71)

ly**(6) = [7° e ll < mlly®(0) — [5*]eLl|+
ml NP0 = g O+ m [N = NF[| ]l (0)
Thus, by taking squares and using (a + b)? < (1 + €)a? +

(1 + e 1)b? holding for any € > 0, we obtain the following
inequality by setting € = I_T":

2m?
1—
GO + [N = [ llg (o))

d, we find

=1 (0) = [ 1en]* < mlly™ (@) — [5*1e1]* + X

(I D9 o) -

By summing these relations over £ =1, ...,

m
Z ”yk-l-l —kHQ +

PP <> vk -
i=1
m
(an Sl <o+ - St

i=1
(72)

X
1-—

Next we bound Y7 [lg; " — gF||* and Y7, [lgF|*-
Since every V f; is Lipschitz continuous with L > 0, we

have m
Z lgitt = gfI? < L2 |laft — af||?
i=1
which, in combination with (68), leads to

m
Z lgitt =gk 1? < 3r2L> ) |laf — 2|2

i=1
m
+3L2> " |lyf
i=1

Using the Lipschitz continuity of each g¥, we obtain
> IVAEDI?

> llgkl? =
i=1 i=1

<20 |af - _k||2+22\|vf1 )|I?
i=1 i=1

which, in combination with (64), leads to

(73)
— 7" + 3mL?| 5" |?

m

> lgklP <22 Z 2 = 2" + 8mL(F(z") - F(67))
i=1 i

+4Z||sz )|I?

(74)
By substituting (73) and (74) into (72), we obtain

6m?2L?
Znyk“ PP < ok T I )3 k-1

=1

6m r’L? <’)\k+1H ZHQU k||2+m“)\k+1"2||yk||2>

2 N
R TU et = xf <2LQZ ok — 2P+
=1
8mL(F(z*) — F(6%) +4Z\\sz 0%) ||2>
i=1
(75)
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