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BASIC CONVEX ANALYSIS IN METRIC SPACES WITH BOUNDED
CURVATURE⇤
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Abstract. Di↵erentiable structure ensures that many of the basics of classical convex analysis
extend naturally from Euclidean space to Riemannian manifolds. Without such structure, however,
extensions are more challenging. Nonetheless, in Alexandrov spaces with curvature bounded above
(but possibly positive), we develop several basic building blocks. We define subgradients via pro-
jection and the normal cone, prove their existence, and relate them to the classical a�ne minorant
property. Then, in what amounts to a simple calculus or duality result, we develop a necessary
optimality condition for minimizing the sum of two convex functions.

Key words. subdi↵erential, normal cone, Alexandrov spaces

MSC codes. 65K10, 53C20

DOI. 10.1137/23M1551389

1. Introduction. Extensions of convex analysis tools to Alexandrov spaces find
motivating applications, e.g., in averaging phylogenetic trees [6] (in the tree space of
Billera, Holmes, and Vogtmann [12], which is an Alexandrov space with nonpositive
curvature but not a manifold), restoration of manifold-valued images [10], or a con-
jecture of Donaldson on the convergence of long time solutions of the Calabi flow in
Kähler geometry [41]. We also refer to Bačák’s survey [7] for other interesting devel-
opments in optimization and analysis in Alexandrov spaces. Zhang and Sra [43] point
out the importance of optimization in nonlinear spaces and discuss applications (espe-
cially when the space is a Riemannian manifold) in machine learning and theoretical
computer science.

The subdi↵erential is the main analytic tool used to deal with nonsmooth con-
vex functions on Euclidean space. It is an intuitive notion, fulfilling the role of the
derivative in first order optimality conditions for such functions [37, 8]. Beyond the
traditional setting of linear spaces, however, the question of how to define the sub-
di↵erential is less immediate. Rather than relying on the subgradient inequality, the
approach we take here follows one standard route in nonconvex variational analysis
(see [38, 18, 31]), deriving the subdi↵erential instead from the notion of the normal
cone, an idea we can build through the metric projection.

In the nonlinear setting, the interest to define a suitable notion of subdi↵erential
has found motivation in two facts: on the one hand, the study of the notion of gradient
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BASIC CONVEX ANALYSIS IN METRIC SPACES 367

flow in spaces which are not necessarily endowed with a natural linear or di↵erentiable
structure (see [30, 4, 21]) and, on the other hand, the analysis of convergence of some
algorithms in Riemannian manifolds (see [39, 26]).

As far as we know, the first notion of subdi↵erential was given in the nonlinear
case by Udrişte [42] in the setting of Riemannian manifolds using the subgradient
inequality. Important properties of the subdi↵erential such as its connection to the
normal cone and the directional derivative were later extensively analyzed (see, e.g.,
[27, 28]) and, as a consequence, generalizations of classical first order algorithms have
been developed in this framework too. It is worth to mention that, in the case of
Riemannian manifolds, the linear structure of the tangent space allows mimicking
most of the constructions related to the subdi↵erential as well as the applications
from the Euclidean case.

The case of spaces without a di↵erentiable structure presents additional di�cul-
ties, mainly because of the lack of a fully linear structure in the tangent space. In
[1, 33], a notion of subdi↵erential was proposed by first giving di↵erent definitions for
the dual space and using in the definition of the subgradient inequality instead of the
scalar product a quasi-linearization function in terms of distances introduced in [9].
In both cases, the lack of a suitable structure of the dual space and the definition of
the scalar product limit the study to the case of nonpositive curvature and essential
properties of the subdi↵erential are left out, such as the existence of subgradients at
a continuity point of a convex function or a subdi↵erential calculus.

In order to elaborate a more coherent theory, in the present work we introduce
the concept of subdi↵erential using normal cones. Since the notion of normal cone
can be based on the metric projection whose properties are rich enough in Alexan-
drov spaces of curvature bounded above (see [5]), we consider this context and briefly
discuss in section 2 some of its fundamental properties, together with other notions
used in what follows. However, we also impose local compactness in our framework
in order to obtain an analogue of the supporting hyperplane theorem from finite-
dimensional Hilbert spaces, which allows us to establish the existence of subgradients
at a continuity point of a convex function. We use the notion of tangent space and
scalar product essentially due to Berestovskĭı (see [2]) and discussed in detail in [15].
With these notions, Gigli and Nobili [21] introduced recently the concept of minus-
subdi↵erential in connection to the study of gradient flows in Alexandrov spaces of
curvature bounded above. This definition and the one we develop here are di↵erent
(in Remark 4.6, we discuss the relation between these two definitions). Moreover, a
characterization of the minus-subdi↵erential in terms of normal cones is not obvious.
Another recent paper [17] uses the notion of tangent space to study monotone vec-
tor fields in Alexandrov spaces of nonpositive curvature mentioning as a particular
example the subdi↵erential.

In sections 3 and 4 we introduce the notions of normal cone to a convex set and
subdi↵erential of a convex function as elements of the tangent space and study their
basic properties, along with some immediate examples. As pointed out in section 2.2,
in the case of smooth Riemannian manifolds, there is a natural identification between
the space of tangent vectors at a point and the tangent space as considered here.
Consequently, using Remark 3.3(v) for the normal cone and Proposition 4.4 for the
subdi↵erential, our definitions coincide with the ones introduced in [42, 28] in this
setting.

To convey our culminating result—Theorem 4.20, which may be seen as a basic
calculus or duality theorem—it helps to review the classical case in a Euclidean space
X. Given two convex functions f, g : X ! (�1,1], an archetypal decomposition
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368 A. S. LEWIS, G. LÓPEZ-ACEDO, AND A. NICOLAE

question of a kind ubiquitous in modern optimization seeks to characterize points x
minimizing the sum f + g. A su�cient condition is trivial: if y is a subgradient of
f at x, meaning classically that x minimizes the function z 2X 7! f(z)� hy, zi, and
the opposite vector �y is a subgradient of g at x, then x minimizes f + g. Expressed
concisely, the existence of opposite subgradients at x is a su�cient condition for x to
minimize the sum. More generally, the sum of any subgradient of f and of g at x is
easily seen to be a subgradient at x of f + g.

Less obvious is the converse question, a necessary condition. If a point xminimizes
the sum f + g, must there exist two opposite subgradients, y and �y, for the two
functions? A counterexample is the sum of the function f :R! (�1,1] defined by

f(x) =

(
1 if x< 0,

�
p
x if x� 0

with the indicator function of the set of nonpositive reals �R� :R! [0,1] defined by

�R�(x) =

(
0 if x 0,

1 if x> 0.

However, if f is continuous at any point where g is finite, then the answer is yes, and
indeed, more generally, subgradients of f+g at any point are characterized in that case
as sums of subgradients of f and of g there. Our culminating result, Theorem 4.20,
is a version of this result extended to Alexandrov spaces.

The existence of the opposite subgradients, y and �y, is the most basic form
of the Fenchel duality theorem, and many modern optimization algorithms for min-
imizing the primal objective f(x) + g(x) seek in tandem such a vector y by implic-
itly maximizing a dual objective �f⇤(y)� g⇤(�y) involving the conjugates f⇤(y) =
supz2X (hy, zi � f(z)) of f and g⇤ of g. A popular general-purpose example is the al-
ternating directions method of multipliers, surveyed in [14]. For elementary reasons,
the dual objective is never larger than the primal, and equality guarantees that the
corresponding vectors x and y are primal and dual optimal, a case that holds exactly
when y and �y are the requisite opposite subgradients of f and g at x. Whether
Theorem 4.20 has an analogous dual interpretation we do not pursue it here. How-
ever, in Corollary 4.23, we give an application to a counterpart in Alexandrov spaces
of a separation result for two nonempty, convex, closed, and disjoint sets, at least
one of which is bounded. As an optimization tool, separation of disjoint convex sets
needs no emphasis, either for fundamentals [37, 32] or algorithms [11], whence our
broad interest in nonlinear extensions such as Corollary 4.23. A particular and fun-
damental machine learning example is the “support vector machine,” which, in its
simplest form, trained on some binary-labeled data points in Euclidean space, clas-
sifies new points using a “support vector” determining a separating hyperplane for
the two convex hulls [40]. If the data instead lie in a manifold (of low rank matrices,
for example) or some more general nonlinear space, then rather than resorting to the
lifting procedures standard for support vector machines, we speculate that the pair
of opposite tangent elements in our nonlinear separation result, Corollary 4.23, could
serve as the classifier. This is a topic of ongoing investigation.

2. Preliminaries. In this section, we give some basic notions and properties of
geodesic metric spaces. We refer the reader to [3, 15, 16] for more details.

2.1. Geodesic metric spaces and CAT() spaces. Let (X,d) be a metric
space. We denote the open (resp., closed) ball centered at x2X with radius r > 0 by
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BASIC CONVEX ANALYSIS IN METRIC SPACES 369

B(x, r) (resp., B(x, r)). For C ✓ X, we denote the diameter of C by diam(C). The
metric projection PC onto C is the mapping PC :X ! 2C defined by

PC(z) = {y 2C : d(z, y) = dist(z,C)} for all z 2X,

where dist(z,C) = infy2C d(z, y).
A geodesic is an isometric mapping � : [0, l]✓R!X. The image �([0, l]) is called

a geodesic segment. If instead of the interval [0, l] one considers R, then the image of
� is called a geodesic line. If every two points in X are joined by a (unique) geodesic
segment, then X is called a (uniquely) geodesic space. We say that a subset C of a
geodesic space is convex if for every x, y 2 C, all geodesic segments with endpoints x
and y are contained in C.

Assume that (X,d) is a uniquely geodesic space. For x, y 2X, denote the unique
geodesic segment with endpoints x and y by [x, y] and, given t2 [0,1], let (1� t)x+ ty
stand for the unique point belonging to [x, y] whose distance to x equals td(x, y). A
set C ✓X is said to satisfy the betweenness property if for every four pairwise distinct
points x, y, z,w 2 C, if y 2 [x, z] and z 2 [y,w], then y, z 2 [x,w]. This property was
studied in [19, 34, 23].

We say that X has the geodesic extension property around x 2 X if there exists
a positive constant R such that for any distinct y, z 2 B(x,R) with d(y, z) < R, the
geodesic from y to z can be extended beyond z to a geodesic of length R. We will
often emphasize the dependence of the constant on the point by denoting it Rx. We
say that X has the geodesic extension property if every geodesic segment (that is not
reduced to a point) is contained in a geodesic line. One can show that if X is complete
and satisfies the betweenness property and the geodesic extension property around
every x2X, then X has the geodesic extension property.

Let (X,d) be a metric space, and consider on the Cartesian product X ⇥ R the
metric

d2((x1, y1), (x2, y2)) =
p
d(x1, x2)2 + |y1 � y2|2,

where x1, x2 2X and y1, y2 2R.
If X is locally compact, then X ⇥ R is locally compact as well. At the same

time, if X is a (uniquely) geodesic space, then so is X ⇥ R. Moreover, geodesics
in X ⇥ R are given in terms of geodesics in X and in R: if � : [0, r] ! X and
↵ : [0, s] ! R are geodesics, where l =

p
r2 + s2 > 0, then � : [0, l] ! X ⇥ R defined

by �(t) = (�(rt/l),↵(st/l)) for all t 2 [0, l] is a geodesic. Conversely, if l > 0 and
� : [0, l]!X ⇥R is a geodesic from (x,�) to (y,!), taking r= d(x, y) and s= |��!|,
then �(t) = (�(rt/l),↵(st/l)) for all t2 [0, l], where � : [0, r]!X and ↵ : [0, s]!R are
geodesics from x to y and from � to !, respectively.

Suppose that (X,d) is a geodesic space. Given � 2 R, if X has the geodesic
extension property around x2X, then X⇥R also has the geodesic extension property
around (x,�) with the same constant.

A function f : X ! (�1,1] is called convex if for any geodesic � : [0, l] ! X
and any t 2 [0,1], f(�(lt))  (1 � t)f(�(0)) + tf(�(l)). The (e↵ective) domain of f
is defined by domf = {x 2 X | f(x) < 1}. The epigraph of f is epif = {(x,�) 2
domf ⇥R | �� f(x)}. One can easily see that epif is closed if and only if f is lower
semicontinuous, which is also equivalent to the fact that its sublevel sets are closed.
If f is convex, then domf and epif are convex.

For  2 R, let M2
 denote the complete, simply connected, 2-dimensional Rie-

mannian manifold of constant sectional curvature . We denote the diameter of M2


by D. In other words, D =1 if  0, while D = ⇡/
p
 if > 0.
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370 A. S. LEWIS, G. LÓPEZ-ACEDO, AND A. NICOLAE

A geodesic triangle is the union of three geodesic segments joining three points.
We say that a triangle �(x1, x2, x3) in M2

 is a comparison triangle for a geodesic
triangle �(x1, x2, x3) if d(xi, xj) = dM2


(xi, xj) for all i, j 2 {1,2,3}.

A metric space is called a CAT() space (also known as a space of curvature
bounded above by  in the sense of Alexandrov) if every two points at distance less
than D can be joined by a geodesic and geodesic triangles having perimeter less than
2D are not thicker than the comparison triangles in M2

 .
Suppose next that X is a CAT() space. Points in X at distance less than D are

joined by a unique geodesic segment, and this segment varies continuously with its
endpoints. Moreover, balls of radius smaller than D/2 are convex. If � 0, X ⇥R
is a CAT() space as well.

Sets of diameter less than D if  > 0 satisfy the betweenness property. This
shows that if a complete CAT(0) space has the geodesic extension property around
every point, then it also has the geodesic extension property.

If the diameter of X is smaller than D/2 when  > 0, then X is 2-uniformly
convex (see [24, 36]) in the sense that there exists a parameter K =K(,diam(X))> 0
such that for all x, y, z 2X and all t2 [0,1],

d(z, (1� t)x+ ty)2  (1� t)d(z,x)2 + t d(z, y)2 �K t(1� t)d(x, y)2.

The above inequality with K = 1 characterizes CAT(0) spaces, in fact.
The Alexandrov angle between two nonconstant geodesics � : [0, l] ! X and

�0 : [0, l0] ! X issuing at the same point x = �(0) = �0(0) is well-defined and can be
determined as \(�,�0) = lim

t,t0&0
\x(�(t),�0(t0)), where �(�(t), x,�0(t0)) is a compar-

ison triangle in R2. We also denote it by \x(y, z), where y 2 �((0, l]) and z 2 �0((0, l0]).
Let C ✓X be a convex set and x 2X \C with dist(x,C)<D/2. If PC(x) 6= ;,

then PC(x) is a singleton. If z = PC(x) and y 2C with y 6= z, then \z(x, y)� ⇡/2. If
C is additionally complete in the induced metric, then x always has a nearest point in
C, and hence PC(x) is a singleton. We refer the reader to [20, 5] for a more thorough
discussion on the behavior of the metric projection in CAT() spaces.

2.2. Tangent spaces. In what follows, if nothing else is mentioned about the
context, we always suppose that (X,d) is a locally compact CAT() space, where > 0.
To simplify the exposition and without loss of generality (see Remark 3.3(iv)), we also
suppose that X is uniquely geodesic. In addition, assume that for all x 2 X, X has
the geodesic extension property around x with a constant smaller than D/2. This
constant will be denoted by Rx. (Actually, in the subsequent discussion we only need to
impose the geodesic extension property and the existence of a compact neighborhood
around a fixed point where we consider the tangent space of X.)

If x is a point in a smooth Riemannian manifold, then there exists a neighborhood
of x that is a CAT() space for some suitable  2 R (see, e.g., [15, Chapter II.1,
Appendix]). Moreover, since the injectivity radius in a Riemannian manifold is a
continuous function (see [13]), there exists a ball centered at x that is a CAT() space
having the geodesic extension property around x with an appropriate constant.

Fix x2X. Denote by ⇥xX the set of all nonconstant geodesics issuing at x. The
Alexandrov angle induces a metric on the set ⌃xX of equivalence classes of geodesics
in ⇥xX, where two geodesics �,⌘ 2 ⇥xX are considered equivalent if \(�,⌘) = 0.
Note that if X is a Riemannian manifold, then ⌃xX is isometric to the unit sphere
in the tangent space of X at x.

For a geodesic � 2⇥xX, we denote by [�] its equivalence class. At the same time,
when working with an equivalence class in ⌃xX, we assume that it is represented by
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BASIC CONVEX ANALYSIS IN METRIC SPACES 371

a geodesic in ⇥xX. Since X has the geodesic extension property around x, we can
always suppose that a representative of an equivalence class is a geodesic of length at
least Rx, where Rx is the constant for the geodesic extension property around x.

Under our assumptions, the metric space (⌃xX,\) is complete. We will refer to
the elements in ⌃xX as directions at x and to (⌃xX,\) as the space of directions at x.
The tangent space TxX of X at x is the Euclidean cone over the metric space (⌃xX,\)
(see [15, Chapter I, Definition 5.6]). More precisely, TxX = (⌃xX⇥ [0,1))/⇠, where
for ([�], r), ([⌘], s) 2 ⌃xX ⇥ [0,1), ([�], r) ⇠ ([⌘], s) if and only if (r = s = 0) or
(r= s > 0 and [�] = [⌘]). The equivalence class of ([�],0)2 TxX is called the origin of
TxX and will be denoted by ox. (When dealing with the origin ox, the direction at x
bears no relevance and sometimes, to simplify the writing, we consider the geodesic
constantly equal to x.)

Observe that despite the terminology, this construction is, in general, merely
a metric cone. However, in the case when X is a Riemannian manifold, this notion
coincides with the traditional notion of tangent space. Besides [15, 3], the preliminary
part of [25] describes in detail the construction and properties of tangent spaces.

The metric dx on TxX is defined for v= ([�], r),w= ([⌘], s)2 TxX by

dx(v,w)
2 = r2 + s2 � 2rs cos\(�,⌘),

while the scalar product of v and w is given by hv,wi = rs cos\(�,⌘). The multipli-
cation with a nonnegative scalar �� 0 is defined for v= ([�], r) by �v= ([�],�r). We
say that v = ([�], r),w = ([⌘], s) 2 TxX are opposite to each other if (r = s = 0) or
(r = s > 0 and \(�,⌘) = ⇡). Observe that, under our assumptions on X, TxX is a
complete CAT(0) space (see [35, 15]).

We finish this section with the following auxiliary result concerning the tangent
space of X ⇥R.

Lemma 2.1. Let (x,�) 2 X ⇥ R, and, for i 2 {1,2}, let �i : [0, li] ! X ⇥ R be a
nonconstant geodesic issuing at (x,�) that is written as �i(t) = (�i(rit/li),↵i(sit/li))
for all t 2 [0, li], where l2i = r2i + s2i , and �i : [0, ri] ! X and ↵i : [0, si] ! R are
geodesics. Then the following hold:

(i) h([�1], l1), ([�2], l2)i= h([�1], r1), ([�2], r2)i+ h([↵1], s1), ([↵2], s2)i.
(ii) [�1] = [�2] if and only if ([�1] = [�2], [↵1] = [↵2], r1/l1 = r2/l2, s1/l1 = s2/l2).

Proof. Note first that for i 2 {1,2}, ↵i(t) = �+ t for all t 2 [0, si] or ↵i(t) = �� t
for all t2 [0, si]. If for both i= 1 and i= 2, ↵i has the same form, let c= 1. Otherwise,
let c=�1. Denote also ai = ri/li and bi = si/li, where i2 {1,2}.

(i) Take t 2 (0,min{l1, l2}]. For the geodesic triangle �(�1(t), (x,�),�2(t)), con-
sider a comparison triangle �(�1(t), (x,�),�2(t)) in R2 and denote by ✓(t) its interior
angle at (x,�). Then cos✓(t) = 1� d2(�1(t),�2(t))2/(2t2). As

d2(�1(t),�2(t))
2 = d(�1(a1t),�2(a2t))

2 + (b1t)
2 + (b2t)

2 � 2cb1b2t
2,

it follows that

cos✓(t) =
1

2

✓
a21 + a22 �

d(�1(a1t),�2(a2t))2

t2

◆
+ cb1b2.

Now take a comparison triangle �(�1(a1t), x,�2(a2t)) in R2 and denote by ⇢(t) its
interior angle at x. Then

cos⇢(t) =
1

2a1a2

✓
a21 + a22 �

d(�1(a1t),�2(a2t))2

t2

◆
.
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Hence, cos✓(t) = a1a2 cos⇢(t) + cb1b2. Taking limit as t& 0, we conclude that

cos\(�1,�2) = a1a2 cos\(�1,�2) + cb1b2,(2.1)

from where one obtains the desired equality.
(ii) If [�1] = [�2], [↵1] = [↵2], a1 = a2, and b1 = b2, then cos\(�1,�2) = 1, c = 1,

and (2.1) gives cos\(�1,�2) = a21 + b21 = 1, and hence [�1] = [�2].
Suppose now [�1] = [�2]. Then cos\(�1,�2) = 1 and, using again (2.1), we obtain

that 1 = a1a2 cos\(�1,�2) + cb1b2  a1a2 + b1b2, so

1 (a1a2 + b1b2)
2 = (a21 + b21)(a

2
2 + b22)� (a1b2 � a2b1)

2 = 1� (a1b2 � a2b1)
2.

We conclude that cos\(�1,�2) = 1, c = 1, and a1b2 = a2b1. Hence, [�1] = [�2] and
[↵1] = [↵2]. Again taking into account that a21 + b21 = a22 + b22 = 1, we obtain a1 = a2
and b1 = b2.

3. Normal cones. Traditionally, a central idea in smooth analysis is the ap-
proximation of a smooth function and a smooth manifold by a linear function and a
linear subspace, respectively. In the nonsmooth case, a function is approximated by
a family of linear functions, while a set is approximated by cones. Normal cones can
be defined in terms of the metric projection. In Rn, given a convex set C and a point
x2C, vectors in

NC(x) = {v 2Rn | x= PC(x+ v)}= {v 2Rn | hy� x, vi  0 for all y 2C}

are called normals to C at x.
The metric projection is in fact a purely metric notion and exhibits a su�ciently

regular behavior in nonlinear settings with a rich enough geometry (see [5]). For
this reason, it is natural to consider using normal cones to define the notion of sub-
di↵erential of a function and get a meaningful subdi↵erential calculus in nonlinear
spaces.

Let C ✓X be nonempty and convex, and let x2C.

Definition 3.1. The normal cone to C at x is given by

NC(x) = {([�], r)2 TxX | r= 0 or (x= PC(�(t)) for some t > 0)}.

Elements in NC(x) are called normals to C at x.

In connection to this definition, the following facts are immediate.

Remark 3.2.
(i) If x= PC(�(t)), then x= PC(�(s)) for all s2 [0,Rx].
(ii) NC(x) is well-defined in the sense that if �,⌘ 2 ⇥xX with ⌘ 2 [�] and x =

PC(�(t)) for some t > 0, then x= PC(⌘(s)) for all s2 [0,Rx].
Suppose there exists y 2C such that d(y,⌘(Rx))< d(x,⌘(Rx)). Then

⇡/2\x(�(t), y)\x(�(t),⌘(Rx)) +\x(⌘(Rx), y) =\x(⌘(Rx), y),

from where d(y,⌘(Rx)) � d(x,⌘(Rx)), a contradiction. We conclude that
x= PC(⌘(Rx)), from where x= PC(⌘(s)) for all s2 [0,Rx].

In the next remark, we collect some elementary properties of normal cones.
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BASIC CONVEX ANALYSIS IN METRIC SPACES 373

Remark 3.3.
(i) NC(x) is closed under multiplication with a nonnegative scalar. Thus, for

r > 0, ([�], r)2NC(x) if and only if ([�],1)2NC(x).
(ii) If diam(C)<D, then C is convex and NC(x) =NC(x).
(iii) If D✓C is convex and x2D, then NC(x)✓ND(x).
(iv) Let V be a convex neighborhood of x. Then NC(x) =NC\V (x). This allows

us to assume that the diameter of the set C is as small as needed.
Indeed, let r > 0 such that B(x, r) ✓ V . Using (iii), it is enough to show
that if ([�],1) 2NC\V (x), then ([�],1) 2NC(x). Suppose ([�],1) 2NC\V (x).
Then there exists t2 (0, r/2) such that x= PC\V (�(t)). For y 2C \ V ,

r d(x, y) d(x,�(t)) + d(�(t), y)< r/2 + d(�(t), y),

so d(�(t), y) > r/2 > d(�(t), x). This shows that x = PC(�(t)), and we
conclude that ([�],1)2NC(x).

(v) NC(x) = {([�], r) 2 TxX | h([�], r), ([�y], d(x, y))i  0 for all y 2 C}, where for
y 2C, �y is the geodesic from x to y.
Indeed, ([�],1)2NC(x) if and only if x= PC(�(Rx)) if and only if \(�,�y)�
⇡/2 for all y 2C with y 6= x.

(vi) Let (xn) be a sequence in C converging to x, l 2 (0,D/2), and, for n2N, let
�n : [0, l]!X be a nonconstant geodesic issuing at xn. If ([�n],1) 2NC(xn)
for all n 2 N and (�n) converges pointwise to a geodesic �, then ([�],1) 2
NC(x).
Indeed, PC(�n(l)) = xn for all n2N. Let y 2C. Then

d(�(l), x) d(�(l),�n(l)) + d(�n(l), xn) + d(xn, x)

 d(�(l),�n(l)) + d(�n(l), y) + d(xn, x)

for all n 2 N. We get that d(�(l), x)  d(�(l), y) for all y 2 C, which shows
that PC(�(l)) = x, so ([�],1)2NC(x).

We also have the following result.

Proposition 3.4.
(i) If x2 int(C), then NC(x) = {ox}.
(ii) If NC(x) = {ox}, then x2 int(C).

Proof. (i) Let x 2 int(C). If ([�],1) 2 NC(x), then x = PC(�(t)) for some t > 0,
which contradicts the fact that x2 int(C).

(ii) Let R 2 (0,Rx] such that B(x,R) is compact, and take the setD=C\B(x,R).
As {ox} = NC(x) = ND(x) = ND(x), we can assume that D is closed and hence
compact (otherwise, consider D instead of D). Suppose that x /2 int(C). Then
x2D \ int(D).

Take a sequence (xn)✓X \D with xn ! x and d(xn, x)R/2 for all n2N. For
n 2N, take pn = PD(xn). Observe that d(x, pn) d(x,xn) + d(xn, pn) 2d(x,xn) for
all n2N, and hence pn ! x.

Extend the geodesic from pn to xn beyond xn to a point x0
n so that d(pn, x0

n) =
R/2. Because (x0

n)✓B(x,R), the sequence (x0
n) has a convergent subsequence whose

limit we denote by x0. For n 2N, denote by �n the geodesic from pn to x0
n and let �

be the geodesic from x to x0. Since ([�n],1)2ND(pn) for all n2N, applying Remark
3.3(vi), we get ([�],1)2ND(x), a contradiction.

The above result can be interpreted as an analogue of the supporting hyper-
plane theorem from finite-dimensional Hilbert spaces. Indeed, if C is convex and
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374 A. S. LEWIS, G. LÓPEZ-ACEDO, AND A. NICOLAE

closed and x 2 bd(C), there exists ([�],1) 2 NC(x), and hence, by Remark 3.3(v),
h([�],1), ([�y], d(x, y))i  0 for all y 2C.

We finish this section with the following straightforward examples.

Example 3.5.
(i) N{x}(x) = TxX.
(ii) If � and ⌘ are geodesics issuing at x, then ([�],1) 2 NIm⌘(x) if and only if

([⌘],1)2NIm�(x).
(iii) Let z 2 X and r 2 (0,D/2). Suppose that x 2 bd(B(z, r)), and denote by

� the set of all nonconstant geodesics � : [0, l] ! X issuing at x with the
property that d(z,x) + l= d(z,�(l)). Then ([�],1) 2NB(z,r)(x) if and only if
� 2 �.

(iv) Given x 2 X, in the geodesic space X ⇥ R we have ([�],1) 2 NX⇥R+(x,0) if
and only if � : [0, l]!X ⇥R is defined by �(t) = (x,�t) for all t2 [0, l].

Proof. (iii) If ([�],1) 2 NB(z,r)(x), then x = PB(z,r)(�(Rx)). Let y 2 [z,�(Rx)]

with d(z, y) = r. Then y 2B(z, r) and d(�(Rx), y)� d(�(Rx), x), so

d(z,�(Rx)) d(z,x) + d(x,�(Rx)) d(z, y) + d(y,�(Rx)) = d(z,�(Rx)).

We conclude that � 2 � and, by uniqueness of geodesics, x= y.
Conversely, if � 2 �, then for all y 2B(z, r),

d(z,x) + d(x,�(Rx)) = d(z,�(Rx)) d(z, y) + d(y,�(Rx)),

from where d(�(Rx), x)d(�(Rx), y). Thus, x=PB(z,r)(�(Rx)), so ([�],1)2NB(z,r)(x).
(iv) Let � : [0, l]!X⇥R be a nonconstant geodesic issuing at (x,0) that is written

as �(t) = (�(rt/l),↵(st/l)) for all t 2 [0, l], where l2 = r2 + s2, and � : [0, r]!X and
↵ : [0, s] ! R are geodesics. Note that ↵(t) = t for all t 2 [0, s] or ↵(t) = �t for all
t2 [0, s].

If ([�],1)2NX⇥R+(x,0), then PX⇥R+(�(t)) = (x,0) for some t2 (0, l]. Thus,

d2(�(t), (x,0)) d2(�(t), (x,�)),

so |↵(st/l)|  |↵(st/l) � �| for all � � 0 and we get that ↵(t) = �t for all t 2 [0, s].
Moreover,

d2(�(t), (x,0)) d2(�(t), (�(rt/l),0)),

from where �(rt/l) = x and r= 0.
Conversely, if � : [0, l]!X ⇥R is defined by �(t) = (x,�t) for all t2 [0, l], then

d2(�(t), (x,0))
2 = t2  d(x, y)2 + (t+ �)2 = d2(�(t), (y,�))

2

for all t2 [0, l] and all (y,�)2X ⇥R+. This shows that ([�],1)2NX⇥R+(x,0).

4. The subdi↵erential via normal cones. One possibility to introduce the
subdi↵erential of a function at a point is to view the subgradients as “slopes” of
continuous a�ne minorants that coincide with the function at that point. Another
perhaps more geometric approach is to use the normal cone to the epigraph of the
function. As pointed out previously, we consider the second way more suitable for the
nonlinear setting due to the important role of the metric projection in this approach.
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BASIC CONVEX ANALYSIS IN METRIC SPACES 375

Definition 4.1. Let f :X ! (�1,1] be convex, and let x2 domf . We say that
([�], r)2 TxX is a subgradient of f at x if ([�],1)2Nepif (x, f(x)), where � : [0,Rx]!
X ⇥R is defined by

�(t) =
⇣
�
⇣
rt/

p
r2 + 1

⌘
, f(x)� t/

p
r2 + 1

⌘
for all t2 [0,Rx].

The set of all subgradients of f at x forms the subdi↵erential of f at x, denoted
by @f(x).

Regarding the previous definition, we observe the following.

Remark 4.2.
(i) @f(x) is well-defined since, by Lemma 2.1(ii), we have that e� 2 [�] if and only

if there exists e� 2 [�] such that

e�(t) =
⇣
e�
⇣
rt/

p
r2 + 1

⌘
, f(x)� t/

p
r2 + 1

⌘
for all t2 [0,Rx].

(ii) If X is a CAT(0) space with the geodesic extension property, then one can
assume that � is actually a geodesic ray, and so � can be defined on any
interval [0, l]✓ [0,1).

A key point in understanding the behavior of the subdi↵erential of convex func-
tions is the fact that such functions that are continuous at a point are locally Lipschitz
there.

Lemma 4.3. Let (X,d) be a uniquely geodesic space, let f : X ! (�1,1] be
convex, and let x2 domf . Suppose that X has the geodesic extension property around
x. Then the following are equivalent:

(i) f is continuous at x.
(ii) f is bounded on a neighborhood of x.
(iii) f is Lipschitz on a neighborhood of x.

Proof. We only prove that (ii) implies (iii) since the other implications are obvious.
Suppose there exists r > 0 such that for all y 2 B(x, r), |f(y)| M for some M � 0.
We show that f is Lipschitz on B(x,R), where R = min{r/2,Rx/4}. To this end,
let y, z 2 B(x,R) be distinct. Then d(y, z) < Rx/2 and we can choose w 2 X with
z = (1�t)y+tw, where t= d(y, z)/(d(y, z)+R). Note that d(w,z) =R. Also, d(x,w)
d(x, z) + d(z,w)< r, so w 2B(x, r). Because f is convex, f(z) (1� t)f(y) + tf(w),
and hence

f(z)� f(y) t(f(w)� f(y)) 2tM = 2Md(y, z)
1

d(y, z) +R
 2M

R
d(y, z).

By swapping the roles of x and y in the above argument, we finally get |f(y)�f(z)|
(2M/R)d(y, z).

We characterize below the subdi↵erential of a convex function by means of a
variational inequality. This fact will be essential to prove the first order condition for
minimizers of convex functions. We return to the setting of a CAT() space (with the
additional conditions assumed in section 2.2).

Proposition 4.4. Let f :X ! (�1,1] be convex, let x2 domf , and let ([�], r)2
TxX. For y 2X, denote by �y the geodesic from x to y. Then ([�], r) 2 @f(x) if and
only if

h([�], r), ([�y], d(x, y))i+ f(x) f(y) for all y 2X.(4.1)
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376 A. S. LEWIS, G. LÓPEZ-ACEDO, AND A. NICOLAE

Proof. Let � : [0,Rx]!X ⇥R be defined by

�(t) =
⇣
�
⇣
rt/

p
r2 + 1

⌘
, f(x)� t/

p
r2 + 1

⌘
for all t2 [0,Rx].

Taking u= rRx/
p
r2 + 1 and v=Rx/

p
r2 + 1, we have u2 + v2 =R2

x and

�(t) = (� (ut/Rx) , f(x)� vt/Rx) for all t2 [0,Rx].

By Remark 3.3(v), ([�],1)2Nepif (x, f(x)) if and only if for all y 2 domf and a� 0,

h([�],Rx), ([�
y,a], �)i  0,(4.2)

where � = d2((x, f(x)), (y, f(y) + a)) and �y,a : [0, �] ! epif is the geodesic from
(x, f(x)) to (y, f(y) + a).

Denoting ↵ : [0, v] ! R, ↵(t) = f(x) � t, �y : [0, d(x, y)] ! X the geodesic from
x to y, and � : [0, |f(y) + a � f(x)|] ! R the geodesic from f(x) to f(y) + a, using
Lemma 2.1, inequality (4.2) amounts to

h([�], u), ([�y], d(x, y))i+ h([↵], v), ([�], |f(y) + a� f(x)|)i  0

or, equivalently,

h([�], r), ([�y], d(x, y))i+ f(x) f(y) + a.(4.3)

Now if ([�], r) 2 @f(x), then taking a = 0 in (4.3), we get (4.1). Conversely, if
(4.1) holds, then (4.3) holds for all a� 0, and hence ([�], r)2 @f(x).

Corollary 4.5. Let f :X ! (�1,1] be convex and proper. Then

argminf = {x2X | ox 2 @f(x)}.

Proof. Let x 2 X. Then x 2 argminf if and only if hox, ([�y], d(x, y))i+ f(x) 
f(y) for all y 2X. By Proposition 4.4, this is equivalent to ox 2 @f(x).

Remark 4.6. Recently, with the purpose of approaching gradient flows in CAT()
spaces from a di↵erential viewpoint, the object minus-subdi↵erential was introduced
in [21, section 3]. In our context and terminology, this definition can be stated as
follows: given f : X ! (�1,1] convex and x 2 domf , we say that ([⌘], r) 2 TxX
belongs to the minus-subdi↵erential of f at x if

�h([⌘], r), ([�y], d(x, y))i+ f(x) f(y) for all y 2X,(4.4)

where �y is the geodesic from x to y.
Note that if ([�], r), ([⌘], r)2 TxX are opposite to each other and w 2 TxX, then we

have h([�], r),wi  �h([⌘], r),wi, with no equality in general. Thus, if ([⌘], r) satisfies
(4.4), then ([�], r) satisfies (4.1), and hence ([�], r)2 @f(x).

A first step to develop a subdi↵erential calculus is the description of the subdif-
ferential for functions such as the indicator function, the squared distance to a point,
or the distance to a set.

Example 4.7. Let C ✓ X be nonempty and convex. Consider the indicator
function �C :X ! [0,1] defined by

�C(x) =

(
0 if x2C,

1 if x /2C.

Then @�C(x) =NC(x) for all x2C.

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

D
ow

nl
oa

de
d 

01
/1

9/
24

 to
 1

30
.8

3.
65

.2
22

 . 
R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
SI

A
M

 li
ce

ns
e 

or
 c

op
yr

ig
ht

; s
ee

 h
ttp

s:
//e

pu
bs

.si
am

.o
rg

/te
rm

s-
pr

iv
ac

y



BASIC CONVEX ANALYSIS IN METRIC SPACES 377

Proof. Let x 2 C. Since �C is a convex function, by Proposition 4.4, ([�], r) 2
@�C(x) if and only if h([�], r), ([�y], d(x, y))i  �C(y) for all y 2X, which is equivalent
to h([�], r), ([�y], d(x, y))i  0 for all y 2 C, that is, ([�], r) 2 NC(x) according to
Remark 3.3(v).

Example 4.8. Suppose additionally that X has diameter smaller than D/2. Fix
z 2 X. If x 2 X with x 6= z, denote by �x the set of all nonconstant geodesics
� : [0, l] ! X issuing at x with the property that d(z,x) + l = d(z,�(l)). By the
geodesic extension property around x, �x 6= ;.

Define f :X !R by f(x) = 1
2d(x, z)

2. Then

@f(x) =

(
{([�], d(z,x))2 TxX | � 2 �x} if x 6= z,

oz if x= z.

Proof. Since X is 2-uniformly convex with parameter K > 0, the function f is
convex.

Let x2X and ([�], r)2 @f(x). We then have that ([�],1)2Nepif (x, f(x)), where
� : [0,Rx]!X ⇥R:

�(t) =
⇣
�
⇣
rt/

p
r2 + 1

⌘
, f(x)� t/

p
r2 + 1

⌘
for all t2 [0,Rx].

Thus, Pepif (�(Rx)) = (x, f(x)). If u = Rx/
p
r2 + 1, then ur < Rx. Take y =

(1� a)z + az0, where a= 1/(u+ 1) and z0 = �(ur). Then, for all t2 (0,1),

d2(�(Rx), (x, f(x)))
2  d2(�(Rx), (1� t)(x, f(x)) + t(y, f(y)))2,

from where

d(z0, x)2 + u2  d(z0, (1� t)x+ ty)2 + (f(x)� u� (1� t)f(x)� tf(y))2

 (1� t)d(z0, x)2 + td(z0, y)2 �Kt(1� t)d(x, y)2

+ u2 � 2tu(f(x)� f(y)) + t2(f(x)� f(y))2.

Thus,

Kt(1� t)d(x, y)2 �td(z0, x)2 + t(1� a)2d(z0, z)2 � tud(x, z)2 + tud(y, z)2

+ t2(f(x)� f(y))2.

Dividing by t and then letting t& 0, we get

Kd(x, y)2 �d(z0, x)2 +
�
(1� a)2 + ua2

�
d(z0, z)2 � ud(x, z)2

 u

u+ 1
(d(z0, x) + d(x, z))2 � d(z0, x)2 � ud(x, z)2

= u

✓
1

u+ 1
(ur+ d(x, z))2 � ur2 � d(x, z)2

◆
=� u2

u+ 1
(r� d(x, z))2  0.

From the above inequality, we conclude that x = y and r = d(x, z). If x = z, then
r= 0 and ([�], r) = oz. Otherwise, � 2 �x.

Let x 2 X with x 6= z and � 2 �x. Taking an extension of � if needed, denote
r= d(z,x), u=Rx/

p
r2 + 1, z0 = �(ur), and a= 1/(u+ 1). Then

x= (1� a)z + az0, d(x, z0) = ur, and d(z, z0) = (u+ 1)r.
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We prove that ([�], r)2 @f(x). More precisely, we show that ([�],1)2Nepif (x, f(x)),
where � : [0,Rx]!X ⇥R:

�(t) =
⇣
�
⇣
rt/

p
r2 + 1

⌘
, f(x)� t/

p
r2 + 1

⌘
for all t2 [0,Rx].

Let (y,�)2 epif . Then

d2(�(Rx), (y,�))
2 = d(z0, y)2 + (f(x)� u� �)2

= u2 + d(z0, y)2 � ud(z,x)2 + 2u�+ (f(x)� �)2

� u2 + d(z0, y)2 � ur2 + ud(z, y)2.

Since d(z0, y)� |d(z0, z)� d(z, y)|= |(u+ 1)r� d(z, y)|, it follows that

d(z0, y)2 � ur2 + ud(z, y)2 � u2r2 + (u+ 1)(r� d(z, y))2 � u2r2,

from where

d2(�(Rx), (y,�))
2 � u2 + u2r2 = d(z0, x)2 + u2 = d2(�(Rx), (x, f(x)))

2.

Hence, Pepif (�(Rx)) = (x, f(x)), so ([�],1)2Nepif (x, f(x)).
Finally, we prove that oz 2 @f(z), which amounts to showing that ([�],1) 2

Nepif (z,0), where � : [0,Rx] ! X ⇥ R, �(t) = (z,�t) for all t 2 [0,Rx]. Since
epif ✓X ⇥R+, this follows by Example 3.5(iv) and Remark 3.3(iii).

In the above example, the condition that the diameter of X is smaller than D/2
is used to apply 2-uniform convexity. Thus, when X is a CAT(0) space, its diameter
can be unbounded. Moreover, in CAT(0) spaces, the distance function to a convex
set is convex and we also have the following example.

Example 4.9. Consider (X,d) a complete, locally compact CAT(0) space with
the geodesic extension property. Let C ✓ X be nonempty, convex, and closed. If
x 2 X \ C, denote by �x the set of all geodesics � : [0,1] ! X issuing at x with the
property that d(PC(x), x) + 1 = d(PC(x),�(1)). By the geodesic extension property,
�x 6= ;.

Define f :X !R by f(x) = dist(x,C). Then

@f(x) =

8
><

>:

{([�],1)2 TxX | � 2 �x} if x /2C,

{([�], r)2NC(x) | r 2 [0,1]} if x2 bd(C),

ox if x2 int(C).

Proof. Let x2X \C. Denote z = PC(x) and

a=
d(x, z)

d(x, z) + 1
2 (0,1).

Clearly, d(x, z) = a/(1� a).
If ([�], r)2 @f(x), then ([�],1)2Nepif (x, f(x)), where � : [0,

p
r2 + 1]!X ⇥R:

�(t) =
⇣
�
⇣
rt/

p
r2 + 1

⌘
, f(x)� t/

p
r2 + 1

⌘
for all t2 [0,

p
r2 + 1].

Thus, Pepif (�(
p
r2 + 1)) = (x, f(x)). Take y= (1�a)z+a�(r). Then, for all t2 (0,1),

d2(�(
p

r2 + 1), (x, f(x)))2  d2(�(
p
r2 + 1), (1� t)(x, f(x)) + t(y, f(y)))2.
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BASIC CONVEX ANALYSIS IN METRIC SPACES 379

As in the proof of Example 4.8, we get that

d(x, y)2  (1� a)2d(�(r), z)2 � d(�(r), x)2 � 2(f(x)� f(y))

 (1� a)2d(�(r), z)2 � d(�(r), x)2 � 2d(x, z) + 2d(y, z)

= (1� a)2d(�(r), z)2 � d(�(r), x)2 � 2d(x, z) + 2ad(�(r), z)

 (1� a)2(d(�(r), x) + d(x, z))2 � d(�(r), x)2 � 2d(x, z)

+ 2a(d(�(r), x) + d(x, z))

= (1� a)2
✓
r+

a

1� a

◆2

� r2 � 2
a

1� a
+ 2a

✓
r+

a

1� a

◆

=�a(2� a)(r� 1)2  0,

from where x= y and r= 1. This shows that � 2 �x.
Now let � 2 �x. We prove next that ([�],1) 2 @f(x). More precisely, we show

that ([�],1)2Nepif (x, f(x)), where � : [0,
p
2]!X ⇥R:

�(t) =
⇣
�
⇣
t/
p
2
⌘
, f(x)� t/

p
2
⌘

for all t2 [0,
p
2].

To this end, we prove that for all (y,�)2 epif ,

2 = d2(�(
p
2), (x, f(x)))2  d2(�(

p
2), (y,�))2.

Let (y,�) 2 epif . Denote D = d2(�(
p
2), (y,�))2, z0 = �(1), w = PC(y), and v =

(1� a)w+ az0. Then x= (1� a)z + az0, d(z, z0) = 1/(1� a), �� d(y,w), and

d(y, v)2  (1� a)d(y,w)2 + ad(y, z0)2 � a(1� a)d(w,z0)2

 (1� a)d(y,w)2 + ad(y, z0)2 � a(1� a)d(z, z0)2

= (1� a)d(y,w)2 + ad(y, z0)2 � a

1� a
.

Therefore,

D= d(z0, y)2 + (d(x, z)� 1� �)2 = d(z0, y)2 +

✓
1� 2a

1� a
+ �

◆2

� 1

a
d(y, v)2 � 1� a

a
d(y,w)2 +

1

1� a
+

✓
1� 2a

1� a

◆2

+ 2
1� 2a

1� a
�+ �2.

Case I: a2 (0,1/2). Then 1� 2a> 0 and we have

D� 1

a
d(y, v)2 � 1� a

a
d(y,w)2 +

1

1� a
+

✓
1� 2a

1� a

◆2

+ 2
1� 2a

1� a
d(y,w) + d(y,w)2

=
1

a

⇣
d(y, v)2 � (d(y,w)� d(x, z))2

⌘
+ 2(d(y,w)� d(x, z))2 + 2.

We show that |d(y,w)� d(x, z)| d(y, v). Taking p= (1� a)w+ az 2C, we have

d(y,w)� d(x, z) d(y, p)� d(x, z) d(y, v) + d(v, p)� d(x, z)

 d(y, v) + ad(z0, z)� d(x, z) = d(y, v).

Similarly, taking q= (1� a)z + aw 2C, we have

d(x, z)� d(y,w) d(x, q)� d(y,w) ad(z0,w)� d(y,w) = d(v,w)� d(y,w) d(v, y).

Thus, D� 2.
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380 A. S. LEWIS, G. LÓPEZ-ACEDO, AND A. NICOLAE

Case II: a2 [1/2,1). Then 1� 2a 0 and we have

D� 1

a
d(y, v)2 � 1� a

a
�2 +

1

1� a
+

✓
1� 2a

1� a

◆2

+ 2
1� 2a

1� a
�+ �2

� 2a� 1

a
�2 � 2

2a� 1

1� a
�+

1

1� a
+

✓
1� 2a

1� a

◆2

=
2a� 1

a

✓
�� a

1� a

◆2

+ 2� 2.

Consequently, in both cases, D� 2, which finishes the proof that ([�],1)2 @f(x).
Now let x2 bd(C). Note that f(x) = 0.
Suppose that ([�], r) 2 @f(x) with r > 0. Then ([�],1) 2 Nepif (x,0), where

� : [0,
p
r2 + 1]!X ⇥R:

�(t) =
⇣
�
⇣
rt/

p
r2 + 1

⌘
,�t/

p
r2 + 1

⌘
for all t2 [0,

p
r2 + 1].

Since Pepif (�(
p
r2 + 1)) = (x,0), it follows that for all (y,�)2 epif ,

d2(�(
p
r2 + 1), (x,0))2  d2(�(

p
r2 + 1), (y,�))2,

from where

d(�(r), x)2 + 1 d(�(r), y)2 + (�+ 1)2.(4.5)

Thus, for all y 2 C, d(�(r), x)  d(�(r), y), so x = PC(�(r)), which yields ([�],1) 2
NC(x).

Let y = (1� t)x+ t�(r), where t 2 (0,1). Then f(y) = tr, d(�(r), y) = (1� t)r,
and, applying (4.5) for (y, f(y))2 epif we obtain

r2 + 1 (1� t)2r2 + (tr+ 1)2.

Thus, r2(1� t)� r 0. Letting t& 0, this yields r 1.
Now take ([�], r) 2 NC(x) with r 2 [0,1]. Then PC(�(r)) = x. We show that

([�], r)2 @f(x), i.e, ([�],1)2Nepif (x,0), where � : [0,
p
r2 + 1]!X ⇥R:

�(t) =
⇣
�
⇣
rt/

p
r2 + 1

⌘
,�t/

p
r2 + 1

⌘
for all t2 [0,

p
r2 + 1].

Let (y,�) 2 epif . If d(�(r), y)� 1, then d(�(r), x) = r  1 d(�(r), y). Otherwise, if
d(�(r), y)< 1, denoting z = PC(y), we have

d(�(r), x)2  d(�(r), z)2  (d(�(r), y) + d(y, z))2  d(�(r), y)2 + 2d(y, z) + d(y, z)2

= d(�(r), y)2 + (f(y) + 1)2 � 1 d(�(r), y)2 + (�+ 1)2 � 1.

Therefore, d2(�(
p
r2 + 1), (x,0)) d2(�(

p
r2 + 1), (y,�)), so Pepif (�(

p
r2 + 1)) = (x,0)

and ([�],1)2Nepif (x,0).
Finally, consider x 2 int(C). Again, f(x) = 0. If ([�], r) 2 @f(x), as before, one

has that x= PC(�(r)). Since x 2 int(C), this implies that r= 0. Conversely, to show
that ox 2 @f(x), one argues as in Example 4.8.

Remark 4.10. In Example 4.9, if C = {z} for some z 2 X, then f : X ! R,
f(x) = d(x, z), and, for x 6= z, �x is the set of all geodesics � : [0,1]!X issuing at x
with the property that d(z,x) + 1= d(z,�(1)). We then have

@f(x) =

(
{([�],1)2 TxX | � 2 �x} if x 6= z,

{([�], r)2 TxX | r 2 [0,1]} if x= z.
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BASIC CONVEX ANALYSIS IN METRIC SPACES 381

If C =B(z,R) for some z 2X and R> 0, then f :X !R, f(x) = dist(x,B(z,R)),
and, for x /2B(z,R), �x is the set of all geodesics � : [0,1]!X issuing at x with the
property that d(z,x) + 1= d(z,�(1)). We then have

@f(x) =

8
><

>:

{([�],1)2 TxX | � 2 �x} if d(x, z)>R,

{([�], r)2 TxX | r 2 [0,1],� 2 �x} if d(x, z) =R,

ox if d(x, z)<R.

We show now that, as in the linear setting, the subdi↵erential of a continuous
convex function is nonempty.

Theorem 4.11. Consider f :X ! (�1,1] a convex function, and let x2 domf .
If f is continuous at x, then @f(x) 6= ;.

Proof. Since f is continuous at x, there exists "2 (0,D/2) so that f is continuous
on B(x,").

Suppose Nepif (x, f(x)) = {o(x,f(x))}, and denote B = B((x, f(x)),"). Using Re-
mark 3.3(iv), Nepif\B(x, f(x)) = {o(x,f(x))}.

Note that the set epif \ B is closed. Indeed, let (yn, sn) ✓ epif \ B be a se-
quence whose limit is (y, s). Clearly, (y, s) 2 B. Moreover, for all n 2 N, d(yn, x) 
d2((yn, sn), (x, f(x)) ", so y 2B(x,") and f is continuous at y. As yn ! y, sn ! s,
and f(yn) sn, we get f(y) s, and hence (y, s)2 epif .

Applying Proposition 3.4(ii), we conclude that (x, f(x))2 int(epif \B), which is
a contradiction because (x, f(x))2 bd(epif).

Thus, there exists ([�],1) 2 Nepif (x, f(x)), where � : [0,Rx] ! X ⇥ R is a
nonconstant geodesic. Write R2

x = r2 + s2 and � : [0,Rx] ! X ⇥ R as �(t) =
(�(rt/Rx),↵(st/Rx)) for all t 2 [0,Rx], where � : [0, r] ! X and ↵ : [0, s] ! R are
geodesics. Then ↵(t) = f(x) + t for all t2 [0, s] or ↵(t) = f(x)� t for all t2 [0, s].

For y 2 domf and a � 0, consider �y : [0, d(x, y)] ! X the geodesic from x to y
and � : [0, |f(y) + a� f(x)|]!R the geodesic from f(x) to f(y) + a. As in the proof
of Proposition 4.4, we have

h([�], r), ([�y], d(x, y))i+ h([↵], s), ([�], |f(y) + a� f(x)|)i  0.

Suppose first that s = 0. Then r > 0 and h([�], r), ([�y], d(x, y))i  0 for all
y 2 domf . If y 2 �((0,min{", r}]), then y 2 domf and \(�,�y) = 0, so 0 <
rd(x, y) cos\(�,�y) = h([�], r), ([�y], d(x, y))i  0, a contradiction. Thus, s > 0. We
distinguish the following two cases.

Case I: ↵(t) = f(x) + t for all t2 [0, s]. Then

h([�], r), ([�y], d(x, y))i+ s(f(y) + a� f(x)) 0

for any y 2 domf and a� 0. Taking y= x and a= 1, we obtain again a contradiction.
Case II: ↵(t) = f(x) � t for all t 2 [0, s]. Denoting u = r/s, we have r/Rx =

u/
p
u2 + 1, s/Rx = 1/

p
u2 + 1. Hence,

�(t) =
⇣
�(ut/

p
u2 + 1), f(x)� t/

p
u2 + 1

⌘
for all t2 [0,Rx]

and we conclude that ([�], u)2 @f(x).
Remark 4.12. If f : X ! (�1,1] is a convex function and @f(x) 6= ; for some

x 2 domf (e.g., if f is continuous at x), then f has bounded decay rate in the sense
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382 A. S. LEWIS, G. LÓPEZ-ACEDO, AND A. NICOLAE

that there exists a constant c� 0 such that the function y 7! f(y)+cd(x, y) is bounded
below.

Indeed, if there exists ([�], c)2 @f(x), applying Proposition 4.4, we get that

f(y)� f(x) + h([�], c), ([�y], d(x, y))i � f(x)� cd(x, y)

for all y 2X.

In what follows, we suppose additionally that X has diameter smaller than D/2.
We first recall the following result (see, e.g., [15, Chapter II, Corollary 3.6]).

Proposition 4.13 (first variation formula). Let x, y 2X with x 6= y, � : [0, l]!X
be a geodesic issuing at x and ⌘ the geodesic from x to y. Then

lim
t&0

d(�(tl), y)� d(x, y)

t
=� 1

d(x, y)
h([�], l), ([⌘], d(x, y))i.

Remark 4.14. Let x, y 2 X with x 6= y, � : [0, l] ! X be a geodesic issuing at x
and ⌘ be the geodesic from x to y. Then

h([�], l), ([⌘], d(x, y))i � 1

2

�
d(x, y)2 � d(�(l), y)2

�
.

Indeed, since the function d(y, ·)2 is convex, we have that for all t2 (0,1),

d(y,�(tl))2  (1� t)d(y,x)2 + td(y,�(l))2,

from where

(d(y,�(tl))� d(y,x)) (d(y,�(tl)) + d(y,x)) = d(y,�(tl))2 � d(y,x)2

 t(d(y,�(l))2 � d(y,x)2).

One obtains the conclusion after dividing by t, letting t& 0, and applying Proposition
4.13.

Consider f : X ! (�1,1] a proper and convex function that has complete
sublevel sets.

Remark 4.15. Note first that f is lower semicontinuous and that all its sublevel
sets are convex. Moreover, by the Hopf–Rinow theorem, we deduce that all sublevel
sets of f are also compact. Thus, f attains its minimum and hence is bounded below.

Indeed, denote a = inf f(X) and let (xn) ✓ X such that f(xn) ! a. Take
y 2 domf . If f(y) = a, then f attains its minimum at y. Otherwise, a < f(y), so
for n su�ciently large, xn belongs to the compact set {x 2 X | f(x)  f(y)}. Thus,
there exists a subsequence (xnk) of (xn) that converges to some x2X. By the lower
semicontinuity of f , we obtain that f(x) = a.

The resolvent of f is the mapping Jf
� :X ! domf defined for �> 0 by

Jf
� (x) := argmin

y2X

✓
f(y) +

1

2�
d(x, y)2

◆
for all x2X.(4.6)

Observe that there exists a unique point attaining the minimum in (4.6). Indeed,
existence follows because the sublevel sets of the function y 2X 7! f(y) + 1

2�d(x, y)
2

are closed subsets of sublevel sets of the function f and hence are compact. Uniqueness
follows by convexity of f and by 2-uniform convexity of X.

In the following proposition, we establish a connection between the resolvent of
f and its subdi↵erential.
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BASIC CONVEX ANALYSIS IN METRIC SPACES 383

Proposition 4.16. Let � > 0, and let z 2 domf . For x 2 X, denote by �x

the geodesic from z to x. Given x 2 X, we have that z = Jf
� (x) if and only if

([�x], d(x, z)/�)2 @f(z).
Proof. Note that, by Proposition 4.4, ([�x], d(x, z)/�) 2 @f(z) if and only if

([�x], d(z,x))2 @(�f)(z).
Suppose first that z = Jf

� (x), and denote r = d(z,x). We prove that ([�],1) 2
Nepi(�f)(z,�f(z)), where � : [0,

p
r2 + 1]!X ⇥R:

�(t) =
⇣
�x

⇣
rt/

p
r2 + 1

⌘
,�f(z)� t/

p
r2 + 1

⌘
.

Let (y,�)2 epi(�f). Then y 2 domf , � � �f(y), and we have

d2(�(
p

r2 + 1), (y,�))2 = d2((x,�f(z)� 1), (y,�))2 = d(x, y)2 + (�f(z)� 1� �)2

= 1+ d(x, y)2 � 2�f(z) + 2� + (�f(z)� �)2

� 1 + d(x, y)2 + 2�(f(y)� f(z))

� 1 + d(z,x)2 = d2(�(
p
r2 + 1), (z,�f(z)))2 by (4.6).

Hence, Pepi(�f)(�(
p
r2 + 1)) = (z,�f(z)), so ([�],1) 2 Nepi(�f)(z,�f(z)). This shows

that ([�x], d(z,x))2 @(�f)(z).
Suppose now that ([�x], d(z,x))2 @(�f)(z), and let y 2X. By Proposition 4.4,

h([�x], d(z,x)), ([�y], d(z, y))i  �(f(y)� f(z)).

Applying Remark 4.14 (with � = �y and ⌘= �x), we get

1

2

�
d(z,x)2 � d(y,x)2

�
 h([�y], d(z, y)), ([�x], d(z,x))i.

The above two inequalities yield that

f(z) +
1

2�
d(x, z)2  f(y) +

1

2�
d(x, y)2.

We conclude that z = Jf
� (x).

Example 4.17. Let C ✓X be nonempty, convex, and complete, and let z 2C and
� > 0. Then @�C(z) = NC(z) and J�C

� = PC . In this case, given x 2 X, Proposition
4.16 reduces to z = PC(x) if and only if ([�x], d(x, z)/�)2NC(z).

We give next a necessary condition for a point to be a minimizer of the sum of
two convex functions starting with the following two lemmas.

Lemma 4.18. Let f :X ! (�1,1] be convex. Given x2 domf and �� 0, define
the function ' :X ! (�1,1] by '(y) = f(y) + �d(y,x)2. Then @'(x) = @f(x).

Proof. For y 2X, denote by �y the geodesic from x to y. Let ([�], r)2 @f(x). We
apply Proposition 4.4 and have that for all y 2X,

h([�], r), ([�y], d(x, y))i+'(x) = h([�], r), ([�y], d(x, y))i+ f(x) f(y)'(y).

Therefore, ([�], r)2 @'(x).
Conversely, suppose that ([�], r) 2 @'(x). Take y 2 X with y 6= x and z =

(1� t)x+ ty for some t2 (0,1). Then

h([�], r), ([�y], d(x, z))i+ f(x) = h([�], r), ([�z], d(x, z))i+'(x)

'(z) = f(z) + �d(z,x)2,
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384 A. S. LEWIS, G. LÓPEZ-ACEDO, AND A. NICOLAE

from where

th([�], r), ([�y], d(x, y))i+ f(x) (1� t)f(x) + tf(y) + �t2d(x, y)2.

After rearranging, dividing by t, and then letting t& 0, we obtain that

h([�], r), ([�y], d(x, y))i+ f(x) f(y).

Since the above inequality clearly also holds for y = x, we deduce that ([�], r) 2
@f(x).

Lemma 4.19. Let f :X ! (�1,1] be convex, let x2 domf , and let R 2 (0,Rx).
Suppose that f is Lipschitz on B(x,R) with Lipschitz constant L. If y 2 B(x,R/2)
and ([�], r)2 @f(y), then rL.

Proof. Suppose r > 0, and let z = �(R/2). Then z 2B(x,R) and we have

rR/2 = h([�], r), ([�],R/2)i  f(z)� f(y)Ld(z, y) =LR/2,

from where rL.

Theorem 4.20. Let f, g :X ! (�1,1] be two convex functions that have com-
plete sublevel sets. If x 2 domf \ domg is a minimum point of f + g and f is
continuous at x, then there exist ([�], r) 2 @f(x) and ([⌘], s) 2 @g(x) such that ([�], r)
and ([⌘], s) are opposite to each other.

Proof. Given n2N, define hn :X ⇥X ! (�1,1] by

hn(y, z) = f(y) + g(z) + d(y,x)2 +
n

2
d(y, z)2.

Denote ↵= inf f(X)>�1 and � = inf g(X)>�1. For any a2R,

{(y, z)2X ⇥X | hn(y, z) a}✓ {y 2X | f(y) a� �}⇥ {z 2X | g(z) a� ↵}.

Since both f and g have compact sublevel sets, we deduce that hn has compact
sublevel sets and so attains its minimum at some point (yn, zn) 2 X ⇥X. Observe
that for all n2N,

f(yn) + g(zn) + d(yn, x)
2 +

n

2
d(yn, zn)

2 = hn(yn, zn) hn(x,x) = f(x) + g(x),(4.7)

from where

yn 2 {y 2X | f(y) f(x) + g(x)� �} and zn 2 {z 2X | g(z) f(x) + g(x)� ↵}.

We can therefore suppose, after taking subsequences, that (yn) and (zn) converge to
some y⇤ 2X and z⇤ 2X, respectively. By (4.7),

n

2
d(yn, zn)

2  f(x) + g(x)� ↵� �

for all n2N and we conclude that d(yn, zn)! 0. This yields that y⇤ = z⇤. Moreover,
using again (4.7) and the lower semicontinuity of the functions f and g, we obtain

f(y⇤) + g(y⇤) + d(y⇤, x)2  f(x) + g(x) f(y⇤) + g(y⇤),

and hence y⇤ = x.
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BASIC CONVEX ANALYSIS IN METRIC SPACES 385

Because f is continuous at x, we have that f(yn)! f(x). Taking limit superior
as n ! 1 in (4.7) gives limsupn!1 g(zn)  g(x). Combining this with the lower
semicontinuity of g, we get that g(zn)! g(x).

For all n 2 N, denote by �n and ⌘n the geodesics from yn to zn and from zn to
yn, respectively.

Define ' : X ! (�1,1] by '(y) = f(y) + d(y,x)2. Note that ' is convex and
continuous at x and hence Lipschitz on a neighborhood of x by Lemma 4.3. For all
n2N and all y 2X,

'(yn) + g(zn) +
n

2
d(yn, zn)

2 = hn(yn, zn) hn(y, zn) ='(y) + g(zn) +
n

2
d(y, zn)

2,

so yn = J'
1/n(zn). Similarly, we get that zn = Jg

1/n(yn). Proposition 4.16 yields
([�n], nd(yn, zn))2 @'(yn) and ([⌘n], nd(yn, zn))2 @g(zn).

If yn = zn for some n2N, we obtain that yn = x. Thus, ox 2 @'(x) and ox 2 @g(x).
By Lemma 4.18, ox 2 @f(x) and the conclusion follows.

Assume next that yn 6= zn for all n 2 N. For n 2 N su�ciently large, extend �n
beyond zn to a geodesic �n of length Rx. Likewise, extend ⌘n beyond yn to a geodesic
⌘n of length Rx. By the betweenness property, Im�n [ Im⌘n is a geodesic segment.

Denote rn = nd(yn, zn) for n 2 N. As ([�n], rn) 2 @'(yn), using Lemma 4.19, we
get that (rn) is bounded, so it has a convergent subsequence. By local compactness,
for l > 0 small enough, (�n(l)) and (⌘n(l)) have convergent subsequences as well. We
can assume that �n(l) ! u 2 X, ⌘n(l) ! v 2 X, and rn ! r � 0. Since yn ! x and
zn ! x, we deduce that x= (1/2)u+(1/2)v. Denote by � and ⌘ the geodesics from x
to u and from x to v, respectively. Note that ([�], r) and ([⌘], r) are opposite to each
other.

We show now that ([�], r)2 @f(x). For n large enough, take �n : [0, l]!X ⇥R:

�n(t) =
⇣
�n

⇣
rnt/

p
r2n + 1

⌘
,'(yn)� t/

p
r2n + 1

⌘
.

Note that �n(t)! �(t) for all t2 [0, l], where � : [0, l]!X ⇥R is defined by

�(t) =
⇣
�
⇣
rt/

p
r2 + 1

⌘
,'(x)� t/

p
r2 + 1

⌘
.

Because ([�n], rn) 2 @'(yn), we have that ([�n],1) 2 Nepi'(yn,'(yn)). By Remark
3.3(vi), we obtain that ([�],1)2Nepi'(x,'(x)), so ([�], r)2 @'(x). Applying Lemma
4.18, ([�], r) 2 @f(x). Similarly, using the fact that g(zn)! g(x), one can show that
([⌘], r)2 @g(x).

Remark 4.21. Note that if f, g : X ! (�1,1] are proper, convex, and with
complete sublevel sets, then f + g attains its minimum since its sublevel sets are
closed subsets of sublevel sets of one of the functions and hence are compact.

Observe also that, as pointed out in section 1, in the classical version of Theorem
4.20, f only needs to be continuous at some point in the domain of g which is not
necessarily a minimizer of f + g.

Remark 4.22. Theorem 4.20 also holds in unbounded CAT(0) spaces. More
precisely, suppose that X is a complete, locally compact CAT(0) space with the
geodesic extension property, and let f, g :X ! (�1,1] be two proper, convex, and
lower semicontinuous functions. First, observe that even though the sublevel sets
of f and g are not necessarily compact, their resolvents are well-defined (see, e.g.,
[22, 30]). We point out below how one could modify the argument from the proof of
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386 A. S. LEWIS, G. LÓPEZ-ACEDO, AND A. NICOLAE

Theorem 4.20 in order to show that if x2 domf\domg is a minimum point of f+g, f
is continuous at x, and @g(x) 6= ; for some x2 domg, then there exist ([�], r)2 @f(x)
and ([⌘], s)2 @g(x) such that ([�], r) and ([⌘], s) are opposite to each other.

Indeed, note first that, by Remark 4.12, f and g have bounded decay rate. Thus,
there exist the constants c1, c2 � 0 and k1, k2 2R such that f(y) + c1d(y,x)� k1 and
g(y) + c2d(y,x)� k2 for all y 2X. Take

c=max{c1, c2} and k=min{k1, k2 � c2d(x,x)}.

Then, applying the triangle inequality, for all y 2X we have

f(y) + cd(y,x)� k and g(y) + cd(y,x)� k.

Given n2N, define hn :X ⇥X ! (�1,1] by

hn(y, z) = f(y) + d(y,x)2 + g(z) + d(z,x)2 +
n

2
d(y, z)2.

Then

hn(y, z)� k� cd(y,x) + d(y,x)2 + k� cd(z,x) + d(z,x)2 +
n

2
d(y, z)2

�
⇣
d(y,x)� c

2

⌘2
+
⇣
d(z,x)� c

2

⌘2
+ 2

✓
k� c2

4

◆

for all y, z 2X. Let b= 2(k� c2/4). Given a2R with a� b, denote

Ya = {y 2X | (d(y,x)� c/2)2  a� b} and Za = {z 2X | (d(z,x)� c/2)2  a� b}.

Then Ya and Za are bounded and closed and hence compact. Since

{(y, z)2X ⇥X | hn(y, z) a}✓ Ya ⇥Za,

we conclude that the sublevel sets of hn are compact, so hn attains its minimum at
some (yn, zn) 2 X ⇥ X. We then get that yn 2 Yf(x)+g(x) and zn 2 Zf(x)+g(x) for
all n 2 N. Therefore, we can suppose, after taking subsequences, that (yn) and (zn)
converge to some y⇤ 2X and z⇤ 2X. Similarly as before, one can show that y⇤ = z⇤ =
x, and considering the functions ', :X ! (�1,1] defined by '(y) = f(y)+d(y,x)2

and  (z) = g(z)+d(z,x)2, one writes hn(y, z) ='(y)+ (z)+ n
2 d(y, z)

2 and proceeds
as in the proof of Theorem 4.20.

We finish with a consequence of the above result which, in a finite-dimensional
Hilbert space, yields the existence of a separating hyperplane for two nonempty, con-
vex, closed, and disjoint sets, at least one of which is bounded. It also provides a
version in CAT(0) spaces of a recent separation result for convex sets proved in [29,
Theorem 4.5] in the setting of Hadamard manifolds.

Corollary 4.23. Let (X,d) be a complete, locally compact CAT(0) space with the
geodesic extension property. If C,D ✓X are nonempty, convex, closed, and disjoint
and at least one of them is bounded, then there exist x 2C and ([�],1), ([⌘],1) 2 TxX
opposite to each other such that

sup{h([�],1), ([�y], d(x, y))i | y 2D}< 0

and

sup{h([⌘],1), ([�y], d(x, y))i | y 2C} 0,

where �y denotes the geodesic from x to y.
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BASIC CONVEX ANALYSIS IN METRIC SPACES 387

Proof. Define f, g : X ! (�1,1] by f(x) = dist(x,D) and g(x) = �C(x) for all
x 2X. These functions are proper and convex. Moreover, f is continuous, while g is
lower semicontinuous.

Denote by ⇢ the distance between the sets C and D. For n 2 N, choose xn 2 C
and yn 2D such that d(xn, yn)< ⇢+ 1/n. Since one of the sets C or D is bounded,
one of the sequences (xn) or (yn) is bounded, and hence both sequences are bounded.
By the Hopf–Rinow theorem, there exists x2C such that d(x,PD(x)) = ⇢.

Since x is a minimum point of f+g, we can use Remark 4.22 and Examples 4.7 and
4.9 to obtain ([�],1), ([⌘],1) 2 TxX opposite to each other such that ([�],1) 2 @f(x)
and ([⌘],1) 2 NC(x). Applying Proposition 4.4, h([�],1), ([�y], d(x, y))i  �f(x) for
all y 2 D, which yields the first desired inequality. The second one follows by using
Remark 3.3(v).
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