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This paper proposes a low-complexity neural network decoder based on the layered min-sum
algorithm to decode cyclic codes. By generalizing the layered min-sum algorithm to its neural network
counterpart, the number of network weights decreases while retaining a good error correction
performance. The Bose-Chaudhuri-Hocquenghem (BCH) codes, quadratic residue (QR) codes, and
punctured Reed-Muller (RM) codes are selected as three exemplary binary cyclic codes. Simulation
results show that the proposed neural decoder achieves superior performance with less computational
complexity compared with the state-of-the-art neural network decoder. Further, a neural decoder
incorporating the modified random redundant decoding (mRRD) algorithm is investigated to approach
the performance of maximume-likelihood decoding for some short codes.
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1. Introduction

Cyclic codes such as Bose-Chaudhuri-Hocquenghem (BCH)
codes and quadratic residue (QR) codes are important chan-
nel codes used in physical-layer digital communications. For ex-
ample, BCH codes have been applied in satellite communica-
tions [1] and Compact Disc players. The (24,12) extended Golay
code has been used in the imaging systems for space explo-
ration [2] and high-frequency radio systems [3]. Recently, short
cyclic codes have returned to the spotlight for their good decod-
ing performance under maximum-likelihood (ML) approaching
decoding algorithms [4]. However, extensive computations are
required to attain such a good decoding performance. Taking the
BCH(63,45,7) code as an example, it needs up to 50 x 50 x 5
iterations to achieve the near ML performance when the modified
random redundant decoding (mRRD) [5] algorithm with neural
BP decoding is employed [6]. Accordingly, efficient decoders for
these codes have been in high demand, especially for achieving
near ML performance.

Due to the great success of Al in various fields, the idea of
using machine learning to design or decode channel codes has
been extensively investigated in recent years. In [7], the authors
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showed that recurrent neural networks (RNN) can be trained
to decode convolutional codes and turbo codes, and in [8-10],
data-driven end-to-end autoencoders have been utilized to learn
to encode and decode simultaneously. Huang et al. [11] used
reinforcement learning and genetic algorithm to design some
binary codes, which achieve equivalent performance to some
existing codes and even outperform certain codes constructed
by traditional methods. An important branch of these studies is
the neural belief propagation (BP) based decoders. It is known
that BP-based decoders can achieve near-capacity performance
for decoding low-density parity-check (LDPC) codes and it also
has been used in the optimization of Gaussian multiple access
channel (GMAC) [12]. However, the performance of BP-based
decoders deteriorates significantly for decoding some cyclic codes
such as BCH and QR codes since the parity-check matrices of
these codes are much denser. As an iterative message passing
algorithm, the BP-based algorithms can be naturally generalized
to neural networks. In [13], a neural BP decoder was introduced.
It assigns different weights to each edge of the Tanner graph and
trains these weights, and greatly outperforms the conventional
BP algorithm for decoding BCH codes. Further, the complex-
ity of neural BP decoder is reduced in [6,14] by replacing the
sum-product operations with min-sum functions. The authors
also proposed using additive weights instead of multiplicative
weights to further lower the computational complexity. In [15],
the authors proposed a neural BP-based scalable decoder of which
parameters are determined by full-connected neural networks.
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The benefit is that the number of weights is independent of code
length and the network trained on short codes can be easily
scaled to long codes. In [16], the authors modified the activation
function of nodes to maintain the sparse property. The authors
also proposed a method to learn from the teacher decoder, which
is a decoder with better performance. The proposed algorithm
improves the error performance while the complexity is the same
as the neural BP decoder. Recently, the authors of [ 17] proposed a
cyclically equivariant neural decoder to decode cyclic codes. They
exploited the cyclic property of the codes to reduce the number
of trainable weights, and the decoding procedure is performed on
cyclic redundant parity-check matrices. The cyclically equivariant
neural decoder achieves better error correction performance than
the decoders proposed in [6,18]. Additionally, the authors in [17]
proposed a list decoding method to improve the performance
of cyclically equivariant decoder. Particularly, it requires up to
64 x 20x 5 iterations to achieve the near ML performance of
the BCH(63,45,7) code. This is much less than that of the mRRD
decoder in [6] which otherwise requires up to 50 x 50 x 5
iterations. Buchberger et al. [19] proposed to perform decoding
on large redundant matrices to obtain better performance. In
order to construct these huge parity-check matrices, the authors
used all the codewords with the minimum weight from the
dual codes of original codes as rows. Next, they trained neural
networks representing these matrices and pruned the rows and
the corresponding neural network at each iteration. The proposed
decoder achieves near ML performance on certain Reed-Muller
codes without using the list decoder or mRRD algorithm. How-
ever, the number of codewords with the minimum weight may
be numerous in the dual code, and it is even difficult to calculate
the minimum distances of some codes. We also point out that
the computational complexity at each iteration increases with
the growing dimension of parity-check matrices for the BP-based
algorithms. In contrast, [20] proposed a bottom-up neural min-
sum method which introduces trainable parameters gradually to
decode LDPC codes. This method allows better tradeoff between
complexity and performance. Neural BP-based algorithms have
also been utilized to decode quasi-cyclic (QC) LDPC codes [21].!

It is noted that the layered min-sum algorithm [22] enjoys
much faster convergence compared with the flooding scheduled
version. This motivates us to construct neural networks based on
the layered min-sum algorithm, so as to further reduce the com-
putational complexity and enhance the decoding performance.
To summarize, the main contributions of this paper include the
following aspects.

o We propose a low complexity neural decoder based on the
layered min-sum algorithm. The proposed decoder achieves
better performance using the same number of iterations
while fewer trainable weights compared to existing neural
decoders. It also supports that neural BP-based decoders
achieve better performance by attenuating the magnitude
of messages rather than compensating for short cycles.

e We apply the mRRD algorithm to the proposed decoder
to obtain near ML performance for some codes, and we
introduce an early stopping criterion to accelerate the de-
coding process. The average number of iterations needed
for different signal-to-noise ratios (SNR) are significantly
lower than that of the list decoder in [17] and the maximum
number of iterations is merely 1/5 of the latter.

1 The algorithm assigns weights by exploiting the quasi-cyclic structure of
QC-LDPC codes, which makes it inapplicable for common cyclic codes.
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2. Preliminaries

An (n, k, d) linear block code is a code of length n, dimension k
and minimum Hamming distance d. Assume the communication
channel is a binary input additive white Gaussian noise (BI-
AWGN) channel. A codeword u = (uy, us, ..., u,) € {0,1}" is
first modulated as y = ((—1)"1,(—1)"2,..(—1)") and then y is
sent over the channel. Let the noise vector be n € R", where
n; ~ N(0, o2). Then the received vector is r = y + n. In the
flooding scheduled min-sum algorithm, the log-likelihood ratios
(LLRs) are passed simultaneously and repeatedly between the
check nodes and variable nodes, and the update rules at the kth
iteration can be described as follows.

1. Variable nodes v; to check nodes ¢; update:

k h k
l;i%Cj = lil + Z lcj/aui’ (1)
Cj/EN(vi)\[Cj]

where Iﬁ’; is the channel LLR of v; and N(v;) refers to the
check nodes that are adjacent to node v; and “\"” is a
subtraction between two sets.
2. Check nodes ¢; to variable nodes v; update:
k+1 : k
lcj—>vi - vi/el{lr(lclj?\{vi}”vi/_)ci' ’ 1_[
vy €N(cj)\ {vj}

sign(ly ). )

To perform a min-sum algorithm with i, iterations, the above
updates are repeated for i,q times. In the neural normalized
min-sum (NNMS) algorithm [6], Eq. (2) is modified as
vy eN(c)\{vi}

where Wy—¢; € (0, 1) is the trainable weight of the edge (v, ¢;).

In contrast to the flooding min-sum algorithm, the layered (or
asynchronous) min-sum algorithm converges much faster while
retaining the same or better error correction performance. The
reason is that the check nodes are not updated simultaneously
but sequentially in the layered min-sum algorithm. Therefore, the
check nodes updated later could utilize the latest LLR information
from the previously updated nodes in the same iteration. This
motivates us to generalize the layered min-sum algorithm to its
neural network counterpart as described next.

3. The proposed neural decoder
3.1. Neural layered min-sum

The layered min-sum algorithm divides the Tanner graph into
several clusters and serially performs decoding iterations within
each cluster. Thus, nodes can acquire newer information from
priorly updated nodes and accelerate the convergence. In ad-
dition to generalizing neural min-sum algorithm to its layered
counterpart, we will explore a different policy of weight assign-
ment. BP-based algorithms usually have unsatisfactory perfor-
mance on codes with dense parity-check matrices, and short
cycles are commonly considered as the main reason for this phe-
nomenon [6,13,15,19]. As a result, edge-wise weight assignment
are proposed to compensate the effect of short cycles by making
messages in short cycles less reliable. However, according to [23],
the edge-wise weighted neural BP decoder do not significantly
change the distribution of errors, and in some circumstances,
small cycles are not the main factor of performance degradation.
Which means the performance gain of neural BP-based decoders
may not be achieved by compensating short cycles or trapping
sets. Therefore, we set iteration-wise weights for the neural lay-
ered min-sum decoder to reduce the number of weights, while
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Fig. 1. The exemplary structure of the proposed neural layered min-sum decoder in accordance to the Tanner graph at the bottom. The purple dashed lines correspond
to trainable weights, and it is noted that they share the same values at each iteration. The black circles represent the additions of LLRs from the previous update.

still retaining the error correction performance (see Fig. 2). The
reduction on trainable weights is significant. For example, an
(n — k) x n parity-check matrix of the (63,45,7) BCH code has
n. = 432 edges and row weight n, = 24. If we use edge-wise
weights as in the NNMS algorithm with i,,q iterations, the total
number of weights would be n, X ijyqx = 432 X ijmex. The cyclically
equivariant decoder (CEBP) [17] requires an nxn cyclic redundant
matrix and needs n, X n, X imex = 576 X iymex Weights. The edge-
wise weighted NNMS would need n X 1, X imgy = 1512 X ipgy
weights using cyclic redundant matrix. The original matrix H and
cyclic redundant matrix He,c have the form of Eq. (4), where H,
is the first row of H and “>>" is cyclically right shift.

H, H

Hi > 1 Hy > (n—k)

H= (4)

s Hye = ..
Hi > (n—1)

On the other hand, if we employ the iteration-wise weights,
the total number of weights would be only ing regardless of
the utilization of decoding matrices. The update rule for each
iteration in the neural layered min-sum algorithm is described
as follows.

For each check node ¢, variable nodes v; € N(¢j), and 1 <k <

Imax-

Hi»m—-k-1)

1. Variable nodes to check nodes update, where l})i = lg’: and
e, =0

Gj—>vj

b= -1 (5)

G—>v;*

2. Check nodes to variable nodes update:

ko, =w" min |F ign(l* ). 6
o = W, min L [T sienti) (6)
vy €N(¢)\{vi}
3. Variable nodes LLR update:
k+1 _ gk gk
l;f =1, +1 (7)

Cjﬁvi

By replacing w’u‘l_,ﬁcj in Eq. (3) by w* in Eq. (6), we greatly reduce

the number of weights.

The structure of the neural layered min-sum algorithm is
demonstrated in Fig. 1. The output vector o can be interpreted as
an estimation of the LLR vector, i.e. 0; ~ log miz?:g Therefore,
the output can be converted to the probability estimation from
the sigmoid function (sig(x) = 1/(1 4+ e™)). In other words,
sig(o;) ~ P(u; = OJr) and sig(—o;) ~ P(u; = 1]r). In order
to measure the difference between the output vector o and the
labels (i.e., the true codeword u), a binary cross entropy loss
function is used, i.e.,

1 n
Lo, w) = —— % "uilog(sig(—0i)) + (1 — u;) log(sig(0))) ®)
i=1

3.2. Accelerated neural mRRD

To further enhance the decoding performance of the pro-
posed neural layered min-sum algorithm, the mRRD algorithm
is incorporated. It permutes the received vector multiple times
and then decodes these permuted vectors. A simple example of
permutation is described as follows. Given a permutation 7 =
(12%2), it permutes any codeword u = (uy, Uz, u3) to 7(u) =
(us, Uy, uq). The permutations used in the decoding process are
chosen from the automorphism group Per(C), which consists of
all permutations that preserve the codewords from the code
ensemble C. The automorphism group is defined by

Aut(C) = {mr|wr(u) € C,Yu € C}. 9)

We also apply an early stopping criterion [24,25] to the mRRD
algorithm, and it enables the decoding procedure to stop im-
mediately once the ML codeword is found. The mRRD algorithm
of size (W, L, imgx) is summarized in Algorithm 1. The size of a
decoder is denoted by (W, L, imq ), implying the required number
of iterations in the worst case is W X £ X inq. The core idea of
the mRRD algorithm is to permute the input vector, and thus the
input diversity grows greatly. As a consequence, the application of
permutation may yield different outputs and increases the prob-
ability of producing a correct result. Moreover, permuting the
codewords during the decoding procedure can effectively prevent
the propagation of false information caused by trapping sets or
short cycles [23]. Finally, we can choose the best estimation from
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all the successfully decoded results in terms of their correlation
discrepancies A(r, it). Herein, a threshold Gr(it, d) [25] defined to
be the sum of magnitude of some components from r is used to
check whether a decoded vector is an ML codeword, where i is a
decoding result. The details of this early stop criterion is described
as follows. Firstly we define

0ifr; >0
Zi:{lifri<0 (10)
Do(tt) = {i|v; =z}, Dy(@t) = {i |vi # z}, (11)
Mr @)=Y Il (12)
ieDy (i)

Assume there are n; elements in D;(it), and the index set Dy(it)
has n — n; elements, which can be arranged in ascending order
of reliability. That is, Do(#t) = {l1, », . . ., ln—n;} and |ry,| < |ry| for
i < j. The first j elements in Dy(it) is denoted as:

D) = {Iy, b, ..., I;}. (13)
Define § = d — n; and Gr(it,d) = > |ril. If A(r, 1) <
Gr(u, d), then it is the ML codeword of r.

Algorithm 1 The proposed mRRD(W, L, imax)

Input: Received vector r
Output: Decoded vector I
Initialize: o =r,S =0
foriec {1,...,W}do
forje{1,..., £} do
Randomly draw a permutation 7 from Per(C)
0 = Min-sum(m(0)) /* Perform min-sum decoding with
input 7(0), up to iy iterations®/
11 = Hard-Decision(o)
0o = n(0), u = w~ (1) [*Reorder the bits to its original
(unpermuted) order™/.
if uH" = 0 then
S = Su{u1} [*Append a successfully decoded result to the
candidate codeword set*/
if A(r, 1) < Gp(u, d) then
return # [*End the decoding process immediately
when the ML codeword is found.*/
end if
break /*End the j-loop if a codeword is found.*/
end if
end for
end for
if |S| # 0 then
return argmingcA(r, #) [*Return the most likely codeword if
there is no ML codeword identified.*/
else
Declare a decoding failure.
end if

iepP i)

4. Simulation results and discussions

In this section, we will use the acronym “CEBP” to refer to the
cyclically equivariant BP decoder in [17], and the acronyms “LMS”
and “NLMS” to denote the layered min-sum and neural layered
min-sum algorithms, respectively. It is worth mentioning that the
CEBP can only be applied to cyclic redundant matrices. Similar to
other neural BP-based decoders, e.g., [6,19], our proposed decoder
is trained using 400,000 all-zero codewords corrupted by ran-
domly generated Gaussian noise of SNR vary from 1 to 7 dB and
imax = 5 is set for all decoders. The optimizer used in training is
RMSProp with learning rate of 0.01, and other parameters remain
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QR(47,24,11)
——+—— —------ BCH(63,45,7)

1 2 3 4 5 6 7
Eb/No(dB)

Fig. 2. The performance of NLMS over H, where dashed lines and solid lines
correspond to the performance of edge-wise weighted NLMS and iteration-wise
weighted NLMS, respectively.

10—1 i
10—2 i
o 10—3 i
w
[a1]
10—4 i
CEBP (Heyc)
105 4 LMS (H/Hcyc)
——+—— —=—=-=- NLMS (H/Hcyc)
1076 - ; i ' ' : '
1 2 3 4 5 6 7

Ep/No(dB)

Fig. 3. Bit error rate (BER) performance of BCH(63,45,7) code.

the same as PyTorch’s default value. The batch size and number
of epoch are set to 2000 and 10, respectively. For the test stage,
randomly generated codewords and Gaussian noise are used for
performance evaluation. All reported data points are obtained by
simulation until no less than 100 error frames occur.

4.1. Performance of NLMS decoding

Fig. 2 shows that our proposed decoder achieves similar per-
formance with reduced number of weights compared to the de-
coder with edge-wise weights. Edge-wise weights are proposed
to mitigate the effects of 4-cycles [6]. However, according to [23],
instead of 4-cycles, small trapping sets are sometimes the main
cause of performance degradation in high-density parity-check
(HDPC) codes, and edge-wise weights cannot reduce the im-
pact of trapping sets. Result in Fig. 2 also shows that edge-wise
weight assignment may be unnecessary, and implies that neu-
ral BP-based decoders achieve better performance by properly
attenuating the message instead of compensating short cycles.
Because iteration-wise assignment cannot compensate for short
cycles while can achieve the same performance as edge-wise
assignment.

Simulation results of the (63,45,7) BCH code are shown in
Fig. 3. The first row of its parity-check matrix (i.e. Hy) is (1, 1, 0,
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Fig. 4. BER performance of BCH(63,36,11) code.
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Fig. 5. BER performance of QR(47,24,11) code.
o110,0,1,0,0,00,01,1,0,0,1,0,0,1,1,1,1,1,0,0, 1,
1,0,1,0,0,1,0,1,0,1,1,1,1,0,0,1,1,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0). It can be observed that the LMS has similar

bit error rate (BER) performance over H and H,,. Note that the
NLMS decoder achieves a significant gain over the LMS coun-
terpart in both cases of H and H, and the improvement are
0.35 dB and 1.12 dB, respectively at BER = 10—, Moreover, it is
found that the NLMS decoder with H. significantly outperforms
the one using the original matrix H, and this phenomenon is
also observed for codes of different lengths. Additionally, the
performance gain of the NLMS decoder over the CEBP decoder
is 0.06 dB at BER = 4 x 1075,

The performance comparison of different decoders on the
(63,36,11) BCH code is illustrated in Fig. 4. The H; of this code is
(1,0,0,0,0,1,1,0,1,1,0,0,0,0,0,1,0,1,1,0,0,0, 1,0, 1, 1,
1,0,0,1,0,1,0,1,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0). It is noted that the NLMS decoder
achieves a gain of 0.58 dB over the LMS decoder in the case of
H, and a gain of 1.20 dB in the case of Hy, at BER = 2 x 1074,
Further, we found that the NLMS decoder outperforms the CEBP
counterpart by 0.37 dB at BER = 107°.

The BER performance of different decoders on the (47,24,11)
QR code is plotted in Fig. 5 . The H; of this code is (1, 1,0, 0, 1, 0,
1,0,0,1,0,0,1,1,0,1,1,0,0,1,1,0,0,0,1,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0,0, 0). It can be seen that the NLMS
decoder achieves a gain of 0.64 dB over the LMS decoder using
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Fig. 6. BER performance of QR(71,36,11) code.

H, and a gain of 1.18 dB in the case of H, for BER = 2 x 1074,
We also observe that the NLMS decoder outperforms the CEBP
decoder by 0.32 dB at BER = 107>,

The BER curves of different decoders on the (71,36,11) QR code
are depicted in Fig. 6 . The H; of this codeis(1,1,1,1,0,0,0, 1, 0,
o,o0,0,1,0,0,0,0,0,1,1,0,0,1,1,0,0,0,1,0,1,1,0, 1,0, 1,
o,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0). The NLMS decoder achieves a gain of
0.90 dB over the LMS decoder with H and a gain of 1.38 dB in the
case of Hg,c at BER = 4 x 10~%. Moreover, it is noticed that the
NLMS decoder outperforms the CEBP decoder by 0.29 dB at BER
= 1075. The NLMS over H,y, demonstrates superior performance,
so we will use Hg,, throughout the remaining experiments.

4.2. Discussions on cyclic redundant matrices

The complexity of BP-based algorithms is proportional to the
size of parity-check matrices and iterations. After applying the
cyclic redundant matrix, each iteration is more complex than
the decoder using the original matrix. For example, the original
parity-check matrix H of the QR (47,24) code has the size of
23 x 47, and the cyclic redundant matrix Hy,. has the size of
47 x 47, which result in a 2.04 times complexity. As a result, we
need to set the maximum iterations of the decoder using H to 2
times than that of the decoder using Hcy.. For BCH (63, 45) code,
this number should be 3.5 times.

From Fig. 7 we can see that the NLMS decoder based on
Hgyc outperforms NOMS [14] based on H consistently. It is noted
that Hy, have much more short cycles than H. For example,
there are 1455 4-cycles and 57,130 6-cycles in the original H
of the QR (47, 24) code, however, the Hg has 4371 4-cycles
and 277,488 6-cycles. In contrast, 92 small trapping sets? were
found in H but 0 was found in Hey.. This also explains why neural
network decoders based on Hgy. can outperform that based on H
at comparable complexity.

4.3. Discussions on the number of iterations

In previous works, e.g. [6,13,14,18,23], the neural network
decoders are usually trained with a few iterations. One could
argue that neural BP-based methods achieve better performance
only by accelerating the convergence through message atten-
uation, consequently, these neural BP-based algorithms cannot

2 Here, “small trapping sets” refers to trapping sets satisfying a+b < 8, where
a, b are the number of variable nodes and unsatisfied check nodes, respectively.
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Fig. 7. BER performance of different decoders based on different matrices at a
comparable complexity.
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Fig. 8. BER performance of decoders for the QR (47, 24) with different maximum
iterations.

outperform original BP-based algorithms when we increase the
number of iterations. From Fig. 8 we can see that the performance
gap between LMS and NLMS over H vanishes when the number of
iterations reaches 100. This validates the argument we mentioned
before. However, the NLMS over Hg. consistently outperforms all
the other decoders with a noticeable gain. We also noted that the
LMS over H,y has higher BER than LMS over H when the number
of iterations are large. This is probably because the H,. has more
check nodes than the regular H, thus producing extreme extrinsic
information magnitudes. But the NLMS can properly attenuate
the extrinsic information to achieve a better error rate.

4.4. Performance of neural mRRD algorithm

The ML decoding performance of BCH codes in this section is
cited from the database in [26]. The ML performance of QR and
punctured RM codes is obtained by simulation, and the details are
described in [27]. The “LD” refers to the list decoder with CEBP
decoding of [17] and the term “NmRRD” refers to our proposed
neural mRRD in Algorithm 1.

It can be seen from Fig. 9 that with the growing width W of
decoders, both the NmRRD and LD can achieve near ML perfor-
mance. For the NmRRD and LD with the best performance, the
worst-case number of iterations of the LD is 5 times that of the
NmRRD algorithm (i.e., 64x20x5 = 5x(256 x5 x 1)). In addition,
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Fig. 9. FER performance of the BCH(63,45,7) code.
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Fig. 10. FER performance of the punctured RM(127,99,7) code.

our mRRD(256,5,1) algorithm achieves a gain of 0.34 dB over the
LD(16,20,5) with comparable number of iterations. Moreover, the
NmRRD(16,5,1) and NmRRD(32,5,1) algorithms achieve similar
performance as LD(8,20,5) and LD(16,20,5), respectively. But the
number of iterations used in the NmRRD algorithm is reduced
significantly by 90%.

Fig. 10 shows the FER performance of the NmRRD algorithm
and LD algorithm with different sizes for the (127,99,7) punctured

Reed-Muller (RM) code of which H; = (1,0,1,0,1,0,1,0,0, 1,
o,0,0,0,0,0,0,0,0,0,0,0,0,1,0,1,0,0,0,0,1,0,0,0,0, 1,
1,0,1,0,0,1,0,0,0,0,0,0,1,0,1,0,1,0,1,1,1,0,1,0,0,0,
o,1,00,00,0,0,1,0,1,0,0,0,0,0,1,1,1,1,1,0,0,0, 0,0,
o,1,0,1,01,1,0,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
0,0,0,0,0,0,0,0,0,0,0,0,0). Both the NmRRD and LD can

achieve close ML performance. But our decoder can achieve
similar FER performance with fewer iterations.

The FER performance of the NmRRD algorithm with different
sizes for the (47,24,11) QR code is shown in Fig. 11. The per-
formance of the LD on the QR code is absent since the affine
permutations used in the LD cannot be applied directly to the QR
code. Notably, one can see that the NmRRD(128,5,1) algorithm
approaches the optimal ML decoding performance with a gap of
0.1 dB when FER is 1 x 1075,

5. Complexity analysis

We point out that both the proposed NLMS and NmRRD algo-
rithms can be conducted in parallel. But for the sake of simplicity,
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Fig. 11. FER performance of the QR(47,24,11) code.
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Fig. 12. Comparison of average iterations on the BCH(63,45,7) code.

the complexity analysis in Table 1 counts the total numbers of
various operations, i.e. when all operations run serially. Given
an n x n cyclic redundant matrix He, let n, be its row weight.
Then the column weight of Hg is also n,. For each iteration,
the LD needs n(n, — 1) additions, n(3n, — 2) multiplications, n
tanh(-) operations and n tanh™!(-) operations. In contrast, each
NmRRD iteration consists of n(n, — 1) additions, n multiplications,
n(n, — 2) sign flips and n min(-) operations. The complexities
of the LD and the proposed NmRRD algorithm are evaluated by
simulating 10,000 frames for each SNR and then calculating the
average number of iterations, as shown in Fig. 12. Recall that
the maximum number of iterations of the NmRRD algorithm is
only 1/5 of that of the LD when similar near ML performance is
attained. Now it can be noticed from Fig. 12 that the complexity
reduction is further magnified with increasing E,/Ny, e.g. the
average number of iterations of NmRRD(256,5,1) is about 5% of
that of LD(64,20,5) when E, /Ny = 5 dB, which could be attributed
to the early stopping criterion in the proposed NmRRD algorithm.

6. Conclusion

This paper proposes a neural layered min-sum (NLMS) de-
coding algorithm to decode binary cyclic codes. Using the cyclic
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Table 1

The number of operations for different decoders on an (n, k, d) code.
Algorithm + X tanh tanh™' sign flips min
LD nn,—1)i n3n,—2)i nxi nxi 0 0
NmRRD nn,—1)i n x i 0 0 nn,—2)i n x i

redundant matrix, we observed that the performance of the NLMS
decoding could be greatly improved, while the performance im-
provement over the original parity-check matrix is limited. More-
over, the proposed NLMS decoder with the cyclic redundant
matrix consistently outperforms the neural decoder proposed
in [17], and it also has lower computational complexity. In order
to approach the maximum likelihood (ML) decoding performance,
we further combine the mRRD method with the proposed NLMS
decoder. The resultant NmRRD algorithm achieves near ML per-
formance for certain codes and reaches a significant reduction of
computations compared to the list decoder of [17].
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