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Abstract

This paper considers the (n, k)-Bernoulli-Laplace urn model in the case when there
are two urns containing n balls each, with two different colors of balls (red and white).
In our setting, the total number of red and white balls is the same. Our focus is
on the large-time behavior of the corresponding Markov chain tracking the number
of red balls in a given urn assuming that the number of selections k£ at each step
obeys o < k/n < 3, where a, 8 are constants satisfying 0 < a < 8 < % Under this
assumption, cutoff in the total variation distance is established and a cutoff window is
provided. The results in this paper solve an open problem posed by Eskenazis and
Nestoridi in [8].
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1 Introduction

In this paper, we study the (n, k)-Bernoulli-Laplace model. In the model, there are
two urns, a left urn and a right urn, each of which contains exactly n balls. Of the total
2n balls contained in both urns, n are colored red and n are colored white. Starting from
a coloration of n balls in each urn, at each step k balls are selected uniformly at random
without replacement from each urn, with the selections from each urn independent
from one another. The selected balls are then swapped and placed in the opposite urn.
The process then repeats itself. Letting X denote the number of red balls in the left
urn after ¢ swaps with X§ = z red balls initially in the urn, the process X* is Markov.
Our main goal is to understand how long it takes for the chain to be within € > 0 of its
stationary distribution 7 in total variation. Our focus in this paper is on the case when k&
satisfies @ < k/n < 3, where the constants «, 5 are such that 0 < a < 8 < % The main
result of this paper resolves an open question posed by Eskenazis and Nestoridi in [8].

Our interest in the (n, k)-Bernoulli-Laplace model comes from shuffling large decks
of cards. Mapping the above model to this setting, the deck of cards has size 2n > 1
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Cutoff in the Bernoulli-Laplace model

and at each step of the shuffle we cut the deck into two equal piles of n cards, shuffle
each deck independently and perfectly, reassemble the deck and then move the top &
cards to the bottom. This process repeats itself until sufficient mixing is achieved. From
this description, it follows that the (n, k)-Bernoulli-Laplace model describes this card
shuffling algorithm without the separate step of shuffling each of the smaller decks
independently and perfectly at each step. See [14] for further details.

1.1 Preliminaries

Before discussing existing results in the literature and the results of this paper, we
first fix some notation and terminology.

Throughout, X = {0,1,2,...,n} denotes the state space of the Bernoulli-Laplace
chain. By comparing the resulting Bernoulli-Laplace chains that swap k balls at each
step and n — k balls at each step, we may assume without loss of generality that & < n/2.
For z € X, we use the notation X” to denote the Bernoulli-Laplace chain with X§ = z, as
described formally above. In order to define the chain rigorously, let Hyp(j, ¢, m) denote
the hypergeometric distribution of m objects selected without replacement from a total
of j objects, ¢ < j of which are type 1 and j — ¢ are type 2. That is, if H ~ Hyp(j, ¢, m),
then

(96
()
Letting {H”, H? } ,cx denote a collection of independent random variables with H? ~

Hyp(n,z,k) and HY ~ Hyp(n,n — x, k), the one-step transition of the Bernoulli-Laplace
chain is defined by

PH=2)= zelov(im—(j—1¢),LAm]NN.

P(X{ =y)=PH] -H* =y—=), z,ycdk. (1.1)

An explicit formula for the transition can be readily computed from (1.1) (see, for
example, [8]). However, it will not be particularly useful in our analysis.

It is known that the Bernoulli-Laplace chain has a unique stationary distribution =
which is Hyp(2n,n,n) (see [18]). In this paper, we analyze the distance between the
Bernoulli-Laplace chain and 7 in total variation as n — co when k = k(n) satisfies
further assumptions. In particular, we note that all of the quantities above depend on
the parameter n. Throughout, unless we must emphasize it (as in the paragraph below),
this dependence is suppressed.

Let

1
(M) () = Ty (. - _ T )
4 (1) = max [P(X? € ) = 7(-) v = g max S [P(XF =y) — 7). (1.2)
yeX
and define for fixed ¢ > 0 the mixing time tfgi(e) by tr(rﬁ,)((e) =min{t € N : d™(t) < €}.

We say that the Bernoulli-Laplace model exhibits cutoff if

£ (¢)
lim —2*~ =1 forall fixed €€ (0,1). (1.3)
mix

If the Bernoulli-Laplace model exhibits cutoff and if for every e € (0, 1) fixed there exists
a constant ¢(¢) and a sequence w,, satisfying

wp =o(t™(1/2))  and " (e) -t

mix (6) mix

(I1-¢) <cle)w, forall mn, (1.4)
we say that the Bernoulli-Laplace model has cutoff window w,,. For other preliminaries

concerning mixing times of Markov chains, see [13].
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1.2 Previous results and statement of the main result

Existing results on mixing times for the (n, k)-Bernoulli-Laplace model largely focus
on the case where the number of selections k is much smaller than the number of balls
n in each urn. The earliest works of Diaconis and Shahshahani [4, 5] and Donnely, Floyd
and Sudbury [6] treat the case when k£ = 1 and establish cutoff in total variation and in
the separation distance, respectively. Diaconis and Shahshahani proved their results
by analyzing random walks on Cayley graphs of the symmetric group where edges
correspond to transpostions. These results were extended to random walks on distance
regular graphs in [1]. See also [16] for the Bernoulli-Laplace model with multiple urns
in the case when k = 1. We refer to [17] which contains a signed generalization of the
model.

The case when k£ > 1 in the two-urn Bernoulli-Laplace model was first studied by
Nestoridi and White [14], where a number of estimates were deduced for the mixing
time in different regimes of the parameter & as it depends on n. These estimates were
made sharp in the case when k satisfies k = o(n) as n — co. In particular, when k = o(n)
as n — oo it was shown in [8] that

n cle)n n 3n n

yTe logn — % < tmix(€) < yTA logn + - log(logn Vv 2) + O(E) (1.5)
Thus, the Bernoulli-Laplace model with k£ = o(n) exhibits cutoff at j logn with cutoff
window % log(logn V 2). Estimates deduced in the case when k/n satisfies k/n € (0,1/2)
and k/n — X as n — oo for some A € (0,1/2) were not optimal. That is, in [14], in this
case it was shown that

logn

log(n/e)
Alog(1 2] ) =l =

It was conjectured in [8, Question 1] that the lower bound in (1.6) is sharp, and it was left
there as an open problem to determine the mixing time of the (n, k)-Bernoulli-Laplace
model when £ is of order n as n — oo. In this paper, we solve this problem.

In what follows, for k/n € (0,1/2) we define a sequence of times ¢,, by

logn

th = ———. 1.7
2loe(1 — 25)] 7

Remark 1.1. Note that when k& = o(n), the bound (1.5) implies that the Bernoulli-Lapace
model exhibits cutoff at time ¢,, with cutoff window 7 log(logn V 2) V logn.

Remark 1.2. When k/n € (0,1/2) satisfies k/n — X € (0,1/2) as n — oo it is claimed
in [8] that

logn
tmix(€) > =—————— — c(e).
mix(9) 2 rge —zy
It appears that the argument in [14], which is referenced to in [8], shows the lower
bound in (1.6). Note that the lower bound (1.6) implies the claimed bound in [8] in the
case when k/n — ) sufficiently fast as n — co.

Remark 1.3. The case when k/n € (0,1/2] satisfies k/n — 1/2 as n — oo was also
studied in [14]. If k = § — ¢ with 2 < ¢ < 1 + logg n, then it was shown in [14] that

c—1 2t—2
IP(X0 € -)— ()|l < 12772712(67) . (1.8)

For example, if ¢ > 2 is bounded in n, then the righthand side in (1.8) decays to zero as
n — oo if we set t = 2 + 1/loglogn. However, the above estimate becomes worse as ¢
gets closer to 1 4 logg n.
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Throughout this paper, we employ the following assumption on n, k.
Assumption 1.4. There exist constants o, f with0 < a < 8 < % such that a < % < 8.
Our main result is the following:

Theorem 1.5. Suppose that in the (n, k)-Bernoulli-Laplace chain, Assumption 1.4 is
satisfied with parameters «, 3. For any € € (0,1), there exist positive constants c(e, a, 3)
and C(e, «, 8) depending only on €, ., 8 such that

tn — c(6, 0, B) < tmix(€) < tn + Cle,, ). (1.9)

In particular, under Assumption 1.4, the (n, k)-Bernoulli-Laplace model exhibits cutoff at
time t,, with cutoff window 1.

The proof of the lower bound in (1.9) can be established under Assumption 1.4
following the calculations in [14]. We provide the details for completeness in Section 2.
These calculations use standard methods developed in [19, 20] by Wilson. Our main
contribution in this work is the proof of the upper bound in (1.9).

The proof of the upper bound (1.9) is split into two parts. In the first part, we show that
two path coupled copies of the chain, defined below in Section 2, are sufficiently close
with high probability after ¢,, + x steps where « is a large parameter to be determined
later. The high probability here depends on both n and x being large. The second part of
the proof shows that the total variation distance of two copies of the chain started at
these sufficiently close initial conditions is order 1/x? after one additional step. Picking
a large k = k(e,a, 8) > 1 accordingly, we will then arrive at the upper bound in (1.9)
using the strong Markov property.

Aside from the sometimes tedious differences in asymptotics between the cases when
k = o(n) and when (n, k) satisfies Assumption 1.4, both cases make use of the first and
second eigenvalues of the chain [8]. Here, this is done in the first part of the proof.
However, the second part of the proof requires more work. In this part, as in [8] we use
the representations

X Le4+H —H®  and XV Ly+HY - HY, (1.10)

Critical to the proof of the main results in the case when k& = o(n) in [8] is the total
variation approximation of each of the hypergeometrics above using the binomial distri-
bution. This follows the work of Diaconis and Freedman [3]. When Assumption 1.4 is
satisfied, this approximation is false [7, Theorem 2]. To get around this issue, we derive
a local limit theorem for the hypergeometric distributions (1.10) which is strong enough
to ensure that a discrete normal is a good approximation in total variation. We then
compare each of the approximating discrete normals to see that they are close in total
variation.

This paper is organized as follows: In Section 2, Theorem 1.5 is proven assuming two
results, which are established later in Section 3 and Section 4.

Further notation Throughout, we make use of a large parameter « > 1 (see, for
example, (2.3) below) to be determined later. For real-valued sequences (a,) and (b,),
we use the notation a,, = O,(b,) to mean that there exists a constant C' > 0 possibly
depending s > 1 such that |a,| < Clb,| for all n > nyg, for some ny € N. We use a,, < b,
to denote the existence of a constant C > 0 independent of x > 1 such that a,, < Cb,,
for all n > ng, for some ny € N. If H ~ Hyp(j, ¢, m), we assume that H is distributed on
{0,1,...,m} by extending the probability mass function to be zero outside of its support.

ECP 29 (2024), paper 2. https://www.imstat.org/ecp
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2 Key results and proof of Theorem 1.5

In this section, we state the main results needed to prove Theorem 1.5, namely
Proposition 2.2 and Theorem 2.3 below. These results respectively correspond to part
one and part two of the proof of the upper bound in (1.9), as discussed in the introduction.
We then conclude this section by proving Theorem 1.5 assuming Proposition 2.2 and
Theorem 2.3 hold. Later, we establish Theorem 2.3 and Proposition 2.2 in, respectively,
Section 3 and Section 4.

Before stating these results, we first note some facts about the eigenvalues and eigen-
functions of the Bernoulli-Laplace chain. Although all eigenvalues and eigenfunctions of
the chain are known [5, 11, 14], their expressions beyond the first few are complicated.
Thus similar to [8], we only employ the first and second eigenvalues and eigenfunctions.

Forxz € X, let

flz)=1- 2% and fa(z) =1- 2(2717; 2L 2(27;;(111)?(:;)_ :

The functions f; and f5 are the first and second eigenfunctions of the Bernoulli-Laplace
chain, and their respective eigenvalues are f;(k) and f2(k) [8]. Note that |f;| <1 on X
and, after a short exercise optimizing f>(z) on X, it follows that

1
< fa(x) <1 forall x € X, n>2. (2.1)
2n — 2
In addition to these facts, we also need the next lemma, which follows after a short
exercise using the definition of eigenvalue and eigenfunction.

Lemma 2.1. Forallt > 0 and all x € X, we have the identities

1 + 2n
2n—1  2n
In order to state Proposition 2.2, we make use of the following grand coupling

YO Yl ... Y™ of the Markov chains X°, X!, ..., X"

Efi(X]) = fi(k)' fi(z) and Efi(X7)* =

:ifz(kyfz(l") (2.2)

Grand (path) coupling First, label the balls in all left urns at time t separately from 1
to n so that each red ball has a smaller label than each white ball. Next, label all balls in
all right urns from n+1 to 2n so that each red ball has a smaller label than each white ball.
Uniformly and independently select subsets Ajen C {1,...,n} and Arigne € {n+1,...,2n}
with |Ajer| = |Arigne] = k. To obtain the state of each Markov chain at time t + 1, swap
the balls indexed by elements of Ajep in each left urn with the balls in the corresponding
right urn with index belonging to Arign:.
Let k > 1 be large enough so that

KO(1—2a+20%)" < 1. (2.3)

Note that such a choice is possible since « € (0,1/2) by Assumption 1.4. The precise
choice of k will be made later in this section as it depends also on ¢ > 0. Define sets

I(n):{xeX : ‘I—%|§Ii\/ﬁ} and F(H):{(:C,y)EI(Ii)Z : \x—y|§g} (2.4)

and for z,y € X, let

Te,y(K) = min {t (YR YY) e F(m)} (2.5)
Proposition 2.2. Suppose that Assumption 1.4 is satisfied. Then
1
<
wrr@l/&é}/gv P{Tz’y(/i) > t, + I'i} Shct (2.6)
ECP 29 (2024), paper 2. https://www.imstat.org/ecp
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Proposition 2.2 will be proved later in Section 4 using the first and second eigenvalues
of the chain as well as the structure of the grand path coupling. This result, in particular,
corresponds to part one in the proof of the upper bound in (1.9), as discussed in the
introduction. The other main result, which corresponds to part two of the proof of the
upper bound in (1.9), is as follows:

Theorem 2.3. Suppose that Assumption 1.4 is satisfied. Then

. 1
pmax P E ) =PT € v S - 2.7)

The proof of Theorem 2.3 will be given in Section 3, and it relies heavily on a
total variation approximation of the hypergeometric random variables in (1.10) when
z,y € F(K).

Assuming Proposition 2.2 and Theorem 2.3, we now conclude Theorem 1.5. This
argument also uses the facts concerning the first and second eigenvalues/eigenfunctions
of the chain, as detailed above in this section. The proof below uses well-established
methods and is very similar to the combination of [8, Proof of Theorem 1] and [14,
Section 4.3]. We provide the details for completeness.

Proof of Theorem 1.5. Lete € (0,1). We first prove the upper bound in (1.9). Letz,y € X
be arbitrary, A C X, and t = t, + k + 1 where x > 1 satisfies (2.3). Using the grand
coupling introduced below Lemma 2.1, we see that Proposition 2.2 and the strong
Markov property at time 7, (k) imply

P(Xy € A) —P(X/ € A)
=[P(Y" € A) —-P(Y/ € A)]
<2P(Tpy(k) >t —1)+ [PV €A 1py(k) <t—1)—PY! €A, 1,(k) <t—1)

1
S+ max [P(Y7 e A)-P(Y,” € 4) (2.8)
K z,weF (k)
s=1,2,...,t

For any s > 1 and z,w € X we have

PYS € 4)-PY e A <|PY € ) -PYS € )l

<|PY7 € ) -PY € )| (2.9)
=|P(X;e )-PXP € )| (2.10)

Combining (2.8) and (2.10) with Theorem 2.3 and using the fact that A C X was arbitrary
we obtain

xT xT 1
max [P(X7 € -) = n(-)llrv < max [P(X7 € ) = P(X} € )llv S .

Picking x = k(¢, o, 8) > 0 large enough finishes the proof of the upper bound in (1.9).

Next, for the claimed lower bound in (1.9), let s,, = t, — ¢o for some constant
co = co(€,, ) > 0 to be determined. Recalling that = has Hyp(2n,n, n) distribution,
let H be any random variable with H ~ Hyp(2n,n,n). By Lemma 2.1, Ef;(H) = 0
and Ef;(H)? = 1/(2n — 1). By Assumption 1.4, let ny = ng(a) > 2 be large enough so
that fo(k) > 0 for n > ng. For n > ng, let A, = log f2(k) — 2log f1(k) and note that
Assumption 1.4 implies

(k) = fi(k)?| Sn™t |AulSn7!, and (2.11)
9 A esnAn
Sn Sn ,85nRAn
fa(k)* = f1(k)™ e = ke n 2 ng. (2.12)
ECP 29 (2024), paper 2. https://www.imstat.org/ecp
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Combining (2.11)-(2.12) with Lemma 2.1 and (1.7) we find that for n > ng

2
31| = [y 0 —

= fi(k)**" e

Var(fi (X)) -

2n — 2
EIWAN AN
n 11,71 nfln
et G T

~1| <K

for some constant K = K (cg, «, 8) > 0. Hence, for ¢ > 0, letting
B={zeX :\/52n—1)|fi(z)| <1},
we note that Chebychev’s inequality implies
7(B)=1—-n(B)>1-Efi(H)?(2n—1)=1-4.
On the other hand, letting

B={zecX :\62n-1)|fi(z k)| < 1},

we note by picking ¢y = ¢o(d, @) > 0 large enough, B N B = (). Hence by Chebychev’s
inequality, n > ngy implies

) 1
P(X° €B)=1-P(X" € B)<1-P(X? € B)=P(X? € B°) <6+2KJ Og".

This then implies

1
max [[7(-) = P(XZ, € )llrv > |n(B) — P(XL, € B)| > 1-20 — 2K~
Pick § = (1 — §)/2 and note that the claimed lower bound in (1.9) now follows. O

3 Proof of Theorem 2.3

Considering (1.10), the proof of Theorem 2.3 relies critically on a local limit theorem
for the hypergeometric distribution in the relevant parameter ranges. This is the content
of Proposition 3.1 below and one of the main results of this paper. Once we establish
Proposition 3.1, we then use it to conclude Theorem 2.3 at the end of the section.

To setup the statement of Proposition 3.1, we let &), = {0,1,2,...,k} and ¢(z) =
exp(—%£)/V/27, « € R, denote the probability density function of the standard normal
distribution on R. We say that a random variable Z has discrete normal distribution on
X with parameters m € R,s > 0, denoted by Z ~ dNg(m,s), if

P(Z=j) = ! ¢ﬂ j € X, where N, :Z@ (3.1)
st . 5 3 k> m,s ‘ 5 .
’ JEXK
For any xz € X, introduce parameters
Py = %’ e =1—pz, 05 =1V \/kpsq.(1—Fk/n), and NI:Nk:Dwﬁw' (3.2)

For any random variable W, we let py denote its distribution. We have the following
result.

Proposition 3.1 (Local limit theorem). Suppose that Assumption 1.4 is satisfied and let
x € X be such that x = n/2 + O.(y/n). If H ~ Hyp(n, z,k) and Z ~ dN(kp,,0,), then
for any ¢ € (0,1/3) we have

e — pzlltv = Ok (n_%) (3.3)

ECP 29 (2024), paper 2. https://www.imstat.org/ecp
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Remark 3.2. Any hypergeometric random variable H ~ Hyp(n,z, k) can be written
as H = Zle & where the ¢; are independent, non-identically distributed Bernoulli
random variables [7, 10]. Although one can use this representation to deduce asymptotic
normality of H using Barry-Esseen type bounds [2, Theorem 1.1 and Theorem 1.2], we
found it challenging to obtain as sharp estimates on the “bulk” of the distributions to
have (3.3). We refer the reader to [15, Theorem 5] for conditions on the sum Zle & to
have a local limit theorem in the usual sense. Our proof relies on estimates specific to
the hypergeometric distribution deduced in [12].

Remark 3.3. The righthand side of (3.3) can be improved to O, (nil/z) using the results
in [12]. However, to keep the presentation simpler and more self-contained, we deduce
the slightly weaker estimate above.

Before proving Proposition 3.1, we first establish some preliminary results. First,
we need a technical lemma concerning the asymptotic behavior of the normalization
constant N, in (3.2) when z = n/2 + O, (v/n).

Lemma 3.4. Suppose Assumption 1.4 is satisfied and that © € X satisfies x = n/2 +
O(y/n). Then N, = 1+ O, (n~1/?).

Proof. The proof is done using integral comparison, and we only prove the needed
lower bound as the upper bound is done similarly. For simplicity in the proof, below we
suppress the dependence of the parameters in (3.2) on x. To obtain the lower bound,
note that if Z is a standard normal random variable on R we have for all n large enough

_G=kp)?

Lkp] 677(1';’?2 B lgEp? ]
N> S M
jz::() V2o jgk:m V2mo? V2mo?
b (u—kp)?

e 202 2 2
>

du — =1-P(Z< -kp/o)—-P(Z > kq/o) — ——
“Jo V2mo? V2mo? (2 < ~kp/o) (2 2 ka/o) V2mo?

where the —2/v/270? resulted from shifting Riemann rectangles in the integral compar-
ison and we used the substitution v’ = (u — kp)/o to get the last equality. Employing
Assumption 1.4 and recalling that = 4§ 4+ O.(y/n), we find that the parameters in (3.2)
satisfy

1 1
p=g+ O, g =5+ 0un™), 0= Oulv) 34

Applying Chebychev’s inequality and using (3.4), we obtain for n large enough

2
o _
P(Z < ~kp/0) < 135 = Oxln .
Similarly, P(Z > kq/o) = O.(n~!) and \/;7 = O.(n~?). We thus conclude the
result. O

In addition to the above result, we will also employ the following lemma deduced
in [12, Lemma 1] as well as Hoeffding’s inequality [9]. We note that Lemma 3.5 is a
reformulation of [12, Lemma 1] suited for our purposes.

To setup the statement of the results, for ¢ € (0,1/3) and z € X define

jfkpr

-
> 705} and Rx:sup{je?{k A gag}. (3.5)
Og

Lx:inf{jeXk :
Og

Lemma 3.5. Consider the parameters introduced in (3.2) and (3.5). Suppose that
Assumption 1.4 is satisfied and x € X satisfies x = § + O.(y/n). If H ~ Hyp(n, x, k), for
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any j € X letr(j,x) € R be defined by P(H = j) = Uizqé((j — kpy) /o) exp(r(j,z)) when
P(H = j) # 0 and r(j,z) = 0 otherwise. Then

(G, 2)] = Ox(n™ 2"

X
je{La LL+1, Ra—1,R,}

Theorem 3.6 (Hoeffding’'s inequality). Suppose that &;,&,...,§; are independent
Bernoulli random variables and S; = & + --- +&;. Then for any t > 0 we have

t2
P{|S; —ES;| >t} <2 7.

We are now prepared to prove Proposition 3.1. For notational simplicity in the
following arguments, we will suppress the dependence on x in the parameters in (3.2)
and (3.5), and we will use the shorthand notation

o((j — kp)/o) d j—kp

p(j) =PlZ =j] = =57 = and wj =" (3.6)

Proof of Proposition 3.1. Using the definitions of L, R, as well as Assumption 1.4 and
x = 5 + Ox(v/n), applying the triangle inequality and then optimizing the normal density
produces

k L-1 R
Aun — pzlrv < D 9(G)+ Y @)+ P(H < L)+ P(H > R)+ > [P(H = j) — ()]
j=R+1 Jj=0 Jj=L

< (k+1) *%+P(H<L)+P(H>R)+§:‘P(H_ ) =)l
= VaNo i=L o

=T +T>+ T3+ 1T}

Note first that our assumptions and Lemma 3.4 give T} = O, (n~'/2). For Ty + T3, recall
from Remark 3.2 that H = Zle & where the ¢; are independent Bernoulli random
variables and that EH = kp. Using the definitions of L and R, Assumption 1.4 and
x = 5 + O(y/n), Theorem 3.6 implies

242¢

Ty + Ty =P(H —kp< L —kp)+P(H —kp>R— kp) = OH(G*Q" ; ) = 0. (n"1/2).

Finally for Ty, first using the triangle inequality and then applying Lemma 3.4 and
Lemma 3.5, we obtain for n large enough

T<Z¢

|+Z’P o (Uj) <|N 1|+Z¢ ‘r(gz) ‘
(3.7)

|7a j,x)|elm@)]

/\
L
=

M

( ‘) (3.8)
Combining the estimates finishes the proof. O

We now employ Proposition 3.1 in order to see what we have left to estimate to
conclude Theorem 2.3. Let z,y € X and assume without loss of generality that z # y.
Let Z* ~ dNy(kps,04), Z% ~ dNi(kgz,04), ZY ~ dNg(kpy,0,) and Z¥ ~ dN(kqy, o)
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be independent and independent of the hypergeometric random variables in (1.10).
Recalling that - denotes the distribution of the random variable W, first observe that

WHE —H= +2 — [LHY —HY 4y (3.9)
= (hHz —H? 40 = BH2—2% 4o + WHT —27 4o — 123 —2% 42 + W22 —2% 40 — W23 - 27 42)
- (MHﬁ—HE+y T HHY -ZY +y + HHY —ZY 4y — MZi—ZE+y) + (Mzi—zﬁﬂ - Mzi—zi+y)~

Also, recall that for any random variables X, Y, W distributed on Z with W independent
of X and Y, we have ||ux+w — py+w /v < [[x — py || 7v. This fact, (1.10), independence
and the triangle inequality give

P(Xf e )-PX{ e )lw< D g —pzlw
ze{z,y}
Sge{‘h*}

+lgzs —nzy vy + lpze — pgo vy

where n = z — y. Under Assumption 1.4 and z,y € I(k), Proposition 3.1 implies
. Iz — pzz |lrv = O (n™1/*). Thus, to conclude Theorem 2.3, we are left to show:

Lemma 3.7. Suppose that Assumption 1.4 is satisfied and let x,y € X be such that
(z,y) € F(k) with x # y. Consider the random variables Z* ~ dNy(kp,,0.), Z7 ~
dNy(kqy,04), Z¥ ~ dNy(kpy,0,) and ZY ~ dNy(kqy,,o0,), and let ) = x — y. Then

1
lpn+zg = nzyllrv +llpze = parllev S - (3.10)

Proof. For simplicity, let Z; = Z7 and Z3 = Zi and note that it suffices to show that
ltnsz, — pzyllrv S K72 assuming 1 > 0. Let Y, = X, N (X, + 1) and N1 = Nig, 0,
and N, = quy,c,y denote the normalization constants for Z; and Z,, respectively. Set
J = [£ — 4ky/n, £ + 4ky/n]. Note that by the triangle inequality

2piniz, — pzllv < Y P(Zi=j—n) —P(Zy =)

FEV,NT

+ > PZi=j-n+ Y, P(Z=j)
JEYnNJC JEYyNJC

+ >, P=j)+ Y, PZ=j-n
JEXR\(Xr+n) JE(X4+n)\ Xk

=Ti+T+Ts+Ti+Ts.

We next show how to estimate 7;. The term 75 can be estimated analogously. Observe
that sincen =z —y >0and j € & \ (X, +n), then j <n — 1. Since (z,y) € F(k), we
have 1 = |z — y| < \/n/x3. Applying Assumption 1.4 and using (z,y) € F(x), we find that
1V (3 — kn~Y2)/na(l - B) < 0, < /n and kq, > (% — ky/n). Applying Lemma 3.4, for
all n large enough we obtain

n—1

. n n—1—kaqy —eom
< P(Z, = <nP - n — — < 0
1<) P(Za=j) <iP(Za=1—1) Ngayaﬁ( o ) < Coe

j=0
for some constants Cy, ¢g > 0 independent of n.
We next estimate 7;. Term 73 can be estimated analogously. Let Z be a standard

normal random variable. Using x > 1 and the assumptions that (x,y) € F(k), 0 < k/n <
1/2, we obtain the bounds

k k
§+4H\/HZH\/ﬁ+n+kqx+l and 5—4n\/ﬁ§—n\/ﬁ+7]—1+kqx. (3.11)

ECP 29 (2024), paper 2. https://www.imstat.org/ecp
Page 10/13


https://doi.org/10.1214/23-ECP569
https://imstat.org/journals-and-publications/electronic-communications-in-probability/

Cutoff in the Bernoulli-Laplace model

Consequently, using integral comparison (with rectangles of width one), monotonicity of
the standard normal density away from the mean, and Lemma 3.4 we have

u—n—kqg 2 2
+/ p(Hre )du<2P{ZZK\/ﬁ}< 202 EZ 5%

T2 < S
Nio, M o, J T nNy K2 K

- Nlam

where we first made the integral substitution v’ = (v —  — kq,)/o, and then used (3.11)
to obtain the second asymptotic inequality.

Turning finally to the remaining term 77, we first do a calculation to show that that
o' —o, ' =O0(n") for (z,y) € F(k). Let f(z) = (1 — z)z and note by the Mean Value
Theorem, for z;, 22 € [0,1] we have |f(z1) — f(22)| < |21 — 22|. We thus find that there
exists a constant C; > 0 independent of n such that for all n large enough

i _ i — Ug B 05%’ _ 1 Pyqy — Pzqzx
Oz Oy O'aco'y(o'ac + Uy) VEk(1—k/n) \/prypacqx(\/pry + \/pac%c)

¢ If(y/n)\;ﬁf(x/n) < \“;3—/29‘ — 0. (3.12)

s (z,y) € F(k).
Next, by first using calculations similar to (3.7) and then appealing to (3.12), we get

J=n—kgs o (1=h
R Lo B [ I
JEYNJ Oz Ty
(k) o(P™) jkgy| 1 1 s
§<Z Og o, +,Z ¢( oy )aigiy+0'“(n )
JjeIYnNJ JEYyNJ k :
J—n—kqqe ¢ Jj—kay
< 2 ™) R g L - L0, = T+ 04 ),
JEV,NT Tz Tz Oz Oy

where on the penultimate line above we used ¢ < 1 and the number of integers in
the interval J is bounded above by 9x+/n. To estimate 7, observe that there exists a
universal constant Cy > 0 such that |¢(z) — ¢(y)| < Ca|z — y| for all 2,y € R. Hence
using (3.12) again, the definition of J and (z,y) € F (k) we obtain

Co j—kqy j—n—kq
7~1/§7 Z y

Oz JEY,NT Ty Oz
Co J—kqy J—m—kgq Cz| 1 1 .
R N e e Pt WD DI
T jey,nJ ”C r rioe Yljey,ng
Cy 18 Cyl 1 1 18C 1
S—QM+—2 _ 45,€2n: 5 22n+0(n*1/2)§72
Oy Oy Ox |Og Oy K=0%

where we used |j — kg,| < 5ky/n for j € J and y € I(k). Also, on the last line above, we
used the fact that (z,y) € F(x) implies n = |z — y| < \/n/x* and Assumption 1.4 with
z € I(x) implies o, > 1V (& — kn=1/2)/na(l - B). O

4 Proof of Proposition 2.2

The goal of this section is to prove Proposition 2.2. First, below in Lemma 4.1, we
use the grand coupling introduced in Section 2 to estimate E|Y,* — Y| for z,y € X. We
then use this estimate along with the facts established in Section 2 concerning the first
and second eigenvalues/eigenfunctions of the chain to conclude Proposition 2.2.
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Lemma 4.1. Letx,y € X. Then forallt > 0
2k(n —k)\"
By - v < (1- 20 oy
n

Proof. Let z,y € X with x > y. By the Markov property, it suffices to show the claimed
bound for ¢ = 1. Notice that if x — y = 1, then by the definition of the coupling, direct
calculation gives (see also [14, Equation (15)])

E[[Y? - VY| = (1 - 2’“(”;’“)) .

n

Hence, for general x > y it follows from the triangle inequality that

rz—y—1

Y
E[YY Y/ < )

E[\Yy” _ Y1y+z‘+1” —(z—y)1- 2k(n — k) .
i=0 1 ! ( )

’I’LQ
This finishes the proof. O

Proof of Proposition 2.2. Using a union bound we obtain
P{rey(x) >ty +r} <P{V7 ¢ 100)} + P{V! ¢ 1(x)} (4.1)

PV 1))+ P{V L, ¢ ()]
\/ﬁ}.

+P{)/tivl/tz € I(K)v thi—&-n _l/ti+n| > F

We first work to control the first four terms on the righthand side of (4.1). Observe that
Lemma 2.1 implies that forany z € X and ¢t > 0

P{Y} ¢ I(r)} = P{f1(Y))* > 4x*/n}

< LB = 15 (g + (o) ARG @)

4k2 \ 2n —1

Hence using (2.1), (2.11) and the definition of ¢, in (1.7) we find that for all n large
enough (so that f>(k) > 0)

f2(k)tn+ﬁf2(z) < f2( ) n — gln log fa(k) _ th,L log fl(k) tn Ay, < n-L. (4.3)

From this and (4.2) it follows that

Py ¢ 1w} +P{v2 ¢ 1w} + P{ve g 10} + P{v2 g 10} < .

R

Lastly, we turn our attention to bounding the remaining term on the righthand side
of (4.1). Using the Markov property, Lemma 4.1 and the choice of  in (2.3) we have

© x \F z vn
P{YE Y € 00, V2 - Yl > Y < max POYE - 212 Y

z,y€l(K)
< max E Yr 4
z,ycl(k) \/ﬁ ‘ |
2k(n—k)\" _ 1
< 2[434 (1 — ( 2 )) 5 )
n
Combining these estimates completes the proof. O
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