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Abstract

Rifts are full-thickness fractures that propagate laterally across an ice shelf. They cause ice-shelf
weakening and calving of tabular icebergs, and control the initial size of calved icebergs. Here, we
present a joint inverse and forward computational modeling framework to capture rifting by
combining the vertically integrated momentum balance and anisotropic continuum damage
mechanics formulations. We incorporate rift–flank boundary processes to investigate how the
rift path is influenced by the pressure on rift–flank walls from seawater, contact between flanks,
and ice mélange that may also transmit stress between flanks. To illustrate the viability of the
framework, we simulate the final 2 years of rift propagation associated with the calving of tabular
iceberg A68 in 2017. We find that the rift path can change with varying ice mélange conditions
and the extent of contact between rift flanks. Combinations of parameters associated with slower
rift widening rates yield simulated rift paths that best match observations. Our modeling frame-
work lays the foundation for robust simulation of rifting and tabular calving processes, which can
enable future studies on ice-sheet–climate interactions, and the effects of ice-shelf buttressing on
land ice flow.

1. Introduction

Ice-shelf rifting weakens ice shelves and precedes calving of tabular icebergs, which comprise
the vast majority of calved Antarctic ice volume (Tournadre and others, 2016). Calving and
submarine melting are the two major causes of the recent Antarctic losses of ice-shelf mass
and buttressing of upstream grounded ice (Greene and others, 2022). Decreased buttressing
can affect the discharge of grounded ice into the ocean and ice-sheet contribution to sea-level
rise (Haseloff and Sergienko, 2022), and calved icebergs can transport freshwater to lower lati-
tudes to influence ocean circulation and sea-ice growth (e.g. Jongma and others, 2009; Martin
and Adcroft, 2010; Merino and others, 2016), as well as the marine biosphere (e.g. Arrigo and
others, 2002; Laufkötter and others, 2018).

Rifts are typically oriented with depth within 5◦ of the vertical plane (Walker and Gardner,
2019), and propagate horizontally across ice shelves. The processes that control rifting are
poorly understood, and it remains a challenge to capture rifting within computer simulations
of ice-shelf evolution. Some rift activity has been correlated with environmental forcings,
including surface temperature and tides (Olinger and others, 2019), and the arrival of tsunamis
(Walker and others, 2013). However, past observational evidence and modeling suggest that
rifting is primarily driven by viscous glaciological stresses associated with gravity-driven ice
flow (e.g. Bassis and others, 2005, 2007, 2008; Joughin and MacAyeal, 2005; Borstad and
others, 2016). In turn, these stresses are sensitive to the history of rift behavior (Wang and
others, 2022), so that the rift state at one point in time directly feeds back to future rifting.
Previous studies have also established that rift propagation is sensitive to crucial rift–flank
boundary processes such as the ‘gluing’ together of rift flanks by mechanically coherent
mélange (i.e. mélange capable of transmitting stress between flanks) (Larour and others,
2004), backpressure on rift–flank walls from ice mélange (Larour and others, 2014, 2021),
and contact between flanks (Lipovsky, 2020). However, these studies only examined whether
or not a rift would propagate based on the sharp fracture assumption, which is consistent with
the discrete representation of a zero-thickness crack in the model geometry; but they did not
model the propagation of rifts.

To capture rift propagation and its time-varying effects on ice-shelf stresses, we require
advanced computational modeling approaches that account for the coupling between ice
flow and fracture. Modeling the propagation of rifts and crevasses under the sharp fracture
assumption, using the finite-element method (FEM) and linear elastic fracture mechanics
(LEFM), introduces algorithmic complexities (Yu and others, 2017). While the displacement
correlation method can simplify the implementation of LEFM with the FEM, it is still
restricted to linear elastic ice rheology (Jimenez and Duddu, 2018). In contrast, continuum
damage mechanics combined with the FEM exploits the diffuse fracture assumption, which
is consistent with a smeared representation of the crack over the model mesh or grid. This dif-
fuse approach obviates the need for complicated crack tracking algorithms and simplifies the
incorporation of fracture processes within an ice flow model based on the non-linear Stokes
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equations. Recently, damage mechanics has been used to simulate
glacier-scale crevasse propagation (Jiménez and others, 2017;
Duddu and others, 2020; Sun and others, 2021; Clayton and
others, 2022), and ice-shelf-scale mechanical weakening
(Albrecht and Levermann, 2012, 2014; Borstad and others,
2016; Sun and others, 2017) and rift propagation (Huth and
others, 2021b).

Here, we develop methods to incorporate rift–flank boundary
processes within the computational framework based on aniso-
tropic ‘creep damage’ and vertically integrated ice-shelf flow
models (Huth and others, 2021a, 2021b). This quasi-three-
dimensional (3-D) (ice-shelf viscous stresses are simulated in
the horizontal plane and damage is evolved in a 3-D space) frame-
work represents the initiation and time-dependent propagation of
crevasses and rifts. We then investigate how mélange fill, mélange
strength, and rift–flank contact influence the rift path through
several parametric sensitivity studies. To demonstrate that the via-
bility of the proposed framework, we simulate the observed final
years of rifting on the Larsen C Ice Shelf that resulted in the calv-
ing of iceberg A68 in 2017 (Fig. 1). The paper is organized as fol-
lows: in Section 2, we describe the model equations and rift–flank
boundary scheme; in Section 3, we present the parametric studies;
in Section 4, we discuss the results; and in Section 5, we offer
concluding remarks.

2. Model equations

In this section, we summarize the ice-flow model, the anisotropic
damage model, and the rift–flank boundary scheme. All model
equations are presented in indicial notation: vectors are notated
as a = aiêi, where i are the spatial indices of the Cartesian coord-
inate system (x1, x2, x3) = (x, y, z) and êi are orthonormal basis
vectors; second-order tensors are denoted as A = Aij êi ⊗ êj,
where ⊗ is the dyadic product of the Cartesian base vectors;
and principal values of the tensor are denoted as 〈Ai〉. We
adopt Einstein’s convention where repeated spatial indices
imply summation.

2.1 Ice flow model

We simulate ice flow with the two-dimensional (2-D) shallow
shelf approximation (SSA), which is most appropriate for ice
shelves and ice streams that have minimal or no basal drag, so
that vertical shear is negligible (Macayeal, 1989; Huth and others,
2021a). The SSA is derived by assuming incompressibility and
that the vertical normal stress is equal to the overburden pressure,

and neglecting vertical shear stress from the Stokes equations and
vertically integrating, yielding:

∂Mij

∂xj
− (tb)i = rgH

∂s
∂xi

, (1)

where i, j∈ {1, 2} are the spatial indices in the horizontal x1–x2
plane, ρ is the ice density, g is the gravitational acceleration, H is
the ice thickness, and s is the surface height above sea level.
Parameter (τb)i is the basal traction, which is non-zero for
grounded ice only, and is described here using a linear friction
law:

(tb)i = b̂
2
vi, (2)

where b̂
2
is a positive basal friction coefficient, and vi is the vel-

ocity. In (1), the vertically integrated stress tensor Mij is defined as

Mij = 2!hH 1̇ij + (1̇11 + 1̇22)dij
( )

, (3)

where 1̇ij = (1/2)(∂vi/∂xj + ∂vj/∂xi) is the strain-rate tensor
defined as the symmetric gradient of the velocity field and δij is
the Kronecker delta. The depth-averaged viscosity !h is defined as

!h = 1
2
!B1̇(1−n)/n

II , (4)

where n is the Glen’s flow law exponent (Glen, 1955) and 1̇II is the
second invariant of the strain rate tensor. Herein, we define the
depth averaged ice rigidity !B as

!B = E−1/n!BT, (5)

where E is an enhancement factor commonly associated with fab-
ric variations that can vary spatially in the horizontal plane.
Parameter !BT is the vertical average of the temperature-dependent
ice rigidity BT(z):

!BT = 1
H

∫s

b
BT(z) dz, (6)

where b is the ice-shelf draft and BT(z) is calculated from the
depth-varying temperature field T(z) using the standard
Arrhenius relation for ice (Cuffey and Paterson, 2010). The

Figure 1. NASA MODIS images of Larsen C ice shelf on (a) 3 December 2014 and (b) 11 November 2017, 4 months after calving of iceberg A68. The blue star in (a)
marks the initial tip position of the rift that propagated to calve iceberg A68. The yellow arrow in (a) indicates a damaged region, shown in detail in (c), that was not
captured in the inversion (Fig. 5c). BIR, Bawden Ice Rise; GIR, Gipps Ice Rise; KP, Kenyon Peninsula.
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boundary condition at the ice front is

Mijn̂j =
1
2
rgH2 − 1

2
rwgb

2
( )

n̂i, (7)

where n̂ is the unit (outward) normal to the ice front and ρw is the
seawater density. The first and second terms in the parentheses
are the depth integrals of the pressures associated with ice and
seawater, respectively. Because the ice pressure exceeds seawater
pressure, this boundary condition acts such that it ‘pulls’ the ice
shelf seaward. Appropriate Dirichlet conditions for velocity are
enforced at all other boundaries. We solve the SSA using the
finite-element routine available in Elmer/Ice (Gagliardini and
others, 2013), which we modify to incorporate damage as
described below.

2.2 Anisotropic damage model

We use an SSA parameterization (Huth and others, 2021b) of the
anisotropic creep damage model that was calibrated for glacier ice
according to laboratory tests of ice creep to failure under uniaxial
tension (Pralong and Funk, 2005). Damage gradually accumulates
with time according to a stress-based evolution function, and is
incorporated into the vertically integrated momentum balance (1),
where it acts to decrease ice viscosity and increase deformation
rates for a given stress. The gradual evolution of damage can
represent micro/meso-scale crack formation to macro-scale brittle
fracture driving the propagation of full-thickness crevasses or
rifts, which is consistent with seismic observations (Bassis and
others, 2007). We evaluate the damage rate and track the damage
variable on the integration points (defined by Gaussian quadra-
ture) within each finite element, because the stresses are most
accurate at integration points used during the SSA finite-element
solution. We ignore advection for simplicity, which is justified
given the short timescale of our simulations.

2.2.1 Creep damage evolution
Damage is represented as a second-order tensor, D, which has
three real principal values, 〈Di〉. Each principal value represents
the ratio of the area of cracks to the originally undamaged area
along a principal plane normal to the respective principal direc-
tion, where the value of 〈Di〉 ranges from 〈Di〉 = 0 for undamaged
ice to a maximum value of 〈Di〉 = 1 for fully damaged ice. In the
SSA formulation, 〈D3〉 =D33 is always aligned with the vertical x3
axis and the other two principal components lie in the horizontal
plane.

As described in Pralong and others (2006), a linear transform-
ation between the effective stress s̃ (i.e. force per unit ice area,
ignoring cracks and voids) and the applied stress σ (force per
unit area of ice, including cracks and voids) can be defined
based on the tensorial damage variable as

s̃ij =
1
2
(sikwkj + wikskj), wij = (dij − Dij)

−1. (8)

Similarly, an effective strain rate can be defined as

˜̇1ij =
1
2
(1̇ikw−1

kj + w−1
ik 1̇kj)

′, (9)

where the prime denotes the deviatoric part obtained by subtract-
ing the mean of the diagonal components from each diagonal
component of the second-order tensor.

The rate of damage accumulation Ḋij can be obtained based on
the objective (Jaumann) rate of damage D as given by (Pralong

and Funk, 2005)

Ḋij =
∂Dij

∂t
= fij +WikDkj − DikWkj, (10)

where t is the time, W is the spin (vorticity) tensor with its
Cartesian components Wij = (1/2)(∂vi/∂xj− ∂vj/∂xi), and f is the
objective damage rate function

fij = B∗〈〈x− sth〉〉r
(

wklĵ
(1)
k ĵ

(1)
l

)k(

ĵ
(1)
i ĵ

(1)
j

)

. (11)

In the above equation, χ is the Hayhurst’s equivalent stress

x = a〈s̃1〉+ b

(((((((((((
3
2
s̃′
mns̃

′
mn

√
+ ls̃kk, (12)

which weights the damage response based on the maximum
(most tensile, with the convention that tension is positive) effect-
ive principal stress (weighted by α), the Von Mises stress
(weighted by β) and the effective hydrostatic stress (weighted by
λ = 1− α− β), where 0≤ α, β, λ≤ 1. Damage accumulation is
restricted to where χ exceeds the stress threshold, σth, according
to the Macaulay brackets 〈〈 ⋅ 〉〉 in (11), defined as

〈〈x〉〉 = x, if x ≥ 0,
0, if x , 0.

{
(13)

In (11), ĵ
(1)

is the eigenvector corresponding to the maximum
effective principal stress in the horizontal x1–x2 plane, so that dam-

age only accumulates on the plane normal to the ĵ
(1)

direction. The
other model parameters, B*, r and k, are empirical constants. All
parameter values are listed in Table 1, and their physical interpret-
ation is described in full in Pralong and Funk (2005) and Duddu
and Waisman (2012).

2.2.2 Implementation of damage within the SSA
The SSA only yields vertically integrated deviatoric stresses,
whereas damage evolution is defined in terms of the 3-D
Cauchy stress field. Therefore, we approximate the Cauchy stress
and calculate damage over 21 evenly spaced vertical layers asso-
ciated with each 2-D integration point (Fig. 2), where we also
store the 3-D temperature field. The vertical average of this 3-D
damage field is incorporated into the SSA to account for
damage-induced weakening of ice. Thus, our quasi-3-D modeling
framework accounts for the coupling between the 3-D stress field
determined from the 2-D ice flow model and the 3-D damage
field describing crevasse and rift propagation.

To calculate the Cauchy stress, we first calculate deviatoric
stress at the vertical coordinate z of each layer using the flow

Table 1. Ice and damage parameters common to simulations 1–5

Parameter Value Units

B* 5.23 × 10−7 MPa−r s−1

r 0.43 –
k 4 –
α 0.21 –
β 0.63 –
Dcrit 0.5 –
!Dcrit 0.8 –
lc 1 km
ρi 917 kg m−3

ρw 1028 kg m−3

zsl 0 m

Journal of Glaciology 3
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law (Glen, 1955)

s′
ij(z) = 2h(z) ˜̇1ij(z), (14)

where ˜̇1(z) is determined from (9), and the depth-dependent
isotropic viscosity is

h(z) = 1
2
E−1/nBT(z)1̇

(1−n)/n
II . (15)

Next, we calculate the Cauchy stress as

sij(z) = s′
ij(z)− peff (z)dij, (16)

where peff(z) is an ‘effective’ pressure parametrization that
accounts for the opposing seawater pressure that penetrates into
basal crevasses (Keller and Hutter, 2014)

peff (z) = pi(z)− pw(z). (17)

In the above equation, pi(z) = rg(s− z)− s′
11(z)− s′

22(z) is the
ice pressure used to derive the SSA under the hydrostatic assump-
tion (Greve and Blatter, 2009) and pw is the basal water pressure.
If a layer is above sea level or is only associated with a surface cre-
vasse (i.e. it is not the basal layer and at least one deeper layer is
undamaged) then pw(z) = 0; else, pw(z) = ρwg(zsl− z), where zsl is
the sea level elevation. Here, we set zsl = 0.

Using these Cauchy stresses, the damage tensor components
may be updated on integration point layers as detailed in
Section 2.2.1. The complete numerical implementation of the
3-D damage update procedure is described in Huth and others
(2021b). It includes a Runge–Kutta–Merson scheme for updating
D, adaptive time stepping to restrict large changes in damage
between time steps, and a non-local integral damage scheme
(Duddu and Waisman, 2013) that alleviates mesh dependence
by spatially smoothing the change in D each time step over a non-
local length scale, lc. Additionally, we account for rapid damage
growth associated with brittle rupture by setting the maximum
principal component of 3-D damage to its maximum value of
one wherever it meets or exceeds a critical threshold Dcrit

(Duddu and Waisman, 2013). Subsequent damage evolution on
ruptured layers is only allowed through rotation of the damage
tensor via the spin terms in (10).

The effect of the 3-D damage field can be incorporated into
the vertically integrated SSA stress tensor using the effective strain

rate definition as

Mij =
∫s

b
2h(z) ˜̇1ij(z)+ ( ˜̇111(z)+ ˜̇122(z))dij

[ ]
dz. (18)

However, the above equation rewritten in a simplified form to
resemble (3) as

Mij = 2!hH !̇̃1ij + (!̇̃111 + !̇̃122)dij
( )

, (19)

where the effective strain rate !̇̃1 depends on the depth averaged
damage !D as

!̇̃1ij =
1
2
(1̇ik!w−1

kj + !w−1
ik 1̇kj)

′, !wij = (dij − !Dij)
−1. (20)

By equating (18) and (19), the expression for the depth-averaged
damage can be obtained as

!Dij =
/s
b Dij(z)BT(z) dz/s

b BT(z) dz
. (21)

We enforce an additional brittle rupture criterion on the
depth-averaged damage !D to capture rapid damage growth lead-
ing to full opening of a rift. This depth averaged rupture criterion
uses a unique critical damage threshold !Dcrit and maximum dam-
age value !Dmax, typically set close to 1. In practice, !Dmax must be
set less than the theoretical maximum damage value of one to
prevent the SSA from becoming ill-posed. Following Huth and
others (2021b), we set !Dcrit = 0.8. At any integration point, if
〈!D1〉 ≥ !Dcrit or all vertical layers have ruptured, we update all
principal components of !D to reflect that the point has fully failed
and now represents a rift. Here, we perform this update by setting
〈!D1〉 to !Dmax and the other principal components of !D to
!Dmax − 0.05. This adjustment retains a unique maximum princi-
pal component 〈!D1〉 that allows us to determine rift orientation,
which is required to track rift–flank contact (see Section 3). We
also set the gravitational driving stress to zero (ρgH (∂s/∂xi) = 0)
for rifted integration points.

2.3 Rift–flank boundary scheme

In this section, we discuss the derivation of the rift–flank boundary
condition, its implementation within the FEM–SSA framework,
and its modification for mechanically coherent mélange that trans-
mits stress between flanks. The rift–flank boundary condition
accounts for the surface forces arising from the contact between
rift–flank walls and the presence of mélange and seawater.

Figure 2. Flowline depiction of integration points (red),
which are each associated with a series of vertical layers
(blue) that are distributed evenly along their thickness.
Here, we use 21 vertical layers, where 3-D variables
such as damage and temperature are represented.
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2.3.1 Derivation of rift–flank boundary
We derive the boundary condition for rift–flank walls that takes a
similar form to the ice-front boundary condition (7), but also
accounts for the pressure on flank walls from ice mélange within
the rift (Fig. 3a) and full or partial contact between opposite rift–
flank walls (Fig. 3b). Partial contact can occur, for example, near
the top of rifts due to flexure and rotation of rift flanks (De Rydt
and others, 2018; Lipovsky, 2020). We denote the mélange thick-
ness as Hm and the corresponding ice mélange draft as

bm = Hm
r

rw
, (22)

assuming that ice mélange is in floatation and has the same dens-
ity as glacial ice. Similarly, we define a thickness of contact
between flank walls as Hc, which may also have a portion below
sea level, bc. The depth integrated boundary condition for pres-
sure on the rift–flank walls then takes the form

Mijn̂j =
1
2
rg H2 −H2

c − H2
m

( )
− 1

2
rwg b2 − b2c − b2m

( )[ ]
n̂i,

(23)

where mélange cannot co-exist at the same depth as contact
between rift flanks. Like the ice-front boundary condition (7),
this boundary force is oriented along the outward normal to
the rift–flank wall. Note that this expression is similar to one
derived by Larour and others (2014), except that we introduce
the Hc and bc terms that account for pressure from rift–flank con-
tact. Larour and others (2014) also considered friction between
rift flanks, as detected for longitudinal rifts along the shear mar-
gins where ice shelves meet the bay walls that constrain them.
Because this scenario is not applicable to the lateral rifting of
interest on the Larsen C Ice Shelf, we do not parameterize friction
between flanks here.

2.3.2 Implementation within the FEM–SSA damage framework
Typically, in the FEM framework, the rift–flank boundary may be
embedded into the mesh as a one-dimensional (1-D) interface

(i.e. comprised of the edges of 2-D finite elements). The corre-
sponding boundary condition over a 1-D rift–flank boundary
element can be applied, similarly to the SSA ice-front boundary
condition as discussed in the literature (e.g. Weis, 2001; Greve
and Blatter, 2009; Huth and others, 2021a). This involves integrat-
ing (23) over each 1-D boundary element Γrf so that its contribu-
tion to the residual force vector fiI for the node I is

∫

Grf

fI
1
2
rg H2 −H2

c −H2
m

( )
− 1

2
rwg b2 − b2c − b2m

( )[ ]
n̂i dG,

(24)

where ϕI are the standard nodal basis functions. However, evalu-
ating this integral requires explicitly defining the 1-D rift–flank
boundary and remeshing as the rift propagates. Instead, we evalu-
ate the contributions to the residual force vector over the 2-D rift
zone defined by fully damaged integration points, so that the
internal boundary condition can be enforced at run time as the
rift propagates, without requiring remeshing. For each 2-D elem-
ent, we map the contribution of the internal boundary to fiI as

∑nr

r=1

− ∂fI(xr)
∂xi

[
1
2
rg(H2 − H2

m − H2
c )−

1
2
rwg(b

2 − b2m − b2c)

]

I

wr|Jr|,

(25)

where nr is the number of fully damaged integration points within
the element, xr is the spatial coordinates, wr is the weight corre-
sponding to the integration point and |Jr| is the determinant of
the Jacobian matrix for the transformation between local (isopara-
metric) coordinates and global coordinates. To get an intuitive
sense of the mapping in Eqn (25), note that it closely resembles
(24) if it was converted into a volume integral with the divergence
theorem, and evaluated using Gaussian quadrature. However, the
difference is that here, the bracketed term containing the depth
integrals of the pressures from seawater, mélange, and rift–flank
contact is written as a nodal term that describe conditions at
rift–flank walls. We discuss how we determine the values of the
nodal mélange and contact thicknesses and drafts, used within
the bracketed term of (25), in Section 3.2.

A simple example of how (25) enforces the internal rift–flank
boundary condition on an ice shelf is given in Figure 4. The red
and blue dots within the finite elements (square gridcells)
represent fully damaged (rifted) and undamaged integration
points, respectively. There are six elements that are fully rifted
or fully failed (i.e. all integration points in these elements are
fully damaged), while all other elements are undamaged (i.e.
they only contain undamaged integration points). The arrows
indicate the direction and magnitude of the total contribution
from the internal boundary condition to f for each node, by evalu-
ating (25) over all elements. Note that this magnitude decreases as
x1 increases because the ice thickness decreases as x1 increases.
mélange and rift–flank contact are both absent in this example,
so that there is an open-water boundary condition, and
!Dmax ≈ 1 so that effectively no stress is transmitted between rift
flanks. Recalling that we also remove the gravitational driving
stress from rifted integration points, then the only non-negligible
contribution of a rift integration point to the model in Figure 4 is
through (25). In this case, our scheme behaves similarly to an
element-deletion scheme for any fully failed element, wherein
the failed element is removed from the mesh and (24) is applied
at the new boundaries that appear in its place (i.e. the edges that
the failed element had shared with non-failed elements). Note
that both our scheme and element-deletion schemes require
that the rift width, as represented by integration points, must

Figure 3. Schematic of the mechanics within an open rift that are parameterized by
the rift–flank boundary condition. (a) The pressures from seawater (blue) and ice
mélange (red) with thickness, Hm, partially oppose the pressure from ice shelf rift
flanks (gray). (b) Contact between rift flanks over a thickness, Hc, imparts a similar
opposing pressure (not shown) to mélange. We assume Hc is always aligned with
the rift–flank surface.

Journal of Glaciology 5
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span at least one element in order to approximate the forces asso-
ciated with inserting a sharp crack into the mesh. This require-
ment is satisfied in the non-local damage formulation by using
a mesh resolution that is sufficiently smaller than the characteris-
tic non-local damage length, lc. Furthermore, note that this
scheme is most accurate when using consistent element sizes
throughout the mesh, e.g. a regular grid. For irregular meshes,
the metric term or weighting in (25) may need to be modified
to accurately calculate force at the nodes.

2.3.3 Modification for coherent mélange
The above rift–flank boundary scheme can be easily modified to
account for mechanically coherent mélange that transmits stress
between flanks. For example, in our Larsen C simulations (see
Section 3.3), we consider decreasing !Dmax in some regions as an
ad hoc approach to assess the influence of a coherent mélange,
in lieu of implementing a more complicated granular rheological
model (e.g. Amundson and Burton, 2018). Stress transmission
between flanks is also possible without mélange, where horizontal
compressive stress could be transmitted between rift flanks that
are in contact. While not applicable to our Larsen C simulations,
such a situation could occur if a rift is actively closing. This effect
could be accounted for using tension/compression asymmetry
schemes (e.g. Murakami, 1988).

3. Simulations of rifting on Larsen C Ice Shelf

We perform parametric studies on the rift propagation on the
Larsen C Ice Shelf that led to the calving of iceberg A68 in
2017. We start from an initial rift configuration that roughly cor-
responds to its state in late 2014, which was held through early

2015. At this point, the rift had already propagated from Gipps
Ice Rise (GIR), as indicated by the star in Figure 1a marking
the rift tip. We run several simulations of the subsequent rift
propagation and ice flow evolution from this initial configuration
with and without the new rift boundary scheme. The simulations
with the rift boundary scheme differ in the application of mélange
and flank contact conditions, in order to investigate their role in
controlling the rift path. By performing this study on the Larsen C
Ice Shelf, we also aim to demonstrate that our damage model can
simulate observed rifting. In the following sections, we describe the
initial model configuration, the approach used to track rift–flank
contact and assign rift–flank boundary conditions during the simu-
lations, and the setup and results for each rifting simulation.

3.1 Initial configuration

To develop the initial model state, we establish the ice geometry,
solve for 3-D temperature, and determine fields for the basal fric-
tion coefficient, the enhancement factor and an initial damage.
While our study focuses on ice-shelf processes, the model domain
also comprises all grounded ice within the Larsen C ice-sheet–ice-
shelf system. Inclusion of grounded ice is necessary to capture
advection into the ice shelf during the temperature solution; it
is also necessary because rift propagation during the prognostic
(i.e. forward-in-time) simulations can affect ice velocity both
throughout the ice shelf and upstream of the grounding line.
We determine the initial ice geometry from satellite observations,
as described in Appendix A. We use the same 0.5 km node spa-
cing for both this initialization procedure and the rifting
simulations.

We determine a 3-D temperature field as it is required to cal-
culate BT(z) using the standard Arrhenius relation for ice and its
vertical average !BT. Recall that BT(z) influences the 3-D viscosity
field in Eqn (15) and !BT influences the vertically averaged viscos-
ity through Eqns (4) and (5). We summarize our procedure to
determine the 3-D temperature field in Appendix B, and the
resulting !BT field is shown in Figure 5a.

We determine the basal friction coefficient, enhancement fac-
tor and initial damage fields using an inversion procedure that
minimizes mismatch between observed and modeled velocities.
The observed velocities are derived from a smoothed compilation
of 2015 Landsat-8 data (Pope, 2016) with minimal infilling of
gaps in coverage using the 2015–16 MEaSUREs data mosaic
(Rignot and others, 2017). In lieu of an anisotropic inversion
scheme, we define the initial damage field as an isotropic, verti-
cally averaged field !D, to simply incorporate it into the SSA solu-
tion as part of the vertically averaged ice rigidity field, !B in (4)
(e.g. Borstad and others, 2013, 2016; Sun and others, 2017).
Therefore, we express !B based on the isotropic vertically averaged
damage as

!B = (1− !D)E−1/n!BT. (26)

We designed our inversion procedure to optimize both the
basal friction coefficient b̂

2
(in grounded regions), and the verti-

cally averaged ice rigidity !B (e.g. Fürst and others, 2015), with
additional treatment to separate the contributions of E and !D to
!B. While there is no unique solution for how to separate these
variables, we aim to determine a !D field with sharp gradients
aligned with observed fractures, and a smoother E field that
describes gradual changes to ice fabric over the domain. A conse-
quence of the smooth E field is that during the prognostic simula-
tions, the rift propagates into a region with smooth spatial
variations of ice stiffness, which was inferred without overfitting.
This effect helps ensure that inferred ice stiffness influences the
simulated rift paths less than changing rift–flank boundary

Figure 4. Example of the direction (arrows) and magnitude (arrow color and size) of
the total contribution from the internal rift–flank boundary condition to the nodal
residual force vector, by evaluating the mapping in Eqn (24) over all elements.
Each arrow is associated with a node (black points) in the mesh, which is a regular
grid of square finite elements (gridcells). Each element edge (black lines) has a length
of 1 km. The four dots within each element are integration points. Red dots represent
fully damaged (rifted) integration points and blue dots represent undamaged inte-
gration points. Here, the domain is a floating ice shelf. There is no mélange or
rift–flank contact in this example, so that the rift flanks have an open-water boundary
condition like at the ice front. Ice and seawater density match those given in Table 1.
Thickness decreases in the x1 direction from 410 m at the far left side of the domain
to 290 m on the far right side.
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treatments between simulations does, so that we can more clearly
investigate how these boundary treatments alone affect rifting. We
fully describe the inversion scheme in Appendix C, and the rele-
vant !B, !D and E fields are plotted in Figure 5.

While the inferred initial damage is 2-D and isotropic, we
emphasize that all new damage accumulation during the prognos-
tic simulations is 3-D and fully anisotropic, and is incorporated
into the SSA as described in Section 2.2.2. It is possible to convert
the inferred 2-D damage into a 3-D field by assuming a vertical
distribution of damage, so that the resulting 3-D field can then
accumulate additional damage during forward modeling.
However, during the prognostic simulations, we do not allow sub-
sequent damage accumulation over areas where non-zero iso-
tropic 2-D damage was inferred, for two reasons: (1) besides the
rifting in question, imagery does not show major changes in frac-
ture on the shelf during our time frame of interest; and (2) we are
only focused on the propagation of the A68 rift into the undam-
aged ice near the ice front, where we aim to isolate the effect that
varying the rift–flank boundary treatments between simulations
has on the rift paths. Isolating this effect requires that damage
elsewhere on the shelf remains consistent between simulations,
as new damage anywhere on the shelf changes stresses throughout
the shelf, impacting rifting. Therefore, we disallow subsequent
damage evolution in regions with inferred damage, and also in
the immediate vicinity of Gipps and Bawden ice rises, which
are pinning points where changes in damage could substantially
influence stress throughout the shelf.

Before performing the prognostic simulations, we make two
modifications to the initial damage field, which are reflected in
Figure 6: first, the inferred damage is unrealistically diffuse so
that it does not clearly represent the initial A68 rift, so we redraw

it as a sharper rift of fully damaged points, along which we assess
the effects of varying rift–flank boundary conditions during the
simulations. Second, we initialize an additional region of damage
that is observed near the center of the ice front, but not captured
during the inversion possibly because it has too minimal of an
impact on the smoothed velocity observations. In this region,
we assign anisotropic damage corresponding to crevasses oriented
normal to the ice flow direction, i.e. opening in the direction of
flow. In agreement with observations (yellow arrow in Figs 1a, c),

Figure 5. Results from the inversion scheme used to separate the three field variables contributing to !B: (a) contribution to !B from temperature, !BT; (b) !B from the
first inversion; (c) extracted isotropic damage field, !D; (d) !B from the second inversion; (e) extracted enhancement factor, E, and (f) velocity field from the second
inversion.

Figure 6. Initial damage field used in the prognostic model of the Larsen C Ice Shelf
rift propagation. The redrawn initial rift is plotted here with !Dmax = 0.995. The arrow
identifies the additional damage initialized along the front. BIR, Bawden Ice Rise; GIR,
Gipps Ice Rise.

Journal of Glaciology 7

/����	  ��0��7. ������� 1�.����������:�20�/�����20������

3�70�.����0��7�0����7���

https://doi.org/10.1017/jog.2023.71


this damage acts to arrest spurious rifting that can otherwise ori-
ginate from this section of the ice front due to radial spreading
during some prognostic simulations. For each point in this region,
we assign a vertical damage profile described by fully damaged
surface and basal crevasses, separated by an undamaged region
consistent with some thickness of ice that is floating in hydrostatic
equilibrium. We interpolate this profile to the vertical layers of
each integration point, where the undamaged thickness is calcu-
lated so that the depth-averaged maximum-principal damage at
each point equals 0.5.

3.2 Implementation of the rift–flank boundary scheme

Implementing our rift–flank boundary scheme (Section 2.3)
within a prognostic, time-varying simulation requires a method
to track the evolution of the rift–flank contact with changes in
the rift width. For the simulations here that use the rift–flank
boundary scheme, we initially assign full contact between flanks
for any new rifting. We assume that the flanks gradually separate
as the rift widens because bending effects should cause them to
remain in contact near the surface for longer than the base.
Other processes may also contribute to enhanced contact between
flanks, such as fully or partially calved ice blocks, refreezing of
seawater or perhaps a combination of a few degrees of misalign-
ment of the vertical rift plane with the z-axis and buoyancy forces
(Walker and Gardner, 2019). However, we assume for simplicity
that bending is the primary mechanism of enhanced contact
here so that the contact region is always aligned with the top of
the rift flanks and bc = max( − (s− zsl−Hc), 0). While the bend-
ing of rift flanks is not captured within the SSA, we approximate
its effect here by linearly decreasing the contact thickness as the
rift widens. To do this, we first save the orientation of the rift at full-
thickness rupture of an integration point by setting the maximum
principal 2-D damage component, 〈!D1〉, to !Dmax, while the other
principal 2-D damage components are set to slightly lower values
of !Dmax − 0.005. As a proxy for rift widening, we track the accumu-
lated strain, 1r, in the 〈!D1〉 direction (i.e. the rift-opening direction)
on each rifted integration point. A new rift point is initially assigned
1r = 0, and 1r evolves on subsequent time steps as

1m+1
r = max 1mr + !̇1

m
r Dt

m, 0
( )

, (27)

wherem is the time-step counter and Δt is the size of the time step.
Parameter !̇1r is the non-local strain rate in the rift-opening direction
at the integration point, calculated as the average of all neighboring
integration points within a radius lc. Without this non-local
averaging, 1m+1

r tends to increase at the center of the rift width com-
pared to the edges, potentially causing error in how the pressure on
rift–flank walls is applied. Then, we convert 1r to a fraction of con-
tact, Fc = max(1− 1r/1max

r , 0), so that contact linearly varies

between 100% at initial full-thickness rupture (1r = 0) to 0%
when 1r ≥ 1max

r . Here, we set 1max
r = 0.04 for all simulations.

We discuss the selection of the value of 1max
r and its influence

on rift behavior in Section 4. An example 1r field is given in
Figure 7, which is taken from simulation 3 in Section 3.3. After
calculating Fc, we linearly interpolate it to nodes and calculate the
nodal contact thickness in (25) as (Hc)I = (Fc)I HI, as well as the
corresponding (bc)I.

The nodal mélange thickness is determined similarly to the
thickness of rift–flank contact as (Hm)I = (Fm)I HI, where Fm is
a constant mélange fraction that we assign at specified integration
points and interpolate to nodes. We determine (bm)I assuming
that the mélange is freely floating. In the simulations, we never
allow mélange and rift–flank contact to coexist at the same
point, thereby guaranteeing that mélange and contact thicknesses
do not overlap within a vertical rift profile.

3.3 Rifting simulations and results

We present five prognostic rifting simulations that demonstrate
the model performance under different ‘what-if’ scenarios. The
results are reported in Figure 8, where each row (S1–S5) corre-
sponds to one of the simulations (e.g. row S1 corresponds to
simulation 1). The columns provide a description of the simula-
tion setup, the rift widening rate (1̇r) averaged over 0.01 years
(∼4 d) after the rift begins propagating, and the final damage
fields (i.e. rift paths), upon calving.

We describe themotivation, setup and results for each simulation
in the subsections below. Most of these simulations test either an
extreme end-member of range of possible rift-boundary treatments
(e.g. 100% vs 0% mélange fill), or realistic conditions for mélange
fill within the rift (e.g. partial mélange fill that is inviscid vs mechan-
ically coherent). Rift treatments are varied between simulations along
the initialized portion of the rift, and in some cases for any newly pro-
pagated portion of the rift. However, all simulations are assigned an
open-water (i.e. no mélange) boundary condition for the portion of
the initialized rift that borders Gipps Ice Rise (GIR), which is indi-
cated by the small blue region next toGIR in theDescription column
ofFigure 8 in rowS4. In addition tovarying the rift treatment between
simulations, we also assign each simulation a unique damage stress
threshold (σth), set low enough to allow rift propagation but high
enough to avoid excess damage accumulation elsewhere. Adjusting
σth in this way yields the sharpest and most realistic rifting possible,
therebyoptimizing each simulation topotentiallymatch the observed
rifting. This adjustment is not strictly necessary, as we can set the
sameσth between all simulations andobtain similar, butmore diffuse,
rift paths (Supplementary Fig. S1). However, note that if we set σth
much lower, the resulting excess damage accumulation throughout
the domain can change ice-shelf stresses enough to influence the
rift path.

Figure 7. Accumulated strain, 1r , used as a proxy for
tracking rift widening, in the rift-opening direction
(blue arrows of the inset) as the rift propagates in
experiment 3, with 1max

r = 0.04.
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Simulation 1: No rift boundary scheme, !Dmax ≈ 1

In simulation 1 (Fig. 8, row S1), we implement the damage model
without the rift boundary scheme (except for the open-water
boundary next to GIR) and set !Dmax = 0.995 ≈ 1 so that effect-
ively no stress is transmitted between rift flanks; this approach

is equivalent to implementing the rift boundary scheme under
the end-member assumption that rift flanks are always in contact,
or alternatively, always fully filled with inviscid mélange that does
not transmit stress. This approach is also consistent with many
previous SSA damage models (e.g. Albrecht and Levermann,
2012, 2014; Sun and others, 2017), though the underlying damage

Figure 8. Results of the five rifting simulations (S1–S5), including (left column) a summary of the initial setup for each experiment; (middle column) the rate of rift
widening, 1̇r, averaged over the first 0.01 years of rift propagation and (right column) the final maximum principal damage fields, 〈!D1〉, upon calving. Note 1̇r for S1
is plotted on a different scale than the other simulations. The damage plots use the same colormap as Figure 6. GIR, Gipps Ice Rise.
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models differ. We set σth = 0.7 MPa, and the rift propagates to the
ice front much more acutely than observed (Fig. 1b). Notably, as
rift propagation begins, the simulated maximum ice velocity
downstream of the rift is ∼80 km a−1 while the respective
observed velocities (Pope, 2016) were under ∼1 km a−1 (Fig. 5f).
The rift widening rate from this simulation is also much greater
than the other simulations below.

Simulation 2: No rift boundary scheme, smaller !Dmax

The setup of simulation 2 (Fig. 8, row S2) is identical to simula-
tion 1 except that we lower !Dmax to 0.86 and set σth to 0.21 MPa.
This simulation tests an ad hoc approach to controlling rifting by
adjusting !Dmax, as performed in a previous study on an idealized
geometry (Huth and others, 2021b). Due to the smaller !Dmax,
some stress is transmitted between flanks, which restrains the nas-
cent berg from separating from the ice shelf as quickly as in simu-
lation 1; at the start of rift propagation, the simulated maximum
ice velocity downstream of the rift is ∼1.2 km a−1, greatly reducing
the rate of rift widening as compared to simulation 1. Simulation
2 yields a final rift path that matches observations more closely
than simulation 1, illustrating this ad hoc rift scheme as a simple
alternative to the internal rift boundary scheme for achieving
more realistic rift paths. However, the simulated rift path is not
as arcuate (curved) as the observed rift path. Furthermore, this
ad hoc scheme represents rifts by means of ‘damage softening’,
as opposed to modeling rifts as a discontinuity when using the
internal rift–flank boundary scheme. This ad hoc scheme lacks
a physical interpretation, so tuning to account for specific rift
boundary conditions is challenging.

Simulation 3: Rift boundary scheme, no mélange

In simulation 3 (Fig. 8, row S3), we implement the rift boundary
scheme with ‘no mélange’ conditions both within the initialized
rift and newly propagated portions of the rift. Thus, this simula-
tion tests the opposite end-member scenario to simulation 1. In
this case, !Dmax = 0.995 ≈ 1, and we start the simulation with
100% rift–flank contact at the initialized rift tip that linearly
decreases to 0% contact over 30 km from the tip, as indicated
by the black-to-white gradient in the Description column of
Figure 8 in row S3. We also set σth = 0.154MPa. The simulated
maximum ice velocity downstream of the rift at the start of rift
propagation matches observations well, at ∼0.9 km a−1, resulting
in a slowly widening rift. However, unlike simulation 2, essentially
no stresses are transmitted between flanks. Instead, these veloci-
ties and widening are smaller compared to simulation 1 because
the open water boundary condition along much of the rift reduces
the net force pulling the flanks apart.

Simulation 4: Rift boundary scheme, weak mélange

Simulation 4 (Fig. 8, row S4) tests the effect of a realistic and
inviscid mélange. The setup is identical to simulation 3 except
for two modifications: (1) we permanently assign 40% inviscid
mélange fill where the initial rift is colored red in the
Description column of Figure 8, row S4; and (2) we set σth =
0.22 MPa. The mélange effectively does not transmit stress
because !Dmax = 0.995 ≈ 1. The inviscid mélange fill reduces the
ability of the rift to resist opening, yielding maximum velocities
downstream of the rift at the start of propagation of ∼1.8 km
a−1, which is roughly twice the respective observed velocities.
This simulation has an increased rate of rift widening around
GIR as compared to simulations 2, 3 and 5 (Fig. 8, column 2),
which better simulate the observed rift path. In other words,
the nascent berg is rotating away from GIR faster. The resulting

rift path lies between the end cases of simulation 1 (i.e. no rift
boundary condition, or 100% mélange fill that does not transmit
stress) and simulation 3 (i.e. rift boundary condition with no
mélange).

Simulation 5: Rift boundary scheme, mechanically coherent
mélange

Simulation 5 (Fig. 8, row S5) tests the effect of a realistic and
mechanically coherent mélange that transmits stress between rift
flanks. The setup of this simulation is identical to simulation 4,
except that we lower !Dmax = 0.98 wherever the 40% mélange
fill is applied and set σth = 0.165 MPa. The usual !Dmax = 0.995
is set everywhere else. In the mélange regions, decreasing !Dmax
from 0.995 to 0.98 locally quadruples the minimum ice stiffness,
which scales with (1− !Dmax). Thus, the mélange can transmit
some stress between flanks and acts to ‘hold’ them together.
Simultaneously, the rift pressure boundary condition is active in
this simulation, and reduces the net force pulling the flank walls
apart from each other, so long as the rift–flank contact is
<100%. Thus, simulation 5 is a hybrid of simulations 2–4. It
achieves velocities downstream of the rift and a rift path that
are consistent with observations.

4. Discussion

Our results demonstrate how rift–flank boundary conditions and
mélange strength can influence the rift path. A greater amount of
weak (inviscid) mélange fill or contact between rift flanks
decreases the rift–flank boundary force (23), which is oriented
normal and outward to each rift flank. As demonstrated in simu-
lations 1 and 4, this effect increases rift-widening rates (i.e.
increases velocities downstream of the rift), especially near
Gipps Ice Rise, which diverts the rift path toward the ice front
at a more acute angle than for simulations characterized by smal-
ler rift-widening rates (i.e. smaller downstream velocities). Smaller
rift-widening rates result from the opposite conditions – a lower
amount of weak mélange fill or contact between flanks – or
from stronger mélange fill that can transmit sufficient stresses
between flanks to slow them from separating. The rift paths in
simulations 3 (‘no mélange’) and 5 (‘strong mélange’), which
are associated with smaller rift-widening rates, closely matched
the observed rift paths; whereas, the rift paths for simulations
associated with weak mélange and increased rift-widening rates
(simulations 1 and 4) did not. Though varying amounts of
mélange fill were measured within the rift near GIR (Larour
and others, 2021), we cannot fully confirm that our ‘strong
mélange’ simulation is the most accurate representation of the
observed rifting, for two reasons: (1) for simplicity, we approxi-
mated the rift system near GIR as a single rift, but satellite
imagery suggests it was actually a system of two rifts separated
by a thin strip of intact ice until calving, which could have con-
tributed to the overall stress regime of the rift; and (2) the
observed mélange fill possibly separated from the rift–flank
walls or stretched thin as the rift widened, thereby transitioning
to the ‘no mélange case’ over time, but we hold mélange condi-
tions constant over time. To improve the accuracy of our
approach for determining the processes that drove the Larsen C
rifting, we would need to implement the observed complex rift
geometry and spatiotemporally varying mélange conditions.

Our simulations only vary mélange fill and !Dmax, while hold-
ing all other damage and rift–flank boundary parameters con-
stant. However, there are likely other combinations of these
constant parameters that may yield similar modeled rift paths.
For example, there is little observational guidance for choosing
an appropriate value for 1max

r . Nevertheless, only the most
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extreme values of 1max
r seem to have a strong impact on rifting.

Setting 1max
r too close to its lower limit of zero will effectively

eliminate rift–flank contact. Such lack of rift–flank contact will
prevent the rift in the ‘no mélange’ simulation (simulation 3)
from propagating for any damage stress threshold, σth.
Conversely, setting 1max

r to a large value effectively prevents rift
flanks from separating, resulting in greatly increased velocities
downstream of the rift and rapid rift propagation, which can
influence the rift path like in simulation 1. In simulations 3–5,
we aimed to set 1max

r so that the only effect of rift–flank contact
was to consistently enable rift propagation by locally increasing
stress at the rift tip, without excessive flank contact that could
noticeably influence the rift path. This approach allowed us to
solely attribute any differences in rift paths between the simula-
tions to their individual mélange conditions, rather than also hav-
ing to consider the effects of rift–flank contact on the rift path.

Even though the exact extent of rift–flank contact does vary
during and between simulations 3–5, the resulting influence on
rift-widening or velocities downstream of the rift is smaller than
that from varying the mélange conditions between the simula-
tions. For example, as compared to simulations 3 (‘no mélange’)
and 5 (‘strong mélange’), simulation 4 (‘weak mélange’) averages
about half the extent of rift–flank contact, but has consistently
greater rift-widening rates and velocities downstream of the rift,
with roughly twice as high rift-widening rates at the onset of
propagation as shown in Figure 8. Therefore, these rift-widening
rates and downstream velocities must have increased more by the
presence of weak mélange in simulation 4, than decreased by the
relatively small extent of rift–flank contact. In fact, it is likely in
this case the extent of rift–flank contact is small because weak
mélange increases rift-widening rates and causes rift flanks to sep-
arate and lose contact more quickly.

While a range of 1max
r may be appropriate, decreasing 1max

r
may prevent rifting unless σth is decreased as well. Conversely,
if increasing 1max

r , it may be advantageous to increase σth to pre-
vent excess diffuse damage from growing around the rift tip.
Unfortunately, both the extent of rift–flank contact, as controlled
by 1max

r in our parameterization, and σth are poorly constrained.
There are few ground-penetrating radar profiles of rift–flank con-
tact available to guide our rift–flank contact parameterization (De
Rydt and others, 2018), which are unlikely to be representative of
all ice shelves. Moreover, it is not so clear how to even use radar
profiles to calibrate 1max

r . Another set of potentially poorly con-
strained parameters are the weights in the Hayhurst stress criteria,
a wide range of whose values seem capable of producing similar
results. For example, Figure 9 shows how similar results for

simulation 5 can be obtained when weighting the Hayhurst cri-
teria entirely by the tensile effective stress (α = 1), rather than
using the Von Mises-dominant weighting that we apply otherwise
(Table 1). However, it is possible that the Hayhurst weights may
have a more substantial effect on diffuse damage accumulation
far from the rift tip, which is typically associated with crevassing.
We do not assess this effect here because our focus is on under-
standing the role of rift–flank boundary processes on rift propa-
gation. We only selected one set of model parameters (e.g. 1max

r
and the damage constants) sufficient to study these rift–flank pro-
cesses and simulate observed rifting, but other combinations of
model parameters may be equally effective.

5. Conclusions

We successfully simulated observed rifting in Larsen C Ice Shelf
that led to the calving of iceberg A68, using a combined inverse
and forward computational framework based on vertically inte-
grated viscous ice-shelf flow and anisotropic damage formula-
tions. The inversion scheme separates the contributions from
damage and the enhancement factor to the inferred ice rigidity.
This scheme gives a depth-averaged isotropic damage field that
largely resembles observed major rifting and fracture features,
and a smoother enhancement factor that may better represent
gradual changes in fabric. The forward ice flow and damage
model incorporates rift–flank boundary processes as an internal
boundary condition, which may be enforced at run time as the
rift propagates, within a finite-element framework. These bound-
ary processes include contact between rift flanks and backpressure
on rift–flank walls from ice mélange that may also transmit stress
between flanks. Through our Larsen C rifting simulations, we
found that rift–flank contact, mélange thickness, and mélange
strength inside rifts can influence the rift path. Increased contact
or weak mélange resulted in a smaller iceberg, and decreased con-
tact or strong mélange resulted in a larger iceberg. Furthermore,
the results of our rifting simulations lend support for the argu-
ment that gravity-driven viscous stress is sufficient to drive rifting
consistent with observations, even without including other mech-
anical processes, such as ice-shelf flexure in response to the
impact of ocean swells.

The current modeling framework is based on the shallow shelf
approximation (SSA) of ice flow. While computationally efficient,
the SSA ignores bending effects and vertical shear that may influ-
ence damage evolution, and a parameterized pressure is required
to calculate the 3-D Cauchy stress field needed to evolve damage.
It may be advantageous to implement a different flow approxima-
tion or an alternative pressure parameterization. Future studies
may also consider modifying our inversion procedure to extract
anisotropic damage, and convert to 3-D damage according to
observed crevasse depths (e.g. from ICESat-2); this could allow
further evolution of the inferred damage field within prognostic
simulations, which we did not consider herein. Finally, future
research should focus on developing more physically based and
climate-coupled representations of the rift–flank boundary pro-
cesses, such as a granular rheology model for mélange and a par-
ameterization of how it grows and decays over time based on
environmental forcings. Developing these representations and
implementing them within our SSA-damage approach would be
a major step toward a comprehensive modeling framework that
can simultaneously represent ice flow, melt, rifting and tabular
calving. Such a modeling framework would better simulate how
ice-shelf weakening may progress, thereby improving projections
of ice-sheet evolution and sea-level rise associated with changes in
ice-shelf buttressing.

Supplementary material. The supplementary material for this article can
be found at https://doi.org/10.1017/jog.2023.71

Figure 9. Final vertically averaged maximum principal damage field (at 1.57 years)
when running simulation 5 (S5) with α = 1, β = 0 and σth = 0.1 MPa.
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Data. The model source code, input data, and experiment setups needed to
run the rifting simulations are available at https://doi.org/10.5281/zenodo.
8250782.

Acknowledgements. We thank two anonymous referees and the Editor
Douglas Brinkerhoff for their useful suggestions that greatly improved
readability of the paper. A. Huth acknowledges support from NSF Office of
Polar Programs via grantNo. 2139002. R.Duddu and B. Smith acknowledge fund-
ing support from NASACryosphere award No. 80NSSC21K1003. R. Duddu also
acknowledges funding support from NSF Office of Polar Programs via CAREER
grant No. PLR-1847173. O. Sergienko acknowledges award NA18OAR4320123
from the National Oceanic and Atmospheric Administration, U.S. Department
of Commerce. The statements, findings, conclusions and recommendations are
those of the authors and do not necessarily reflect the views of the National
Oceanic and Atmospheric Administration, or the U.S. Department of
Commerce. The authors acknowledge GFDL resources made available for this
research.

References

Albrecht T and Levermann A (2012) Fracture field for large-scale ice dynam-
ics. Journal of Glaciology 58(207), 165–176. doi:10.3189/2012JoG11J191

Albrecht T and Levermann A (2014) Fracture-induced softening for
large-scale ice dynamics. The Cryosphere 8(2), 587–605. doi:10.5194/
tc-8-587-2014

Amundson JM and Burton JC (2018) Quasi-static granular flow of ice
mélange. Journal of Geophysical Research: Earth Surface 123(9), 2243–
2257. doi:10.1029/2018JF004685

Arrigo KR, van Dijken GL, Ainley DG, Fahnestock MA and Markus T
(2002) Ecological impact of a large Antarctic iceberg. Geophysical
Research Letters 29(7), 8-1–8-4. doi:10.1029/2001GL014160

Bassis JN, Coleman R, Fricker HA and Minster JB (2005) Episodic propaga-
tion of a rift on the Amery Ice Shelf, East Antarctica. Geophysical Research
Letters 32(6), L06502. doi:10.1029/2004gl022048

Bassis JN, and 7 others (2007) Seismicity and deformation associated with
ice-shelf rift propagation. Journal of Glaciology 53(183), 523–536. doi:10.
3189/002214307784409207

Bassis JN, Fricker HA, Coleman R and Minster JB (2008) An investigation
into the forces that drive ice-shelf rift propagation on the Amery Ice Shelf,
East Antarctica. Journal of Glaciology 54(184), 17–27. doi:10.3189/
002214308784409116

Borstad CP, Rignot E, Mouginot J and Schodlok MP (2013) Creep deform-
ation and buttressing capacity of damaged ice shelves: theory and applica-
tion to Larsen C Ice Shelf. The Cryosphere 7(6), 1931–1947. doi:10.5194/
tc-7-1931-2013

Borstad C, and 5 others (2016) A constitutive framework for predicting weak-
ening and reduced buttressing of ice shelves based on observations of the
progressive deterioration of the remnant Larsen B Ice Shelf. Geophysical
Research Letters 43(5), 2027–2035. doi:10.1002/2015gl067365

Castelnau O, Duval P, Lebensohn RA and Canova GR (1996) Viscoplastic
modeling of texture development in polycrystalline ice with a self-consistent
approach: comparison with bound estimates. Journal of Geophysical
Research: Solid Earth 101(B6), 13851–13868. doi:10.1029/96JB00412

Clayton T, Duddu R, Siegert M and Martínez-Pañeda E (2022) A stress-
based poro-damage phase field model for hydrofracturing of creeping gla-
ciers and ice shelves. Engineering Fracture Mechanics 272, 108693. doi: 10.
1016/j.engfracmech.2022.108693

Cuffey KM and Paterson WSB (2010) The physics of glaciers. Amsterdam:
Academic Press.

Davis PE and Nicholls KW (2019) Turbulence observations beneath Larsen C
Ice Shelf, Antarctica. Journal of Geophysical Research: Oceans 124(8), 5529–
5550. doi:10.1029/2019JC015164

De Rydt J, Gudmundsson GH, Nagler T, Wuite J and King EC (2018) Recent
rift formation and impact on the structural integrity of the Brunt Ice Shelf,
East Antarctica. The Cryosphere 12(2), 505–520. doi:10.5194/tc-12-505-2018

Duddu R and Waisman H (2012) A temperature dependent creep damage
model for polycrystalline ice. Mechanics of Materials 46, 23–41. doi: 10.
1016/j.mechmat.2011.11.007

Duddu R and Waisman H (2013) A nonlocal continuum damage mechanics
approach to simulation of creep fracture in ice sheets. Computational
Mechanics 51(6), 961–974. doi:10.1007/s00466-012-0778-7

Duddu R, Jiménez S and Bassis J (2020) A non-local continuum poro-
damage mechanics model for hydrofracturing of surface crevasses in
grounded glaciers. Journal of Glaciology 66(257), 415–429. doi: 10.1017/
jog.2020.16

Fürst JJ, and 7 others (2015) Assimilation of Antarctic velocity observations
provides evidence for uncharted pinning points. The Cryosphere 9(4),
1427–1443. doi:10.5194/tc-9-1427-2015

Gagliardini O, and 14 others (2013) Capabilities and performance of Elmer/
ice, a new-generation ice sheet model. Geoscientific Model Development 6
(4), 1299–1318. doi:10.5194/gmd-6-1299-2013

Glen JW (1955) The creep of polycrystalline ice. Proceedings of the Royal
Society of London Series A – Mathematical and Physical Sciences 228
(1175), 519–538. doi: 10.1098/rspa.1955.0066

Greene CA, Gardner AS, Schlegel NJ and Fraser AD (2022) Antarctic calving
loss rivals ice-shelf thinning. Nature 609, 948–953. doi: 10.1038/
s41586-022-05037-w.

Greve R and Blatter H (2009) Dynamics of ice sheets and glaciers. Berlin:
Springer.

Haseloff M and Sergienko OV (2022) Effects of calving and submarine melt-
ing on steady states and stability of buttressed marine ice sheets. Journal of
Glaciology 68(272), 1149–1166. doi:10.1017/jog.2022.29

Huth A, Duddu R and Smith B (2021a) A generalized interpolation material
point method for shallow ice shelves. 1: Shallow shelf approximation and ice
thickness evolution. Journal of Advances in Modeling Earth Systems 13(8),
e2020MS002277. doi: 10.1029/2020MS002277

Huth A, Duddu R and Smith B (2021b) A generalized interpolation material
point method for shallow ice shelves. 2: Anisotropic nonlocal damage
mechanics and rift propagation. Journal of Advances in Modeling Earth
Systems 13(8), e2020MS002292. doi: 10.1029/2020MS002292

Jimenez S and Duddu R (2018) On the evaluation of the stress intensity factor
in calving models using linear elastic fracture mechanics. Journal of
Glaciology 64(247), 759–770. doi: 10.1017/jog.2018.64

Jiménez S, Duddu R and Bassis J (2017) An updated-Lagrangian damage
mechanics formulation for modeling the creeping flow and fracture of ice
sheets. Computer Methods in Applied Mechanics and Engineering 313,
406–432. doi: 10.1016/j.cma.2016.09.034

Jongma JI, Driesschaert E, Fichefet T, Goosse H and Renssen H (2009) The
effect of dynamic–thermodynamic icebergs on the Southern Ocean climate
in a three-dimensional model. Ocean Modelling 26(1), 104–113. doi:10.
1016/j.ocemod.2008.09.007

Joughin I and MacAyeal DR (2005) Calving of large tabular icebergs from ice
shelf rift systems. Geophysical Research Letters 32(2), L02501. doi: 10.1029/
2004gl020978

Keller A and Hutter K (2014) Conceptual thoughts on continuum damage
mechanics for shallow ice shelves. Journal of Glaciology 60(222), 685–693.
doi:10.3189/2014JoG14J010

Larour E, Rignot E and Aubry D (2004) Processes involved in the propaga-
tion of rifts near Hemmen Ice Rise, Ronne Ice Shelf, Antarctica. Journal of
Glaciology 50(170), 329–341. doi:10.3189/172756504781829837

Larour E, and 5 others (2014) Representation of sharp rifts and faults
mechanics in modeling ice shelf flow dynamics: application to Brunt/
Stancomb–Wills Ice Shelf, Antarctica. Journal of Geophysical Research:
Earth Surface 119(9), 1918–1935. doi:10.1002/2014JF003157

Larour E, Rignot E, Poinelli M and Scheuchl B (2021) Physical processes
controlling the rifting of Larsen C Ice Shelf, Antarctica, prior to the calving
of iceberg A68. Proceedings of the National Academy of Sciences 118(40),
e2105080118.

Laufkötter C, Stern AA, John JG, Stock CA and Dunne JP (2018) Glacial
iron sources stimulate the Southern Ocean carbon cycle. Geophysical
Research Letters 45(24), 13377–13385. doi: 10.1029/2018GL079797

Lipovsky BP (2020) Ice shelf rift propagation: stability, three-dimensional
effects, and the role of marginal weakening. The Cryosphere 14(5), 1673–
1683. doi:10.5194/tc-14-1673-2020

Luckman A, and 5 others (2012) Basal crevasses in Larsen C Ice Shelf and
implications for their global abundance. The Cryosphere 6(1), 113–123.
doi:10.5194/tc-6-113-2012

Ma Y, Gagliardini O, Ritz C, Gillet-Chaulet F, Durand G and Montagnat M
(2010) Enhancement factors for grounded ice and ice shelves inferred from
an anisotropic ice-flow model. Journal of Glaciology 56(199), 805–812. doi:
10.3189/002214310794457209

Macayeal DR (1989) Large-scale ice flow over a viscous basal sediment –
theory and application to Ice Stream-B, Antarctica. Journal of Geophysical

12 Alex Huth and others

/����	  ��0��7. ������� 1�.����������:�20�/�����20������

3�70�.����0��7�0����7���

https://doi.org/10.5281/zenodo.8250782
https://doi.org/10.5281/zenodo.8250782
https://doi.org/10.5281/zenodo.8250782
https://doi.org/10.3189/2012JoG11J191
https://doi.org/10.5194/tc-8-587-2014
https://doi.org/10.5194/tc-8-587-2014
https://doi.org/10.5194/tc-8-587-2014
https://doi.org/10.5194/tc-8-587-2014
https://doi.org/10.5194/tc-8-587-2014
https://doi.org/10.1029/2018JF004685
https://doi.org/10.1029/2001GL014160
https://doi.org/10.1029/2004gl022048
https://doi.org/10.3189/002214307784409207
https://doi.org/10.3189/002214307784409207
https://doi.org/10.3189/002214308784409116
https://doi.org/10.3189/002214308784409116
https://doi.org/10.5194/tc-7-1931-2013
https://doi.org/10.5194/tc-7-1931-2013
https://doi.org/10.5194/tc-7-1931-2013
https://doi.org/10.5194/tc-7-1931-2013
https://doi.org/10.5194/tc-7-1931-2013
https://doi.org/10.1002/2015gl067365
https://doi.org/10.1029/96JB00412
https://doi.org/10.1016/j.engfracmech.2022.108693
https://doi.org/10.1016/j.engfracmech.2022.108693
https://doi.org/10.1029/2019JC015164
https://doi.org/10.5194/tc-12-505-2018
https://doi.org/10.5194/tc-12-505-2018
https://doi.org/10.5194/tc-12-505-2018
https://doi.org/10.5194/tc-12-505-2018
https://doi.org/10.1016/j.mechmat.2011.11.007
https://doi.org/10.1016/j.mechmat.2011.11.007
https://doi.org/10.1007/s00466-012-0778-7
https://doi.org/10.1007/s00466-012-0778-7
https://doi.org/10.1007/s00466-012-0778-7
https://doi.org/10.1007/s00466-012-0778-7
https://doi.org/10.1017/jog.2020.16
https://doi.org/10.1017/jog.2020.16
https://doi.org/10.5194/tc-9-1427-2015
https://doi.org/10.5194/tc-9-1427-2015
https://doi.org/10.5194/tc-9-1427-2015
https://doi.org/10.5194/tc-9-1427-2015
https://doi.org/10.5194/gmd-6-1299-2013
https://doi.org/10.5194/gmd-6-1299-2013
https://doi.org/10.5194/gmd-6-1299-2013
https://doi.org/10.5194/gmd-6-1299-2013
https://doi.org/10.1098/rspa.1955.0066
https://doi.org/10.1038/s41586-022-05037-w
https://doi.org/10.1038/s41586-022-05037-w
https://doi.org/10.1038/s41586-022-05037-w
https://doi.org/10.1038/s41586-022-05037-w
https://doi.org/10.1038/s41586-022-05037-w
https://doi.org/10.1017/jog.2022.29
https://doi.org/10.1029/2020MS002277
https://doi.org/10.1029/2020MS002292
https://doi.org/10.1017/jog.2018.64
https://doi.org/10.1016/j.cma.2016.09.034
https://doi.org/10.1016/j.ocemod.2008.09.007
https://doi.org/10.1016/j.ocemod.2008.09.007
https://doi.org/10.1029/2004gl020978
https://doi.org/10.1029/2004gl020978
https://doi.org/10.3189/2014JoG14J010
https://doi.org/10.3189/172756504781829837
https://doi.org/10.1002/2014JF003157
https://doi.org/10.1029/2018GL079797
https://doi.org/10.5194/tc-14-1673-2020
https://doi.org/10.5194/tc-14-1673-2020
https://doi.org/10.5194/tc-14-1673-2020
https://doi.org/10.5194/tc-14-1673-2020
https://doi.org/10.5194/tc-6-113-2012
https://doi.org/10.5194/tc-6-113-2012
https://doi.org/10.5194/tc-6-113-2012
https://doi.org/10.5194/tc-6-113-2012
https://doi.org/10.3189/002214310794457209
https://doi.org/10.1017/jog.2023.71


Research-Solid Earth and Planets 94(B4), 4071–4087. doi:10.1029/
JB094iB04p04071

Martin T and Adcroft A (2010) Parameterizing the fresh-water flux from land
ice to ocean with interactive icebergs in a coupled climate model. Ocean
Modelling 34(3–4), 111–124. doi:10.1016/j.ocemod.2010.05.001

Maule CF, Purucker ME, Olsen N and Mosegaard K (2005) Heat flux anom-
alies in Antarctica revealed by satellite magnetic data. Science 309(5733),
464–467. doi:10.1126/science.1106888

McGrath D, and 5 others (2012) Basal crevasses and associated surface crevas-
sing on the Larsen C Ice Shelf, Antarctica, and their role in ice-shelf instabil-
ity. Annals of Glaciology 53(60), 10–18. doi:10.3189/2012AoG60A005

Merino N, and 6 others (2016) Antarctic icebergs melt over the Southern
Ocean: climatology and impact on sea ice. Ocean Modelling 104, 99–110.
doi: 10.1016/j.ocemod.2016.05.001

Murakami S (1988) Mechanical modeling of material damage. Journal of
Applied Mechanics 55(2), 280–286. doi:10.1115/1.3173673

Olinger SD, and 8 others (2019) Tidal and thermal stresses drive seismicity
along a major Ross Ice Shelf rift. Geophysical Research Letters 46(12),
6644–6652. doi:10.1029/2019GL082842

Pollard D and DeConto RM (2012) Description of a hybrid ice sheet-shelf
model, and application to Antarctica. Geoscientific Model Development
5(5), 1273–1295. doi:10.5194/gmd-5-1273-2012

Pope A (2016) allenpope/Landsat8_Velocity_LarsenC: Processing Landsat 8
Velocities for Larsen C (1.0). Zenodo. doi:10.5281/zenodo.185651

Pralong A and Funk M (2005) Dynamic damage model of crevasse opening
and application to glacier calving. Journal of Geophysical Research: Solid
Earth 110, B01309. doi: 10.1029/2004jb003104

Pralong A, Hutter K and Funk M (2006) Anisotropic damage mechanics
for viscoelastic ice. Continuum Mechanics and Thermodynamics 17(5),
387–408. doi:10.1007/s00161-005-0002-5

Rignot E, Mouginot J and Scheuchl B (2017) MEaSUREs InSAR-based
Antarctica ice velocity map, version 2. doi: 10.5067/D7GK8F5J8M8R

Robin GdQ (1955) Ice movement and temperature distribution in glaciers and
ice sheets. Journal of Glaciology 2(18), 523–532. doi:10.3189/
002214355793702028

Sergienko OV (2014) A vertically integrated treatment of ice stream and ice
shelf thermodynamics. Journal of Geophysical Research: Earth Surface 119
(4), 745–757. doi:10.1002/2013JF002908

Sergienko OV, Goldberg DN and Little CM (2013) Alternative ice shelf equi-
libria determined by ocean environment. Journal of Geophysical Research:
Earth Surface 118(2), 970–981. doi:10.1002/jgrf.20054

Smith BE, Gourmelen N, Huth A and Joughin I (2017) Connected subglacial
lake drainage beneath Thwaites Glacier, West Antarctica. The Cryosphere 11
(1), 451–467. doi:10.5194/tc-11-451-2017

Sun S, Cornford SL, Moore JC, Gladstone R and Zhao L (2017) Ice shelf
fracture parameterization in an ice sheet model. The Cryosphere 11(6),
2543–2554. doi: 10.5194/tc-11-2543-2017

Sun X, Duddu R and Hirshikesh H (2021) A poro-damage phase field model
for hydrofracturing of glacier crevasses. Extreme Mechanics Letters 45,
101277. doi: 10.1016/j.eml.2021.101277

Tournadre J, Bouhier N, Girard-Ardhuin F and Rémy F (2016) Antarctic
icebergs distributions 1992–2014. Journal of Geophysical Research: Oceans
121(1), 327–349. doi:10.1002/2015JC011178

Van Wessem JM and 13 others (2014) Improved representation of East
Antarctic surface mass balance in a regional atmospheric climate model.
Journal of Glaciology 60(222), 761–770. doi:10.3189/2014JoG14J051

Walker CC and Gardner AS (2019) Evolution of ice shelf rifts: implications
for formation mechanics and morphological controls. Earth and
Planetary Science Letters 526, 115764. doi:10.1016/j.epsl.2019.115764

Walker CC, Bassis JN, Fricker HA and Czerwinski RJ (2013) Structural and
environmental controls on Antarctic ice shelf rift propagation inferred from
satellite monitoring. Journal of Geophysical Research: Earth Surface 118(4),
2354–2364. doi:10.1002/2013jf002742

Wang S, and 6 others (2022) Controls on Larsen C Ice Shelf retreat from a
60-year satellite data record. Journal of Geophysical Research: Earth
Surface 127(3), e2021JF006346. doi: 10.1029/2021JF006346

Weis M (2001) Theory and finite element analysis of shallow ice shelves. Phd
thesis, Technische Universität Darmstadt.

Yu H, Rignot E, Morlighem M and Seroussi H (2017) Iceberg calving of
Thwaites Glacier, West Antarctica: full-Stokes modeling combined with lin-
ear elastic fracture mechanics. The Cryosphere 11(3), 1283–1296. doi: 10.
5194/tc-11-1283-2017

APPENDIX A. Ice geometry

We determine the initial geometry for the Larsen C ice-sheet–ice-shelf system
from satellite observations. We calculate ice-shelf thickness from 500m reso-
lution Cryosat-2 swath-processed surface heights following Smith and others
(2017) under the assumption that floating ice is in hydrostatic equilibrium.
These surface heights are taken as the mean of available 2009–17 data, and
we subtract firn air content taken as the mean over 2000–14 as provided
in RACMO2.3 (Van Wessem and others, 2014). Ice thickness from the
BEDMAP2 compilation (Van Wessem and others, 2014) is used for all
grounded ice, as well as for minimal filling of gaps in the Cryosat-2 coverage
of floating ice. Note that the initial portion of the rift of interest for the prog-
nostic simulations – extending between GIR and the star in Fig. 1 – is mostly
detected in the ice thickness data as a thin region consistent with the presence
of sea ice or ice mélange within the rift. However, we replace this region with
interpolated thickness from nearby unrifted shelf ice, which is necessary for
rift–flank boundary treatment during the prognostic modeling, where we
assign seawater pressure and varying amounts of mélange and rift–flank con-
tact as functions of the local ice-shelf thickness. Note that this is the only area
where we use the rift boundary scheme, though thin ice mélange is also present
elsewhere in the domain, primarily between and south of GIR and the Kenyon
Peninsula. While these additional regions are not of interest here, we identify
them as having ice thickness under 50 m so that we can exclude them from
damage updates, as the damage function is only calibrated for glacial ice.

APPENDIX B. 3-D temperature solution

The temperature solution depends on the same surface velocities used in the
inversions (Section 3.1), which is a compilation of 2015 Landsat-8 data
(Pope, 2016) with minimal infilling of gaps in coverage using the 2015–16
MEaSUREs data mosaic (Rignot and others, 2017). We smooth these velocities
considerably for the temperature solution. Based on these velocities, we split
our temperature solution into two steps. In step 1, we calculate the Robin
(1955) vertical temperature profile wherever observed surface velocities are
under 100 m a−1 (‘non-SSA’ flow). For this solution, we use surface tempera-
ture and mass balance calculated from the annual means from 1979–2015 in
RACMO2.3 (Van Wessem and others, 2014), and a geothermal heat flux
derived from satellite magnetic measurements (Maule and others, 2005).
Step 2 is the temperature solution wherever observed surface velocities exceed
100m a−1, where we assume ice flow is described by the SSA. In these regions,
we solve a 2-D, vertically integrated formulation of the heat advection–diffusion
equation for SSA flow (Sergienko, 2014), from which we subsequently approxi-
mate a 3-D field. This vertically integrated heat equation takes the form

∂(!TH)
∂t

= − ∂(vi !TH)
∂xi

+ ȧTs − ḃTb +
1
cpr

ki
∂T
∂x3

∣∣∣∣
s
−∂T
∂x3

∣∣∣∣
b

( )
−WTH

[ ]
,

(B.1)

where !TH is vertically integrated temperature of the ice column with !T denoting
the vertically averaged temperature, ȧ is the surface accumulation/ablation rate
(positive for accumulation), ḃ is the basal melting/freezing rate (positive for
melting), cp is the heat capacity, κi is the thermal conductivity, WT = s′

ij1̇ij is
the internal heating due to ice deformation, Ts and Tb are the surface and
basal temperatures, respectively, and ∂T/∂x3|s and ∂T/∂x3|b are the vertical tem-
perature gradient at the surface and base, respectively.

In (B.1), we set Tb to pressure melting point for grounded SSA ice and
−2◦C for floating ice. As for non-SSA flow, we assign Ts from RACMO2.3
for all SSA regions as well. We also use the RACMO2.3 data for ȧ on the
ice shelf, where ḃ is then calculated from 2-D SSA mass conservation assuming
steady-state conditions, ∂(Hvi)/∂xi = ȧ− ḃ. We do not follow this same pro-
cedure for assigning ȧ and ḃ for grounded SSA regions as it yields unrealistic
basal melting/freezing rates, potentially because: (1) the fast-flowing grounded
ice primarily resides within deep, narrow valleys that are not well-resolved by
the coarse resolution of the surface mass balance dataset; and (2) the SSA
assumption that vertical shear is negligible is an oversimplification in these
regions. Instead, for grounded SSA regions, we approximate ḃ = 0 under
the assumption that grounded basal mass balance is small, and subsequently
calculate ȧ from the mass conservation equation. Finally, we set
∂T/∂x3

∣∣
b= −0.11◦Cm−1 for all SSA regions, and ∂T/∂x3|s = 0 because obser-

vations suggest it should be much smaller in magnitude than ∂T/∂x3|b. The
value for ∂T/∂x3|b was approximated from thermistors frozen into the ice
shelf (Davis and Nicholls, 2019), which we assume is representative of the
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entire SSA domain because the heat flux should be similar at the base of ice
streams feeding an ice shelf if melting and refreezing is weak (Sergienko and
others, 2013).

We solve (B.1) using the Robin (1955) temperature solution from step 1, in
vertically integrated form, as an upstream Dirichlet condition. We run 3000
years of vertically integrated temperature evolution, which is sufficient time
to stabilize to a steady state. It is possible for the temperature scheme to
yield unrealistic !T in a few isolated regions, so during the solution, we
bound !T to be greater than the minimum non-SSA (Robin, 1955) temperature
solution along its upstream pathline, and less than −2◦C. Such corrections are
not needed near the rifting of interest, and mostly occur for the region south of
Kenyon Peninsula and GIR where there is a mix of thin ice mélange and calved
ice blocks that violate our assumption of a smooth, steady-state of glacial ice
flow.

We convert to 3-D temperature field by approximating a vertical tempera-
ture distribution at each 2-D point, which is subsequently interpolated to the
same set of 21 vertical layers used to track damage. Typically, this distribution
is a piecewise linear function consisting of a line segment between the ice sur-
face and midpoint of the ice thickness, and a second line segment between this
midpoint and the ice base. We enforce Ts and Tb at the ice surface and base,
respectively. Then, we determine the temperature at the midpoint so that the
resulting temperature function vertically averages to the local value of !T from
(B.1). An exception to this two-segment scheme is when the midpoint tem-
perature falls outside the same temperature bounds defined above for !T . In
this case, we define a third line segment with constant temperature equal to
the exceeded temperature bound, which is centered at the ice thickness mid-
point and connected at its endpoints to the surface and basal line segments.
The length of this third segment is calculated so that the resulting temperature
function vertically averages to the local value of !T from (B.1).

APPENDIX C. Inversion scheme

Our aim here is to determine the basal friction coefficient field (b̂
2
) in the

grounded ice regions, the initial damage (!D) field in the floating ice regions
and the enhancement factor field (E). We perform two separate inversions;
we infer the friction coefficient b̂

2
and extract the initial damage !D from

the first inversion, and we extract the E field from the second inversion. The
first inversion involves simultaneous estimation of b̂

2
and !B that minimizes

misfit between observed and modeled velocities. This dual inversion is con-
ducted as detailed in Fürst and others (2015) using the finite-element routines
available in Elmer/Ice. It is carried out by optimizing multiplier fields to initial
guesses for b̂

2
and !B; for example, !B = g2!Bg, where γ is the optimized multi-

plier field and !Bg is the initial guess. Following Fürst and others (2015), we use
!BT and the local gravitational driving stress as initial guesses for !B and b̂

2
,

respectively. We solve the inversion several times using different levels of regu-
larization, so that we obtain a range of possible results to choose from, each
with different levels of spatial smoothness in the inferred variables. For each
result, we extract an initial damage field wherever the inferred !B is lower
than !BT (Borstad and others, 2013) as

!D = 1−
!B
!BT

, (C.1)

where !D must be adjusted so that 0 ≤ !D ≤ 1. We only allow damage on the
shelf, as the results for grounded ice are not reliable due to the uncertainty
associated with data errors on mountainous terrain, the use of a dual inversion,
and the indiscriminate use of the SSA throughout the domain. Comparing the

results from different levels of regularization, we select the run with the
smoothest solution for !B that still captures sharp gradients in the extracted
damage field that match visible rifting from satellite observations. The results
on the ice shelf for !B from this first inversion are given in Figure 5b, and for
the extracted damage field in Figure 5c. The extracted damage captures the
observed rifting between the Kenyon Peninsula and GIR. Damage is also pre-
sent around the margins and near the grounding line, where stresses are ele-
vated and additional bending effects not captured by the SSA can occur as
ice adjusts to floatation. This damage appears to gradually heal as it is advected
downstream, likely due to accumulation of marine ice within basal crevasses
(Luckman and others, 2012; McGrath and others, 2012).

In the second inversion, we infer !B alone while incorporating the b̂
2
and

damage from the first inversion as a constant in the initial guess, that is,
!Bg = (1− !D)!BT. Similarly to the first inversion, we run the second inversion
many times with different levels of regularization, where E may be extracted
from each result as

E =
!B

(1− !D)!BT

( )−n

. (C.2)

We manually choose a result where E is as smoothly varying throughout
the domain as possible, while sufficiently minimizing the mismatch between
observed and modeled velocities. We assume that E is smoothly varying
throughout the domain to represent the gradual transition of fabric orientation
from the shear-based regime of grounded ice to the primarily tensile regime of
ice shelves.

The results for the overall viscosity parameter, !B, and the enhancement fac-
tor E from this second inversion are given in Figures 5d, e, respectively. The
enhancement factor varies from E≈ 1 at the grounding line to E≈ 0.6 as ice
flows out of inlets into the main cavity of the ice shelf. Further downstream,
E continues to decrease and the minimum values (E≈ 0.16) are found
under biaxial tension near the ice front. These values appear to be reasonable
when compared to previously published estimates of ice-shelf enhancement
factors associated with fabric orientation. On ice shelves, values for the
enhancement factor should generally be taken as <1 to reflect the stiffer girdle-
type fabrics that polycrystal models suggest form under tension (Castelnau and
others, 1996). One study using an orthotropic flow law (Ma and others, 2010)
estimated that an enhancement factor associated with variations in ice fabric
under uniaxial tension varies from ∼1.0 at the onset of ice streams to between
0.5 and 0.7 for ice shelves. Another study (Pollard and DeConto, 2012)
assigned an enhancement factor of 0.3 for ice shelves within an ice-sheet–ice-
shelf model mostly used for paleoclimate studies.

While the inversion scheme to separate !BT, E and !D yields reasonable
results, the inferred E and !D will inevitably account for some other processes
that impact !BT besides fabric and damage, such as the influence of impurities,
missing forces such as mélange or sea ice at the ice front, and errors in data,
temperature, and density. Additionally, some damage effects could be captured
by the enhancement factor, and vice versa. The damage field extracted from
the inversion only identifies the fractures that have a strong impact on the
observed ice flow velocity, and does not identify some fractures that appear
in imagery (Fig. 1). Some of these undetected fractures may have minimal
effect on the flow field because, for example, they are shallow or are shielded
by surrounding fractures. Given an estimate of crevasse depths (e.g. from
ICESat-2), these fractures could potentially be accounted for by increasing
!D, and if necessary, decreasing E accordingly so that the resulting viscosity
parameter !B is the same.
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