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We consider a family of resource sharing networks, known as bandwidth
sharing models, in heavy traffic with general service and interarrival times.
These networks, introduced in Massoulié and Roberts (Telecommun. Syst.
15 (2000) 185-201) as models for internet flows, have the feature that a
typical job may require simultaneous processing by multiple resources in
the network. We construct simple form threshold policies that asymptoti-
cally achieve the Hierarchical Greedy Ideal (HGI) performance. This per-
formance benchmark, which was introduced in Harrison et al. (Stoch. Syst.
4 (2014) 524-555), is characterized by the following two features: every re-
source works at full capacity whenever there is work for that resource in the
system; total holding cost of jobs of each type at any instant is the minimum
cost possible for the associated vector of workloads. The control policy we
provide is explicit in terms of a finite collection of vectors, which can be com-
puted offline by solving a system of linear inequalities. Proof of convergence
is based on path large deviation estimates for renewal processes, Lyapunov
function constructions and analyses of suitable sample path excursions.
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1. Introduction. In Harrison et al. [11], the authors formulated a challenging open prob-
lem of constructing simple form control policies for Massoulié and Roberts [17] Resource
Sharing Networks (RSN) in heavy traffic that asymptotically achieve the so-called Hierarchi-
cal Greedy Ideal performance. In a recent work [6], we had made partial progress toward this
goal. In the current work, we give a much more general treatment that removes some of the
main restrictive assumptions of [6] and also provides a substantially more intuitive and easier
to implement control policy.

We begin by describing the network model and the basic problem from [11]. Resource
sharing networks of the form considered in this work, which were originally proposed as
models for internet flows [17] (the terminology is due to [19]), are quite general processing
systems that have the distinguishing feature that a typical job may require simultaneous pro-
cessing by multiple resources. We remark that they are a subset of the collection of stochastic
networks introduced in [10] and have the key feature that they are “one pass” systems with
no feedback. A RSN considered in this work consists of I resources (labeled 1, ..., I') where
the ith resource has processing rate capacity C;,i =1,..., 1. Jobsof type 1, ..., J arrive ac-
cording to independent renewal processes with distributions depending on the job type. The
job sizes of different job types are i.i.d. with distribution (depending on the type) supported
on the positive real line. We make usual assumptions on mutual independence. In general, a
job will require simultaneous processing by several network resources. This is made precise
through a I x J incidence matrix K for which K; ; = 1if jth job type requires processing
by resource i and K; ; = 0 otherwise. The processing of a job is accomplished by allocating
to it the same instantaneous flow rate by all the resources responsible for its simultaneous
processing, and a job departs from the system when the integrated flow rate equals the size of
the job. Throughout this work, the term Resource Sharing Network (RSN) will refer to a net-
work of the above form. If at any time instant b = (b1, ..., by)’ is the nonnegative vector of
flow rates allocated to various job types, then b must satisfy the capacity constraint Kb < C,
where C = (Cy, ..., Cy)’. There is a holding cost per unit time, which is a linear function of
the queue length. Specifically, we let /; > 0 denote the cost per unit time per job for the jth
job type.

Optimal resource allocation problems for such networks are in general hard and in-
tractable. A common approach when the system is critically loaded is through certain dif-
fusion approximations that replace the original allocation problem by a certain Brownian
control problem (BCP) (cf. [9]). Although in special cases such BCP can be explicitly solved,
in general, closed-form solutions are not available and using this approach for constructing
asymptotically optimal simple-form allocation policies for general RSN becomes challeng-
ing. To address this, in [11], authors propose to focus on a less demanding goal than con-
structing asymptotically optimal policies, which is to construct control policies that achieve
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Hierarchical Greedy Ideal (HGI) performance in the heavy traffic limit. Roughly speaking,
HGI performance is the (in general suboptimal) cost for a control in the BCP, which has the
following two features: (a) No idleness: Every resource works at full capacity whenever there
is work for that resource in the system; (b) Instantaneous holding cost minimization: Total
holding cost of jobs of each type at any instant is the minimum cost possible for the associ-
ated vector of workloads. Good performance of HGI control policies and comparison with
other types of allocation policies, for example, proportional fairness policies [15, 16, 18] has
been discussed in detail in [11] through simulations and numerical examples. This paper also
put forward the challenging open problem of constructing simple-form control policies for
broad families of RSN that achieve HGI performance in the heavy traffic limit.

In our recent work [6], we made partial progress toward this open problem. Under a set
of conditions on the topology of the RSN and system parameters (arrival and service rates,
holding costs), the paper [6] constructed a sequence of threshold-type control policies, which
when the interarrival and service times are exponentially distributed, was proved to asymp-
totically achieve HGI. One of the key assumptions imposed in [6] is the existence of a certain
ranking map, which identified a suitable form of priority among the various job types. This
paper also provided some tractable sufficient conditions under which such a ranking map
exists for a given network; nevertheless, this is a restrictive condition and it is easy to pro-
duce examples of networks where this condition fails (see, for instance, [6], Example 6.6).
Furthermore, in general constructing an explicit ranking map can be challenging.

In the current paper, we revisit [11] and give a fairly complete solution to the open prob-
lem formulated there. In particular, we remove the key restrictive condition on the existence
of a ranking map that was imposed in [6] and also allow for nonexponential interarrival and
job sizes. We impose a standard heavy traffic and a stability condition (Condition 2), and a
local traffic condition (Condition 3). Both of these conditions were also assumed in [11] and
[6]. The latter condition, first introduced in [13] is needed in order to ensure that the state
space of the workload process is all of the positive orthant. Finally, although interarrival and
job sizes are not required to be exponential, we require them to satisfy a suitable exponential
integrability condition (Condition 1). Under these three conditions, we introduce in Defini-
tion 2.3 a sequence of control policies and prove that these policies achieve the HGI in the
heavy traffic limit. Our two main results are Theorem 2.4 and Theorem 2.5. The first proves
the convergence to the HGI when the underlying cost is an infinite horizon discounted cost
while the second shows the same result for the long-time cost per unit time (ergodic cost).
Specifically, HGI performance in the discounted cost setting is defined as the expectation of a
functional of a reflected Brownian motion (with drift) in Rﬂ_ with normal reflections (namely
the first expression in (11)) while in the ergodic cost setting it is given as the expectation
under the unique stationary distribution of the same reflected Brownian motion (namely the
second expression in (11)). The fact that these functionals involve the minimizer h defined
in (4) captures the feature of instantaneous holding cost minimization, and the fact that the
limit process is a reflected Brownian motion in RZ | which has the feature that the reflection
(which roughly corresponds to the asymptotic idleness) occurs only when the process hits the
faces of the orthant, and captures the no-idleness property of HGI.

In addition to removing undesirable and restrictive assumptions, the other main contribu-
tion of this work is to the form of the control policy, which we believe is significantly more
intuitive and easy to implement than the policy presented in [6]. The control policy that we
introduce in this work is given in terms of explicit thresholds determined from system param-
eters, and in addition requires the evaluation, for each z € {0, I}J , of J-dimensional vectors
v2(z) and v¢(z) (see below Proposition 2.3). The evaluation of these vectors can be done of-
fline. Specifically, determining v®(z) for each fixed z requires solving the inequalities Av = 0
and Bv > 0 where A and B are given matrices (depending on z) with dimensions r x J and
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s x J where r <1, s < J. Similarly, determining v¢(z) for each fixed z, requires solving the
inequalities Av =0, Bv >0, v - f > 0 (or determining that no such v exists) where A and
B are given matrices of similar form and f is a given vector in R’. Once the vectors v°(z),
v?(z) and the thresholds are determined, the policy takes a simple explicit form, which can be
described by a single line (see (7)) as opposed to the half-page description of the policy con-
structed in [6]. Roughly speaking, the policy works as follows. Consider a vector z € {0, 1}’
representing the state of the system at some given time instant. An entry of O in the vector z
means that the corresponding job type’s queue is “far from empty” and an entry of 1 means
that the queue is “close to empty.” The vectors v¢(z) and v (z) will be used to make adjust-
ments, depending on the state z, to the nominal instantaneous flow rate at the given instant to
give the overall flow rate. The role of v“(z) will be to reduce the holding cost while keeping
the net workload to be the same and ensuring that the queues close to empty do not get more
than the nominal allocation. This vector helps with achieving the second feature of the HGI
performance. The vector v”(z) is instrumental in achieving the first feature of the HGI per-
formance by pushing the queues that are close to empty, away from 0, so that idleness due to
“blocking” is prevented. A detailed discussion of the policy can be found in Remark 1.

We now make some comments on the main ingredients in the proofs (additional discussion
can be found in Remark 1). As noted previously, the two key characteristic properties of HGI
performance are: no idleness and instantaneous holding cost minimization. The main effort
in the proof is to show that the sequence of control policies constructed here asymptotically
have these two features. The main results that enable the verification of the first property are
Propositions 3.2 and 3.3 whereas the second feature emerges as a consequence of Proposition
3.5. Furthermore, as we need to consider an ergodic cost criterion, one needs to obtain suitable
stability estimates that are uniform in the traffic parameter. This is done in Proposition 3.4.
Proofs of these three results are the technical heart of this work. Some recurring tools in the
various proofs are path large deviation estimate for renewal processes and excursion analyses
of strong Markov processes. We were not able to find suitable references for the path of
large deviation estimates that we need, and so we provide self-contained proofs of these
results for the reader’s convenience (see Theorem 6.2). The excursion analyses that are used
in the various proofs are guided by the form of our control policy, which is described in
terms of thresholds determined by a sequence of stopping times. The general approach of
considering suitable excursions together with appropriate large deviation estimates in the
analysis of control policies for networks in heavy traffic originates from the work of Bell and
Williams [2, 3] (see also [1, 5] and [7]). Our recent paper [6] also used an analogous approach;
however, in general, the precise forms of excursions to consider, and study of their properties
is problem specific and indeed such analyses constitute the major effort in the proofs.

The control policy we construct is in general not asymptotically optimal. However, it can
be argued that when the function h introduced in (4) is a nondecreasing function then the
minimality properties of the Skorohod map imply that our policy is indeed asymptotically
optimal. This is a consequence of a more general result on asymptotic lower bounds on costs
of arbitrary control policies for resource sharing networks, which will be reported elsewhere.

The remaining paper is organized as follows. We close this section with the notation and
conventions used in this work. Section 2 presents the model description, our main assump-
tions, the sequence of control policies that we study and our main results. The rest of the
paper is devoted to the proofs of the main results, namely Theorems 2.4 and 2.5. Details of
proof organization can be found at the end of Section 2.5.

1.1. Notation and conventions. For j € N, let D/ = D([0, 00) : R/) (resp., Dl =
D([0, c0) : Rﬂr)) denote the space of functions that are right continuous with left limits
(RCLL) from [0, o0) to R/ (resp., Ri) equipped with the usual Skorohod topology. Also,
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let C/ = C([0, 00) : RY) (resp., Ci =C+([0,00): R/)) denote the space of continuous func-
tions from [0, o0) to R/ (resp., R’ %) equipped with the local uniform topology. For T < oo,

the spaces D([0, T] : RY), C([0, T]: RY), D(0,T]: ), C(0,T]: R]) are defined sim-
ilarly. All stochastic processes in this work will have sample paths that are RCLL unless
noted explicitly. For m € N, we denote by A,, the set {1,2, ..., m} and y,, the finite set of all
vectors in R™ with entries O or 1. Forr € N, Ny, = %No is the scaled (nonnegative) integer
lattice. We will frequently do componentwise operations on vectors. For instance, given two
vectors v!, v?> € R?, we will use v'v? to denote componentwise multiplication. The vector
v! /v? is defined similarly. For a vector v € R? and a constant ¢ € R, we will interpret v V c,
v A ¢, and v — ¢ componentwise, for example, v Vc = (v Vc,va3 Ve, ...,v5 V). We will
also treat inputs to vectors of functions componentwise, so for a vector v € R?, a constant
¢ € R and a vector of functions f = (f1, f2, ..., fa), from R to itself, we write

f) = (fiw), fa(v2), ..., fava)), Lp>c) = Ty 2eps Lvzcps - - - Ljg=c))-

We will use coordinatewise inequalities on vectors, for example, for vhv?eR?and c e R
the statements v! > v? and v! > ¢ mean v! > vjz and v! > ¢ for all Jj € Ay, respectively.

Inequalities for vector-valued functions are interpreted pointwise and coordinatewise. For

veRY, v = Zj 1 lvjl and |v]; = (Z —1 |vjl 2)2 As a convention, for a real sequence
{a(D)}ien, Y_j—; a(l) is taken to be 0 if n = 0.

2. Main results. A RSN in heavy traffic is described through a sequence of models, in-
dexed by a traffic parameter r € N, each of which has the same underlying network topology.
Each network in the sequence consists of J types of jobs and I resources and the network
topology is described through an I x J matrix K for which K; ; = 1 if the jth job requires
service from the ith resource and K; ; = 0 otherwise. A job of type j will be processed si-
multaneously by all resources in the set {i : K; ; = 1} and so each resource in this set will
allocate the same amount of processing capacity to the job at any instant. As r goes to oo,
the networks approach criticality in that the traffic intensity converges to 1. Specifically, as
made precise in Condition 2, with the asymptotic load vector p as defined in that condition,

=y j=1Ki,jpj for every resource i =1, ..., I, which says that the capacity of each re-
source equals the asymptotic load on the resource. In the rth system, {u (D}72, and {v () st
are the i.i.d., mutually independent, interarrival times and JOb sizes for job type j glven on
some probability space (€2, F, P) with means E [u O] = , and E [v Nl = f}’ and finite

standard deviations ¢*" and o';"". We assume a first-in, first- out (FIFO) policy meaning that
for each job type the oldest job in the queue is processed before another one is started. In
the case where the job sizes are exponentially distributed, the “memoryless” property implies
that the precise manner of the allocation of the flow rate among jobs in the queue of a par-
ticular job type does not impact the distribution of the queue-length process. Consequently,
if the job sizes are exponentially distributed we can drop the FIFO assumption in favor of
something else, such as a processor sharing policy that is common in the literature, without
altering the results.
We now introduce our main assumptions.

2.1. Assumptions. We will assume that
P(u;(l) >0)= P(v;(l) >0)=1 forallrandj.

In fact, for notational convenience we will simply assume (without loss of generality) that
v;(l) > 0 and u;(l) >0forall je Ayand!/ eN.

The following assumption on finite moment-generating functions in the neighborhood of
the origin will be used to obtain certain large deviation estimates. Recall that for m € N,

A, ={1,...,m}.
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CONDITION 1. There exists § > 0 such that forall y < 8§ and j € Aj.

0] < oo,

sup E[ey";(l)] < 00, sup E[e

r>0 r>0

The following is our main heavy traffic condition.

CONDITION 2. For each j € Ay, there exist a, ,B_j, aj, B, GJ’-‘, UJ’-’ € (0, 0o) such that

r_ u v

_ . r = . u,r . v,r o
oj) =aj, ,ll)lgor(ﬁj_ﬂj):/gj’ lim o =07, lim o} =o!.

lim r(c
( r—00 J

r—00 J
Furthermore, with p = /8 we have C = Kp, and with n = B~>(@p — af) and 6 = Kn, we
have 6 < 0. Note that this implies lim, oo r (0" — p) = n where p" =a’ /B".

The 6 < 0 part of the condition is a key stability assumption, which will be crucially used
in obtaining various types of uniform in time moment estimates (see, e.g., Section 8).

Finally, we make the following local traffic assumption. It says that every resource has at
least one associated job type that requires service from only that particular resource. This
assumption was also made in [11, 13] and [6].

CONDITION 3. For every i € Ap, there exists j € Ay such that K; j =1 and K; j =0

forl #i.

When the above condition does not hold, the situation is quite different in that the HGI
performance is not given by a reflected Brownian motion (RBM) in an orthant since the
workload process may not achieve all vectors in ]Rfr. Consider, for example, the case where
I =2, J =2 and the job-resource matrix K is [(1) }] In this case, if 8 =[1, 1]’, the limiting
Brownian motion will live in the wedge {(x1, x2) : 0 < x» < x| < o0o}. Treating such settings
will require additional new ideas and is beyond the scope of the current work.

2.2. State processes. The arrival and service processes for job type j € A, are, respec-
tively,

n n
A;-(s) =max{n ZO:IX;M;(I) fs], S;(s) :max[n ZO:;U;(D <st.

The initial state of the system is described by the J-dimensional queue length vector ¢" € N’
and residual arrival and service time vectors in RJJF, defined as

YA = (e ) S = ().

Here, T]A’r [resp., T}q’r] represent the deterministic times after which the arrivals [resp., pro-
cessing times] are governed by the renewal processes {A;(s)}szo [resp., {S‘; (s)}s>0]. These
quantities capture initial state configurations when the evolution is viewed onwards from a
time instant at which the system has been in operation for some time.

A key ingredient in the state evolution of the queue-length process is a capacity allocation
control policy, which is described as a continuous RJJF valued stochastic process B” (-) with
appropriate measurability and feasibility properties that will be specified later in the section.
Roughly speaking, for j € Ay, B; (t) specifies the cumulative amount of capacity used by
type-j jobs, in the rth system, by time instant . Given such initial conditions and a control
policy, the J-dimensional queue-length process is given by the equation

(1) Q"(1)=q" +A"((t —1*")h) +Zyoyarsg — ST (B (1) — T57)%) — L (=157 >0)-
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This evolution captures the fact that the queue length, of say the jth job type, corresponds to
the initial queue length q;, plus all the arrivals that have occurred according to the renewal

process A;, with an additional arrival at time instant Y4 if this quantity is positive, minus
all the jobs that have been been completed according to the renewal process S;, with an

additional departure at instant # where B (t) = Y5 if the latter quantity is nonzero.
Let M" be the J x J diagonal matrix with entries {%} ]1:1 and let M be the J x J diagonal
J
matrix with entries {ﬂlj} J]-:]. The I-dimensional workload process W' (¢) associated with the
queue-length process Q' (¢) is then given by the equation

Wi@t)=KM"Q'(t)
=KM"q"+ KM (A"((t = YA = 8" ((B" (1) = Y57)T))
+ KMrI{tzTA.r>O} - KMrI{B’(t)zTS~r>O}‘

Note that this is a /-dimensional process, which captures the amount of work in the system
at any instant for each of the I resources in the network.

Scaled processes. In order to study the behavior as the systems approach criticality, we will
consider two types of scaling: diffusion scaling and fluid scaling. In both of these scalings,
time is accelerated by a factor of r2, but in the first type of scaling the magnitude is scaled
down by a factor of r, while in the second scaling the magnitude is scaled down by factor of
r2. Processes obtained using diffusion scaling will typically be denoted using a “hat” symbol
while the processes with fluid scaling will be denoted using a “bar” symbol. In particular, we
define

YA,r — lTA,r YS,r — ETS,V TA,r — i’Y‘A” fY\S,r — lTS,r
r ’ r ’ r2 ’ r2 ’

Similarly, we define Q" (1) = Q" (r2t)/r, W' (t) = W' (r?t)/r and B" (t) = B" (r’t)/r?. Let-
ting

~ 1 n
Al(s) = ;max:n >0: ;u;(l) §r2s} —rsaj,

~ 1 n
Si(s) = ;max{n >0: ;v;(l) < r2s} —rsp]

we see that, with g" =¢q" /r,
Q" =q"+A"((t = Y4)") = §((B" (1) = Y3") ) + —Tyogarsy)

1 - _ - _
~ T aztsr-0 + r(a"t — B B (1)) —ra (t ATAT) 4 rB" (B (1) ATST)

and the corresponding diffusion-scaled workload process, using the identities M o = p”
and Kp=C, is

Wr(t) = KMrér —+ KMrAAr((t — ?A,r)-f—) _ KMVS\"((BV(I) _ »Y«S,r)-l-)
1 1 .
KM Ly garsgy = ~KM Ly tsrag +r KM (@'t = f7B"(1)
—rKMa" (t ATA) 4 rKMTB(B (1) AT
=KM'§" + KM A" ((t = YA) ) — KM ((B" (1) — T57)T)
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1 1
KM Lystarag) = KM Ligr >30T 11K (0" = p)

+7(Ct— KB (1)) —rKp" (t AYAT) 41K (B (1) ATST).

It will be convenient to introduce the processes

. . _ 1
X"(1)y= KM A" ((t — YA ") + SKM T garg)

o _ 1
2) — KM (B (0) = ¥5) ") = —K M T sy + 11K (07 = p)

—rKp"(t ATAT) + 7K (B (1) ATST)
and
U (1) =r(Ct — KB (1))
so that, with w" = KM"g", we have
3) Wi (t) ="+ X" (1) + U ().
2.3. Admissible control policies. We now specify what types of allocation policies are
admissible. Roughly speaking, an admissible control policy should not look into the future.

This is made precise by introducing certain multiparameter filtrations. Recall the probability
space (€2, F, P) on which the sequences {u;-(l)}fi , and {v; (D)}72, are defined.

DEFINITION 2.1. Forn= (ni,...,n;) €N} and m = (my,...,my) e NJ, let
f’(n,m):a{u;(ﬁj),vy(rhj):Ofﬁj El’lj,OSl”;Lj §mj,j EAJ},
where by convention u;(O) = v; (0) =0. Let

F=c{ f’(n,m)}.

(n,m)eN2J

Note that {F" (n, m), n, m € N} is a multiparameter filtration generated by the arrival and
service times with the following partial ordering:
(n,m)<(n,m) ifandonlyif n;<njandm; <m; forall jeA,.

For some basic definitions of multiparameter filtrations and multiparameter stopping times,
see [8], Chapter 2, Section 8. An admissible control policy is defined as follows.

DEFINITION 2.2. For r € N, B"(-) is an admissible policy (for the rth system) for the
initial condition (¢", Y" = (YA, Y57)) e Nj x R?/ if the following hold:

(a) The stochastic process B” (-) has sample paths that are absolutely continuous, nonneg-
ative, nondecreasing functions from [0, o) — R’ with B"(0) = 0.

(b) C > K%B’(t) forae.t >0, a.s.

(c) The process Q" () defined by the right-hand side of (1) satisfies Q" (¢) > O forall # > 0.

(d) For each r € N and r > 0, consider the N2/ valued random variable

()= ()L @ @),
where for j € N/,

n
() =minfn > 0: Y uil) = (- Tf)*}
=1
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and

=1

where by convention, rjr-’A(t) [resp., r;’s(t)] is defined tobe 0 if r < Y_“JA [resp., é?(r) < Yf].
Then 7 (¢) is an {F" (n, m)}-stopping time for all ¢ > 0. ‘
(e) Consider the filtration

GO =F (") =0cf{AeF :An{t"(t) < (n,m)} € F'(n,m) for all (n,m) € NZJ}.
Then B” (r*t) is {G" (t)}-adapted.

Define A to be the set of admissible controls.

Parts (b) and (c) give the feasibility requirements on the control policy whereas parts (d)
and (e) make precise the nonanticipativity property of an admissible policy.

2.4. Proposed control policy. In this section, we introduce our proposed control policy,
which will be shown to achieve the HGI performance asymptotically. Recall that K is an
I x J matrix and M is a J x J diagonal matrix with diagonal entries {#}jj._l. Let h e R/

=

such that 2 > 0 be a given holding cost vector. This vector will determine the discounted and
ergodic cost functions that will be introduced later.
For w € Ri, define

4) Aw)={q eR]: KMq=uw), h(w)y= inf (h-q).

geA(w)
Let v; be the jth column of K and note that due to the local traffic condition (Condition 3)
the span of {v; }jJ.=1 is R’. As a consequence, for any w € R/, A(w) is a nonempty compact

subset of R In particular, there exists ¢* = ¢*(w) € A(w) such that & - g* = h(w).
Define

Cl ={ueR’:0=Kuand (hf) - u=0)}

and note that Cﬁ’( is a linear subspace of ker(K'). Note that either C’;( =ker(K) or dim(CZ) =
dim(ker(K)) — 1 = J — I — 1. If C% = ker(K), then for any w € R} all ¢ € RZ, which
satisfy w = K M ¢ have the same cost, namely if ¢, g € ]Rfr satisfty KMg = KMg = w then
h-g =nh-q. Note that this situation, where all queue length vectors, which give the same
workload have the same holding cost, is trivial in the sense that instantaneous holding cost
minimization is no longer a concern and the focus is entirely on preventing idleness. The
policy that we will present below (see Definition 2.3) takes a simpler form in this setting in
that the vector v°(z) used for rate allocation adjustment in (7) is simply 0. However, as was
pointed out to us by Mike Harrison in a private communication, one can treat this trivial case
in a more elementary manner by simply giving lowest priority to the local traffic jobs so that
the nonlocal traffic class form a subcritical RSN. As a result in the diffusion-scaled heavy
traffic limit the nonlocal traffic queue-lengths go to 0 and the local traffic queue-lengths give
the desired reflected Brownian motion workload. We have chosen to present the alternative
policy for this case as in Definition 2.3 since it allows us to cover the two cases (namely
dim(Cff() =dim(ker(K)) — 1 and dim(Cﬁ‘() = dim(ker(K))) in a unified approach.

We select an orthonormal basis of R/, (uy,...,uy), such that (uq,...,uy_;) is an or-
thonormal basis of ker(K), and in the case dim(Cﬁl{) =dim(ker(K)) —1=J —1 — 1,
span(uy,...,uj_j—1) = C’;( and u y_j is orthogonal to C},’< and satisfies i -uy_; <O.
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%1 2

J1 J2

FIG. 1. 2LLN network.

The latter quantity will play an important role and we define
A=hB-uj_j.

Note that since A < 0, adjusting the queue length by adding Bu j_; reduces the cost while
maintaining the same workload. For g € R, define

E(q) ={veker(K):q+vB >0}
Note that E(g) is a compact set. Let

. sup {v-uy_z} if dim(C%) =dim(ker(K)) —1=J — 1 —1,
d(q) = {veEW@
0 otherwise.

The following proposition gives a precise measure for how far away ¢ is from the cost mini-
mizing queue length for the workload K Mgq.

PROPOSITION 2.1 (Proof in Section 10.1). For all g € R, we have h - q — ft(KMq) =
|Ald(q).

To illustrate the distinction between the trivial case where C},é = ker(K) and the nontrivial
case where dim(C},‘() = dim(ker(K)) — 1, we consider two examples of networks with I =2
resources and J = 3 job types (referred to as 2LLN in [11]) pictured in Figure 1.

EXAMPLE 2.1. Consider a 2LLN network (see Figure 1) where « = 8 = (1,1, 1)’ so
p=(1,1,1) and C = (2,2)’. Let the holding cost vector be h = (1, 1, 2)’.

EXAMPLE 2.2. Justlike Example 2.1, we consider a 2LLN network (see Figure 1) where
a=B=(,1,1Ys0op=(1,1,1) and C = (2, 2)". However, the holding cost vector is now
h=(1,1,1).

For these 2LLN networks, the incidence matrix is

1 0 1
K:[Oll]

so ker(K) is one-dimensional and an orthonormal basis of ker(K) is the vector u; =
%(—1, —1, 1)". Consequently, for both Example 2.1 and Example 2.2, all changes to the

queue length that maintain the same workload involve adding a constant multiple of Buj.
In Example 2.1, we have A8 - u; =0 so C;’{ = ker(K) and we say this network is trivial (in
terms of instantaneous holding cost minimization) because all queue lengths, which give the

same workload have identical cost. In Example 2.2, we have A =hf -u; =h-u; = —% SO

dim(C}l() = dim(ker(K)) — 1 and in this case adding a positive multiple of Bu; will main-
tain the same workload but reduce the cost. This is because the queue lengths (1, 1,0)" and
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(0, 0, 1)’ result in the same workload but (0, 0, 1)’ has a lower holding cost. In contrast to Ex-
ample 2.1, where all queue lengths are cost minimizing for their corresponding workloads,
the only cost minimizing queue lengths in Example 2.2 are on the boundary where either
q1 = 0 or g2 = 0 meaning we want as much workload as possible to come from type 3 jobs.

Recall that x; denotes the finite set of all vectors in R’ with entries 0 or 1. For z € x,
define

A;={i € Ay : there exists j € A such that K; ; =1 and z; = 0}.

Also, for g € Ri define z7 € x; by z9 =I,—0). Here, for a given queue-length state g € RZ,
74 € xy is a vector of indicators, that will tell us which queues are “empty” (corresponding
to coordinates that equal 1) and the set A, will tell us which resources are used by at least
one job type whose queue length is not empty. In fact, in describing the scheme we will
use approximate versions of such indicator vectors given as x; valued processes Z'(-) (see
Definition 2.3), which will tell us which queues are near empty so we can push them away
from the boundary to avoid “blocking” and ensure the servers can work at full capacity. In the
policy, we describe the nominal allocation for each job type j is p; (essentially the amount
needed to keep up with the arrival rate). This nominal allocation is modified through two types
of vectors, v” and v in R’ that represent the amount we subtract (amounts can be positive
or negative) from the nominal capacity allocation while maintaining capacity constraints. A
positive entry in these vectors indicates an underallocation that should result in queue length
growth and a negative entry results in queue length decline.

We now introduce a subset M of x; that will play an important role. In the case when
dim(C}) = dim(ker(K)) — 1 = J — I — 1, we define

M= {z € xy : there exists v € ker(K) such thatv; >0ifz; =1landv-u,; 4 >0}.

We define M to be the empty set when dim(CZ) =dim(ker(K)) = J — I. The set M lists the
configurations of empty and nonempty queues, as indicated by z, which allow us to reduce
cost while maintaining the same workload. In particular, the following proposition demon-
strates that if z¢ ¢ M, then ¢ is a cost minimizing queue length for the workload K Mg and
so for such configurations ¢, we cannot reduce cost while maintaining the same workload.

PROPOSITION 2.2. Letq € Ri be such that z9 ¢ M. Then d(q) = 0.

PROOF. The result is immediate when dim(C?() =dim(ker(K)) = J — I. Consider now
the case dim(C,”() = dim(ker(K)) — 1 =J — I — 1. Suppose c?(q) > 0. Then there exists
v € E(q) suchthat v-u;_; > 0. However, v € E(g) implies that v € ker(K) and g 4+ fv > 0.
For any j € A such that Z;I. =1, wehave 0 <gq; + Bjv; = B;v; and since B; > 0 we must
have v; > 0. Consequently, there exists v € ker(K) such that v; > 0 for all j with z? =1.

Also, v - uy_j > 0, which says that z7 € M. Thus, we have a contradiction and the result
follows. [

The following proposition will allow us to construct an allocation policy, which under-
allocates resource capacity to queues that are close to empty to increase their queue lengths
while simultaneously ensuring each resource utilizes its full capacity unless all of the job-
types that use this resource have queue lengths near O (in other words, all resources in Az (),
where Z7(¢) is as in Definition 2.3, allocate their full capacity).

PROPOSITION 2.3 (Proof in Section 10.2). Forany z € x, there exists v € R’ such that
foralli e A; we have (Kv); =0 and for all j € Ay such that z; =1, we have v; > 0.
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Vectors v¢(z) and vP(z). We now introduce our main control policy. It will be defined in
terms of two vector functions v¢ on the finite set M and v? on the finite set x;. Define
p* =minjcp, {p;}. Recall that for any z € M we can find v°(z) € ker(K) such that v? (z)=0

if z; =1,and v°(z) -uy—; > 0. Without loss of generality, we can assume that p —v°(z) > %*.
Also, note that

J—1
(hB) - v (@) =Y (v°@) - tm)((hB) - ttm) = (v (@) - uy—1)((B) - uy—p)
m=1

=x(v(@) - uyj_1) =rc(z) <O0.

The ¢ superscript refers to the fact that these vectors will be used to reduce the cost while
being workload neutral. In particular, the vectors v°(z) determine changes to bandwidth al-
location (from nominal allocation) that reduces cost in a manner that the rate allocation to
queues that are close to empty is not increased. Next, we introduce the vector function v’.

Let

5) A =max{i.(z):z € M}.
From Proposition 2.3, for any z € x; we can find v2(z) € RY such that
*|x
!vb(Z)ISmin{p—, il }
(6) 4 4|Bl|hl

(Kv(z)); =0foralli € A;, and v%(z) > O forall j € A such that z; = 1.

The b superscript refers to the fact that these vectors are used to keep the queue lengths away
from the boundary.

DEFINITION 2.3 (Control policy). Letc; <cy and 0 <k < % be arbitrary and let ¢; =
min;{B;}ci and ¢; = min;{B;}c;. Define the x, valued process Z" (t) = I;pr(;)<,r~} and for
j € Ay, consider the stopping times: flr"’ =inf{t >0: Q;. (t) <cir},and forl > 1,

o =inflr > 1 QM) = &), #, =inf{r> 7 QL) <&rt).
Define E;(t) = Z?il ]I[‘EZriil’er}j)(t) for j € N; and let

(7 X(1) = p — v (2" 0)) [z hemy — VU (27 (1)), b" (1) = x" () igr (1)=0)-
The control policy is then given as B (t) = fg b'(s)ds,t > 0.

Going forward, we will assume that r is sufficiently large that [p" — p| < /21_* component-
wise and (¢ — ¢)r¥ > 1.

To illustrate the scheme, we now apply it to the 2LLN network in Example 2.2. Recall that
in this simple example ker(K) is the one-dimensional space spanned by u = % (—1,-1,1)

and u satisfies A = hf - u| = —%. Note that since the first two components of u; are
negative we have M = {(0, 0, 0)’, (0,0, 1)}, and we can define
: 1
v°((0,0,0)) =v((0,0, 1)) = —u;.
( ) =v( ) 7

This says that if both g and g, are positive we can reduce the cost while maintaining the
same workload by moving the queue length in the % Bui = %(—1, —1, 1)’ direction, and if
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not, the queue length provides the minimum cost for its corresponding workload. For z € x,
define

1 1
b
vy (2) = %1{21=I}U({Zz=1}ﬂ{23=0}) - %I{ZFO}H{@:I}’

1

36I{Zz—0}ﬂ{Z3 1},

1
b
vy (2) = %I{zz:uuum:lm{zazon

1 1
b
v3(2) = %I{@:n - %I{azo}ﬂ({m:l}U{Zz:l})

and note that this definition of v?(z) satisfies (6). Observe that the magnitudes of v?(z) and
v¢(z) have been chosen so that while v?(z) is attempting to keep the queue lengths away from
the boundary and to avoid any unnecessary idle time it does not overwhelm the cost reduction
efforts of v°(z) that is trying to shift the workload to the less expensive type 3 jobs.

REMARK 1. The basic idea underlying the proposed scheme is as follows. We want
&(Q (t)) close to zero so that (from Proposition 2.1) our queue lengths are near cost-
minimizing for the given workload. When Z' (1) € M, the policy uses the vector v (Z" (1))
to reduce d (Q (t)) and when Z"(t) ¢ M, due to Lemma 7.4 and Proposition 7.7, d (Q’ ®))
is already close to O so the cost associated with that configuration of queue lengths is close
to optimal for the corresponding workload. We also want the resources to be utilized at full
capacity when their workloads are not near the origin so that asymptotically these work-
loads behave like reflected Brownian motions. In order to ensure this, we want to prevent all
queues from being completely empty so that idleness, when there is work present, is avoided.
To achieve this behavior, when Q; (¢) falls below &r*~1 the allocation scheme attempts
to increase the corresponding queue. This is because, due to the property v? (z) = 0 when
zj = 1, the vectors v°(Z" (¢)) will not attempt to decrease queue lengths of job types that
fall below this threshold while the vectors v”(z) will attempt to increase queue lengths of
job types below this threshold. If Q; (1) continues to decline past ¢;7*~!, so that Sj’. ® =1,
then we stop processing this job type altogether until the corresponding scaled queue length
exceeds ¢pr<—! again. The magnitudes of the vectors v°(z) and v2(z) are chosen so that
while the vector v”(z) is keeping queue lengths nonempty and ensuring resources can op-
erate at full capacity it does not overwhelm v¢(z) and prevent it from reducing d (0" (1)) to
make the queue length configuration to be near cost-minimizing for the associated workload.
Note that as long as at least one job type that uses resource i has a queue length greater
than &r*~! and all of the job types that use resource i are still being processed (meaning
5]’.(1‘) =0 for all j € A, such that K; ; = 1) then from the properties (KvP(2)); =0 for
i € A, v°(z) € ker(K), and b;- (1) = x;(t) for all j with S;(t) = 0, we see that under the
policy resource i is working at full capacity. In particular, recalling the relation between c;
and ¢», it follows that for any i € A, and large r, if

® W ()=2Jcor"' and Y K; iLigrm=1y =0, then ) K; ;b%(t)=C;
jEA; jEA;

To argue that the workload process asymptotically behaves like a reflected Brownian mo-
tion, we want a resource to (almost always) work at full capacity when its workload ex-
ceeds (the asymptotically 0) level 2Jcr*~!, namely in view of (8), we want to show that
> jea, Ki, jI{g]r, t)=1} > 0 does not happen too frequently. This key property is established in
Proposition 3.3, which provides an exponential decay bound on the probability of this hap-
pening frequently. In addition, Proposition 3.5 shows that under this scheme the difference
between the holding cost of the queue-length process and the optimal cost for the correspond-
ing workload is arbitrarily small for large values of r. These two propositions, which capture
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the two main ingredients of the HGI performance, are crucial to the proofs of our main results,
namely Theorems 2.4 and 2.5, which say that the cost associated with this scheme achieves
the hierarchical greedy ideal performance.

2.5. Main results. We now introduce some additional notation used in the rest of the
paper. Some of this notation will be used to expand the state space of the process under our
scheme defined above so that it becomes a Markov process.

DEFINITION 2.4. For x e R and j € Ay, define

A () +n
A (s) =maxin=>0: > M;(Z)SS>,
1=t (0)+1

rJr-’S(x)—I—n
S;’x(s)=max n>0: Z v;(l)fs}
1=t (0)+1
along with their diffusion-scaled versions
ArX 1 rx (.2 r or,x 1 rx (2 r
A (s):;Aj (rs) —rsaj, \Y (s):;Sj (rs) —rsp;.

We next introduce the following processes.

DEFINITION 2.5. Fort € [0,00) and j € A, define

. r]’.‘-A(z) : r]r-’s(t)
Hro=b Y w0, Bo=5 X o
=1

=1

We will also need the following fluid-scaled residual arrival and service times at an arbi-
trary instant ¢.

DEFINITION 2.6. Let,forr>0,r e Nand j € Ay,

THMO=E" O - =T, YO=E"T0) - (Bj0)-T;7).

In addition, define
T O =rTM@. YO =rT"@® and 170 = (T4 0, T50).

In addition, we will use the following fluid-scaled version of the indicator vector £", which
tells us which jobs are currently not being processed due to their queue lengths being close
to 0.

DEFINITION 2.7. For j € Nj, > 0and r € N, define SJ’.(t) = EJ’.(rzt).

From (2), forall j € Ay and 0 <s < t, we have

A A —1 —1 47, 2 A, +
Q1) = 05) + 17T _ gy 1T AT (P =5 = T (9))

©))

—r7z

—1ors(,.2( R A =S, +
(B ()-B;(5)=T7" (5)>0) — " S7 (7 (Bj () = Bj(s) = Y7 (9)")-
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It then follows that ¥” (r) = (Q’(t), Y’(t), &r (1)) is a strong Markov process vyith~values
in )" = N{/r X ]R%rj x xJ, with respect to the filtration {G" (¢)};>0. For y = (¢, Y,&) € V"
and bounded measurable f : )" — R, we use the notation

E\[f((Q" ). T (1), & (1))]
=E[f((Q" ). T"®). & ®))I(Q"(0). T7(0), £"(0)) = y].

When f = 14, we will write E,[f(Y"(1))] as Py(Y"(¢) € A).

Recall the holding cost vector £ from Section 2.4. We consider two types of costs. The first
is the infinite horizon discounted cost. Fix a discount factor ¢ € (0, 00). For r € N and y” €
V', the infinite horizon discounted cost associated with the control policy B” in Definition
23is

JH (B, y") i/o e S"Ey[h- Q" (1)]dt.

The second cost we consider is the long-term cost per unit time (also referred to as the ergodic
cost). Define, forr €N, y" € Y, and T > 0,

T Lt s
Ji (B’,y’)ﬁEyr[—/ h-Q’(t)dt].
T Jo
Then the long-term cost per unit time for B” and y" € " is

Jr(B",y") =limsup Jj;" (B, y").
T—o0

In order to describe the limit model under the heavy traffic scaling, we now recall the
definition of a Skorokhod map on the positive orthant Ri associated with normal reflections
at the boundary. The reason such a Skorohod map emerges in our analysis is that (i) due to
the local traffic condition and the fact that (under HGI performance) every resource utilizes
its full capacity whenever there is work for that resource in the system, the state space of
the workload process is all of the positive orthant; and (ii) since this is a “one pass” system,
idleness of one resource does not (directly) impact the flow of work to any other resource,
and as a consequence, one does not get oblique reflections from idleness.

DEFINITION 2.8. Let T € (0,00) and f € D([0,T] : Rd). We say that (¢, h) €
D0, T1:R%) x D([0, T : R?) solves the Skorohod problem for f if (a) ¢p(¢) = f(t) + h(¢)
for all + € [0,T], (b) h(-) is nondecreasing and h(0) = —f(0) v 0, (c) ¢(-) > 0, (d)
f[O,oo) Lig; >0y dhi(t) =0 forall i € Ny.

It is known that there is a unique solution to the above Skorohod problem with normal
reflections (which can be essentially regarded as d-one dimensional Skorohod problems)
for every f € D([0,T]: R9) and denoting the unique ¢ associated with f as ['g(f), the
Skorohod map 'y : D([0, T] : RY) — D([0, T] : R?) has the following Lipschitz property:
There exists Kr, € (0, 00) such that for all T > 0 and fi, f> € D([0, T'] :]Rd),

sup [Ca(f1)(@) —Ta(f2) @) < Kr, sup |fi(t) — f2(0)].
0<t<T O<t<T

Note that for f € D([0,T]: R4, Ca(f)i=T1(fi)foralli=1,...d. Whend =1, we will
write I'y = I'; as simply I". Also, it is easily verified that K, can be taken to be 2. We refer
the reader to [14], Section 3.6.C, for a discussion of the one-dimensional Skorohod problem.

Consider diagonal matrices X“ and ¥V given with diagonal entries {crj'.‘}JJ.:1 and {al'.’}jj.zl,

respectively, and define ¥ = KM (X% 4+ ZR)MTK . Let (SYZ, F, {ft}, 15) be a filtered prob-
ability space on which is given an /-dimensional {F;}-Brownian motion {X (¢)} with drift
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6 and covariance matrix X. For wg € Ri, let W*0 be a Ri valued continuous stochastic
process defined as

(10) W™ (r) =T (wo + X())(1), 1>0.

The process W™o is referred to as a I-dimensional reflected Brownian motion with initial
value wq, drift & and covariance matrix X. It is well known [12] that, under our conditions
(specifically the property 6 < 0), {Ww‘)}wo cR}, defines a Markov process that has a unique
invariant probability distribution, which we denote as 7.

The hierarchical greedy ideal (HGI) associated with the discounted and the ergodic cost,
for wo € R’ , are given respectively as

(11) HGID(wo)i/OOOe_gtE[fz(Wwo(t))]dt, HGIEi/R+fz(w)n(dw).

The following theorem says that our scheme achieves the hierarchical greedy ideal infinite
horizon discounted cost.

THEOREM 2.4 (Proof in Section 3.2). Let y" = (§", ?’, ?V) € V' be an arbitrary se-
quence satisfying lim,_, oo ¢ = q for some q € Ri and sup, rY" < 00. Define wo = KMgq.
Then lim, _, » J,(B", y") = HGIp(wp).

The next theorem gives a similar result for the long-term cost per unit time.

THEOREM 2.5 (Proof in Section 3.3). . Let y" = (q", ?’, g’) € V" be an arbitrary se-
quence satisfying sup, §" < oo and sup, rY" < 0o. Then lim,_, oo J;(B", y") = HGIE.

For some background and rationale for the terminology of HGI for the costs in (11), we
refer the reader to [11]. Roughly speaking, the fact that the asymptotic cost for our sequence
of policies is given in terms of the function h corresponds to the feature of instantaneous
holding cost minimization for the given workload (recall the definition of h), and the fact that
the limit is determined by a reflected Brownian motion, which has the feature that the reflec-
tion (which roughly corresponds to the asymptotic idleness) occurs only when the process
hits the faces of the orthant (namely one of the coordinates is zero), captures the no-idleness
property of HGI.

In the rest of the paper, we simplify the notation by leaving out the subscript y on the
expected value that specifies the initial condition unless it is particularly relevant in that situ-
ation.

The following result is immediate from the definition of the control policy B’ (-). For part
(d), see Remark 1 and for part (e) recall that vﬁ? (z)>0ifz; =1.

PROPOSITION 2.6. The scheme given in Definition 2.3 has following properties:

(a) Forany j € Ay andtZOifé}’-(t):l,then %B;(r):O. i

(b) Forany jeAjandt=>0 ifé'jr.(t) =0, then Ejr.(s) =0 forall s >t such that Bjr-(s) —
Bl(t) < Y3 (1)).

(¢) Forr sufficiently large forall j € Aj andt > 0, we have x; (t) > ﬁ, and consequently,
if (1) =0, then b;(1) > &

(d) Foralli e Aj and t =0 if Wi’(t) > 2Jcor*=! and ZJJ':1 Ki,jI{ér(;):u =0, then

_ J

L(KB"(1)i = (Kb");(r’t) = C;.
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Thm 2.4 Thm 2.5
Prop 3.1 ‘ \ *Prop3.5“ Prop3.7 « * Prop 3.6
Prop 3.2 « <~ 7 ¢ Prop3.4 +

=

Prop 7.3 Lem7.2
{

Prop 8.2

Prop 7.1 «~
w V‘

Prop 3.3 '

1
Prop 2.1, Prop 2.2, Prop 2.3, Prop 2.6, Prop 5.1, Prop 6.1, Prop 6.2, Lem 7.4,
Prop 7.5, Prop 7.6, Prop 7.7, Prop 8.1, Lem 9.1, Lem 10.1, Lem 10.2

FI1G. 2. The interdependence of results.

(e) Forr sufficiently large there exists A > 0, such that forall j € Ajandt >0 ifQ;-(t) <
Cor" then ,B; b;. (1) < oz; —A.

The remainder of the paper is organized as follows. Section 3 proves the main results of
this work, namely Theorems 2.4 and 2.5, by introducing a set of seven propositions. The rest
of the paper is devoted to the proof of these propositions. Propositions 3.6 and 3.7 give the
tightness of certain path occupation measures and characterize the weak limit points. These
results are needed only in the treatment of the ergodic cost. Analogous results when the
interarrival times and service times are exponential were established in [6] and so we only
provide a sketch of the proofs. These are in Section 11. Proposition 3.1 gives a functional
central limit theorem, which proceeds by standard methods using the heavy traffic condition
and central limit theorem for renewal processes. Proof is sketched in Section 4. Propositions
3.2 and 3.3 are key ingredients in establishing the no-idleness feature of the HGI performance.
The first is proved in Section 5 while the second is proved in Section 6 using certain large
deviation estimates for renewal processes (Proposition 6.2) the proofs of which is deferred to
Section 9.2. Proposition 3.4 gives a key uniform in time exponential moment estimate. The
proof of this result is in Section 7.1 based on several Lyapunov function lemmas, the proofs
of which are relegated to Section 8. Finally, Proposition 3.5 is the key ingredient in showing
that our policy achieves the instantaneous cost minimization feature of the HGI performance.
Proof of this proposition is in Section 7.2, based on some auxiliary lemmas that are proved
in Sections 9 and 10.

To describe the interdependence of results of the paper, we provide Figure 2 with the
interpretation that the results can only depend on other results located lower in the figure.
To simplify the figure and to make it easier to read, we have placed results, which are not
directly used in the proofs of HGI performance (Theorems 2.4 and 2.5) and are not heavily
dependent on other results into a “foundation” group at the bottom. The proofs of results in
this foundation group depend on at most one other result in the paper, which is also in the
foundation group, but these foundation results may be used in the proofs of results higher up
the figure. The interdependence of results outside of the foundation group is indicated using
arrows, where for instance, an arrow going from Theorem 2.4 to Proposition 3.1 indicates
that Proposition 3.1 is used in the proof of Theorem 2.4.

3. Proof of main theorems.

3.1. Some auxiliary results. Proof of the following proposition follows by standard meth-
ods. A sketch is given in Section 4.
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PROPOSITION 3.1. Let_ y =(q" Y7, 5’) € V' be an arbitrary sequence satisfying
sup, ¢° < 00 and lim, 5 Y™ = 0. Then X’() — X() in distribution in D! where X()
is as introduced above (10).

Next, two propositions are needed to establish the nonidleness feature of the HGI perfor-
mance.

PROPOSITION 3.2 (Proof in Section 5). Forallr e N,y " € V", t >0and T € (0, 00),
we have Pyr a.s.,

sup {|T(W/(t) + X (t +-) — X7 (1)) (s) — W/ (t +5)|)
s€[0,T]

r2(t+T)
§3JC27‘K 1 _1C Z/ {gr(s) 1}dS

PROPOSITION 3.3 (Proof iAn Section 6).  For each € > 0, there exists B, R € (0, 00) such
that forallr > R, y" =(q",Y",E) €Y', T > 1and j € Ay we have

a A 7 Tr8«
Pyr (/0 Lierw=nds =r ;" + fTrZK) <e P

The proofs of the next two propositions are in Section 7. The first gives a key uniform in
time exponential moment estimate. The second is key in showing that our policy achieves the
instantaneous cost minimization feature of the HGI performance.

PROPOSITION 3.4 (Proof in SAectiqn 7). There exist constants R, By, By, l§3, 5,8>0
such that forallr > R, y" = (g", Y",E") € V", c € (0,8] and t > 0 we have

Eyr [V O] < B8+ B200 14T By

PROPOSITION 3.5 (Proof in Section 7). For any € € (0, 1) and M < oo, there exist con-
stants AT*, R € (0, 00) such that forallr > R, T > T*,t >0and y" € V" satisfying ¢" <M
and rY" < M we have

[ /]h O (t+s)— (Wr(t+s))|ds]<e
and

Eyr[/o e *|h- Q' (t+s)—h (Wr(t+s))|ds}<e

3.2. Proof of Theorem 2.4. Fix T € (0, 00). From Proposition 3.1, )A(r( ) —> )A(( ) in dis-
tribution on D([0, T]: R’) where X (+) 1s as introduced above (10). Slnce KM"q" — wo, by
the continuity of the Skorokhod map, we have I'(K M"¢" + X" ) — W0 in distribution on
D([0, T] : R?), where Wwo (¢) 1s the reflected Brownian motion given by (10). In addition,
using Propositions 3.2 and 3.3 (and recalling that sup, rY’ <ooandk < 1 /4), we see that

sup |T(KM"g" —I—Xr(-))(t)—Wr(t)|—>O
1€[0,T]
in probability. Combining this gives W — Wwo in distribution on D([0, T'] : RY). For k €
(0, 00), define hk(w) kA h(w) and note that hk is a bounded, continuous function on Rl
Consequently, it follows that for any 7' < oo,

lim E[/OT e ST (W (1)) dt} = EUOT e~ SThp (W¥o (1)) dt].

r—00
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Let € > 0 be arbitrary. Proposition 3.5 (recall that " — ¢ and sup, rY" < o0) tells us that
there exists R; € (0, oo) such that for all r > R; we have

’E[/Ooo e S'h- Q’(t)dt] - E[/OOO eg’ﬁ(W’(t))dt”
< E[/Ooo SR (W (1)) — h - Qr(t)|dt:| < %'

Due to Proposition 3.4 (and once more using g” — ¢ and sup, rY’ < 00), there exists B €
(0,00) and Ry € [Ry, oo) such that for all » > R, and ¢t > 0 we have E[|Wr(t)|] < Bj.1In
addition, the definition of & implies that there exists By < oo such that forall w € RI we have
h(w) < Bs|w|. Choose T} € (0, 0o) sufficiently large that e™¢ h Bng L < g Consequently, for
all T > T and r > R,, we have

_ T ~on BB _
StE r S'E r sT
‘/ W (t))] /0 e [h(W (t))]dt < c e

Proposition 3.4 also implies that there exist constants K| € (0, co) and R3 € [R», 00) such
that for all » > R3 and r > 0 we have E[Z, (W (0)>K)) |W’(t)|] < ¢€/(3B,). Consequently, for
r> R3,t>0and k > K; B, we have

E[|R(W" (1)) — hi (W' ()]

= E[I{ﬁ(w"(t))zk}f‘(wr )] < BZE[I{\W"(t)lzKl W (0]

IA

€
3 .

A

Then for all T < oo we have

T T 00
—cti (Yirr . —cti (ViF —gtg_E E
‘E[/O e "Th(w (t))dt:| E[/O e Th(W (t))dt]‘ 5/0 e dr < —.

In addition, due to the monotone convergence theorem there exists 75 € [7T7, 00) and K, €
[K1, 00) such that for all T > 7> and k > K, we have

T A~ v
‘E[f e‘gthk(WwO(t))dt} - E[/ —gfh(WwO(z))dt” :
0 0
Finally, for k > K7 and T > T, we have
limsup J},(B", yp)
r—>o0

00 R o0 AL A
:limsupE[/ e <'h- Qr(t)dt} < limsup E[/ e_g’h(W’(t))dt} + S
0 0

r—0oQ r—o0 6

T o 3 T o
< limsupE[f e S"h(W" (1)) dt} + ge < limsupE[/ e S h (W (1)) dt} + —
0 0

r—00 r—0o0
T " . 5¢ 00
= E[/ e_gthk(WwO(t))dt] +es E[/ e *'h (Wwo(t))dt:| + €.
0 0
Similarly,
r r o t w
L ,
liminf J},(B ,yo)zE[/O e Sh(W O(t))dt}

Since € > 0 is arbitrary, the result follows.
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3.3. Proof of Theorem 2.5. We begin with some auxiliary results. From Proposition 3.4 it
follows that, with y” as in Theorem 2.5, therg exist constants R, B; € (0, o0) and ¢ > 0 such
that for all » > R and r > 0 we have Eyr [V D] < B;. As a result, sup,>g{Jp(B", y")} <
00.

DEFINITION 3.1. Forr e Nand y" € V" such that J;(B", y") < oo choose T € [r, 00)
such that |J2’T’(B’) —Jp (BN < % If Jp(B",y") =00, set T, = 1. Define the random vari-
able V" with values in P(R]. x D([0, 1]: R)) by

v dt.

1 T
S 8o o R

T, /; Wr @), X" (t+)—-X" (1))
The next two propositions give tightness of the above occupation measure and characterize

its weak limit points. Since analogous results for exponential primitives were studied in [6],
we only give proof sketches in Section 11.

PROPOSITION 3.6.  Let {v"} be as in Definition 3.1 associated with a {y"} € Y" and as-

sume sup, q" < oo and sup, r'Y" < co. Then {v"} is tight as a sequence of random variables
with values in P(Ri x D([0, 1] : RY)).

PROPOSITION 3.7. Assume {y"} € V" satisfies sup, q" < oo and suprr?’ < 00 and
consider a subsequence {V'"}* | of the tight sequence in Proposition 3.6 that converges
in distribution to a random variable v* with values in 77(]1%5r x D([0, 1] : RY)). Then the
coordinate maps (w, x) on ]Rfr x D([0, 11: RY) satisfy, under v*(w), for a.e. o,

(a) x is a Brownian motion with drift 6 and covariance % with respect to the filtration
F)=o(w,x(s)):s <1),

) T'y(w+x())(s) < w for every s € [0, 1].

We now prove Theorem 2.5. It suffices to show that for any subsequence of {J;(B", y")},
there is a further subsequence that converges to HGIg. Let v" be the random variables given
by Definition 3.1 associated with a y" € " as in the statement of Theorem 2.5. For an arbi-
trary subsequence, Propositions 3.6 and 3.7 show that there is a further subsequence (which
we will index by r,,,), which satisfies v'» — v* where v* is such that the coordinate variables

(x, w) under v*(w) for a.e. w satisfy w < I';(w+x(-)) and x is a Brownian motion with drift
6 and covariance ¥ with respect to the filtration F(¢) = o (w, x(s)) : s <t). Since the invari-
ant distribution 7 of the reflected Brownian motion in equation (10) is unique, it follows that

vzkl)(a)) 2 7 for a.e. w, where vfl) is the first marginal of v*. Consequently,

[ h(w)m (dw) = E[/ fz(w)v(*l)(dw)]
RE RL
For k < o0, let ﬁk (w)=kA fz(w). Then since lAzk(') is a bounded, continuous function

lim o E[hxw)v(, (dw)] :E[/RI+ ﬁk(w)ugq)(dw)] :/R,+ hi(w)m (dw).

m— 00

Let € > 0 be arbitrary. As in the proof of Theorem 2.4, using Proposition 3.4 (recall that
sup, ¢" < oo and sup, r' Y < 00), we see that there exist constants K, Ry € (0, 0o) such that
forallr > R,t>0and k > K,

E[R(W" (1) — he(W" (1))] <

NG
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Using the monotone convergence theorem, we can choose K> € [K|, 00) such that for all

k> K>
‘E[/Riﬁ(w)va)(dw)] [/ hk(w)v(l)(dw)]‘ %

In addition, from Proposition 3.5 (recall that sup, ¢" < oo and sup, rY" < 00), there exists a
constant Ry € [R1, 00) such that for all r > R»,

[1/ |h - O’ (1) — (Wr(t))|dti|

T,

Consequently, for all K > K>, we have

4>|m

limsup J" (B")

m—0o0

1 T"m A 1 Trm /\ A
< limsupE[T—/(; h-Q" (1) dt] < limsupE[T—/O h(W" (1)) dt} + ¢
I'm Im

m—0o0 m— 00 4

1
< limsup E|:

m—o0

/Tr’" fzk(Wr(t))dt} + < —lim supE[/ hi(wyv!r (dw)] + <
0 (H 2

m 2 m— 00

A * € ~ " A
= E[/Rﬁr hk(w)v(l)(dw)} ts= E[/]Rgr h(w)v(l)(dw)} +e= AA% h(w)m(dw) + €.

Similarly, liminf,_, s Jg’" (B") > fRi fz(w)rr(dw) — €. Since € > 0 was arbitrary, the result
follows.

4. Proof sketch of Proposition 3.1. Recall the definition of )A(’( -) in (2). The central
limit theorem for renewal processes (see, e. 8o [4], Theorem 14.6) and the fact that M" — M)
implies that 6id(-) + KM" A" (- ) KM’"S"(pid(:)) — X( ) in distribution in D!, where
id is the identity map. Clearly, 1 KM Lig)spar-gp = 0, 5 1gkmz, (Br()>Tsr=0y — 0, and
(due to Condition 2 and the paragraph that follows) rK (p" — p)id(-) — 6id(:) in D!,
Since limy_ o0 Y7 = 0, it follows that (id(-) — YA — id(-), rKp" (id(-) A TA") — 0 and
rK(B"(-) ATS7) — 0in D! . In addition, it can be shown using Proposition 3.4, Proposition
6.2 and the assumptions that sup, ¢" < co and sup, Y7 < oo that (B"(-) =TSt = pid(-)
in D!. The proof of this is very similar to the proof of [6], Theorem 15, part 2, and is there-
fore omitted. Putting all of this together implies that h'd ) — X (+) in distribution in D! and
completes the proof.

5. Proof of Proposition 3.2. We begin with an auxiliary result.

PROPOSITION 5.1. Let T € (0,00) and f € D([0,T] : R) be arbitrary and let ¢ =
I'1(f). Assume ¢ = f + hy where ho € D([0, T'] : R) is a nondecreasing function satisfying
0 <hy(0) < (= f(O)" and fOT Ligy(1)>0ydha(t) = 0. Then ¢ < ¢1. Let ¢p3 = f + h3 where
h3 € D([0, T]: R) is a nondecreasing function satisfying h3(0) > 0 and ¢3 > 0. Then ¢ <
#3.

PROOF. Define h(t) = supse[o’,]{(—f(s))ﬂ and note that ¢1 = f + h1. We will first
prove ¢» < ¢; and to do so it is sufficient to prove hy < h;. Note that 0 < hy(0) <
(—f(0)T implies h2(0) < h1(0). Arguing via contradiction, assume there exists ISS
(0, T'] such that hy(25) > hi(t3) = supse[ovtf]{(— £(s))T}. For notational convenience, let
a = supse[oytf]{(—f(s))Jr} and define ¢ = sup{s € [0, T] : ha(s) < a}. Note that since
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ho(t3) > a we have tf < t5. If ho(t]") > a then, since hy(s) < a for all s < ¢{, we must
have f{fi"} dho(u) > 0. However,

$2(1}) = £ (1) + ha(tf) > f (1) +a = f (1) + sup {(=f())")

s€l0,5]

> f(i)+ sup {(—f())"}=0

sel0,t7]

which contradicts the fact that fOT Zi¢r1)>0y dha(t) = 0. Therefore, we must have hy(t]') <a
and so t{" < t5. By the definition of ¢, we have hy(¢) > a for all ¢ € (¢], £5]. Therefore, for
any t € (tf,t5], we have

$2() = f(O) +ha() > f(O) +a=f@)+ sup {(—f ()"}

s€[0,25]

> f()+ sup {(—=f()"} >0.

s€[0,1]
However, since ha (1)) > a > hy(t]) we have f(,ik’t;] dhy(t) > 0, which since ¢, (¢) > 0 for all

t € (t{, t;] contradicts the fact that fOT ZLipy(1)>0y dha(t) = 0. Thus, we have a contradiction
and so we must have hy(¢) < hq(¢) for all ¢ € [0, T], which implies ¢, (¢) < ¢1(¢) for all
tel0,T].

Now we will prove that ¢ < ¢3. It is sufficient to show that A3 > hj. Once again
arguing via contradiction, assume there exists t5 € [0, T] such that h3(t)) < hi1(t)) =
supse[o’ti«]{(—f(s))ﬂ. Then there exists ¢ € [0, 5] such that (—f(tik))+ > h3(t3) = h3(t]),
which implies (—f ()T = f(@tf and ¢3(:7) = f (&) + h3(t}) < f (&) — f(t]) meaning
¢3(t7) < 0. However, this contradicts the fact that ¢3 > 0, which proves that 23 > hy. [

We now proceed to the proof of Proposition 3.2. Fix ¢t > 0. Define

rr . . 293
I (s) = /(;Jﬂ] I{Wi’(u)—chr"_l>O}dUi (), s=>0.
Then, from (3), for s, >0,
Wit +s)—Jear* V= Wi(t) — Jepr V4 X0t +5) — X (1)

o ) A
T (t,1+s] I{Wi’(u)—102rK‘1§0}dUl ),

and consequently, from the first part of Proposition 5.1 we have

W (1t 45) = Jear* V< Ty (W (t) = Jear* V4 XDt + ) — X7 (@) + 17 (D) (s5)
for all s € [0, T']. In addition,

Wit 4s) =W @)+ X[t +s)— X[ () + U (t 45) — UL (1)

where Ui’ t+-)— 0{ () is nondecreasing and nonnegative, and Wir (t 4+ -) = 0 so using the
second part of Proposition 5.1 once more, we have
(12) Fi (W 0+ X[+ = X[ 0)() < W]t +5)
for all s € [0, T']. Since

sup |CL(W! (1) + XDt + ) — X1(0))(s)
s€[0,T]

— T (W (1) = Jear* "+ X1t + ) — XL () + 17 () )]



CONTROL POLICIES FOR HGI PERFORMANCE 873

<2 sup [(W/(1)+ X/ (1 +5)— X/ (1))
s€[0,T]

— (W (6) = Jear " XIt +5) = X0(0) + 17 (5))]
dU! (u)

k—1 R
=2/ 42 (A4 T] Lir )~ Jeare=150)

we have, for all s € [0, T],
Ty (W () + X5 (e + ) — XT (1) (s)
>T (W () = Jear D XD+ ) = XE (1) + I () (s) = 2J cpr< ™!

(13) ) | )
? (’?Z+T]I{Wir(“)—162rkfl>0}dU,' (u)
. » | )
> Wi (t+s)—3Jcr*™ =2 (t,14T] Liirr y—geyre150p AU; ().

Combining (12) and (13), we have

sup {|T" (W) () + X7t +) — XL@0)(s) = W]t +9)]}

<3Jepr 142 7 dU! (u).

(AT (W] (u)—J cor<=1>0}

In addition due to Proposition 2.6, part (d), we have

~ LG e
A r — . . 3 '
/(‘t,H—T] I{Wir(u)—JCZI"‘*1>O} dUz () <r—C; Jz::] ‘/rzt I{gj ()=1} ds

The result follows.

6. Proof of Proposition 3.3. We will use the following two propositions in the proof of
Proposition 3.3. The proof of the first proposition is a simpler version of that of Proposition
7.5, which gives a similar estimate for service times. Since the proof of the latter result is
given in full detail in Section 9.1, we omit the proof of Proposition 6.1. We make the conven-
tion that u;(O) =0forreNand jeAy.

PROPOSITION 6.1. Let § be as in Condition 1. There exists R < 0o and forany ¢ <8 a
corresponding K (c) < oo such that forany j € Ay, y" € V" and t > 0 we have

ro_ A
sup E[ec”f(ff (’))] < K(o).

r>R
The proof of the next proposition is in Section 9.2.

PROPOSITION 6.2 (Proof in Section 9.2). Let j € Ay, c1,c2 > 0 and € > 0 be arbitrary.
Then there exists By, Bz, R € (0, 00) such that for all T € [0, 00) and r > R we have

(14) P su AT (1) —ta;| > erc't2T) < Ble—rCZTBZ
O<t<rXitar

and

a9 P( s [Sj@O i zerttOT) s Be TR

0<r<r2c1t¢2 max; {C;}T
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In particular, for k > 0,

1
(16) P( sup  |AG(1) —raj| > er"T) < Bje 1 B2
O<t<r2*rT
and
Le
(17 P( sup |S5) = 1B} = €T ) < Bre ™™ 22,

3¢
0<t=<r2" max;{C;}T

We note that equations (16) and (17) are immediate from (14) and (15) on taking c; = ¢c» =
k /2. The former set of equations are essential to understanding the behavior of Q;- () in the
region [0, ¢,r*] in the proof of Proposition 3.3; see, for example, the proof of (28) completed
below (30), and the estimates in (34) and (38).

We now proceed to the proof of Proposition 3.3.

Overall proof idea. Recall, as described in Definition 2.3, that 5; (t) changes from O to 1
when Q; (t) drops below c¢1r*. This says that we stop processing type j jobs until Q; )
reaches ¢pr* at which point 5’ (t) changes back to 0 and the processing of type j jobs re-
sumes. The key to this proof i 1s that if Q’ (t) < ¢or then type j jobs are processed at a rate
lower than their arrival rate (see Proposmon 2.6, part (e)) in an attempt to boost Qr (t) back
up to ¢2r*. To prove this result, we first get an upper bound on P(C") where C”, deﬁned in
(19), is the event that Q;(rzt) fails to exceed ¢17* — 1 by time ¢t = T;\” + Tr3<—2. Note
that due to Proposition 2.6, part (a) once Q_r/-(rzt) enters the region [¢17* — 1, 00) it never
leaves, and it is convenient for the remainder of this proof to focus on the event (C")¢ where
this entrance has occurred by time ¢t = ’_TJA’F + Tr2*~2. The bulk of the proof is devoted to
providing an upper bound on

2T 7
P(/ Tiern=1 dtZeTrZK)
g g €O

This is accomplished by dividing the time interval [Y_”}“ + Tr%"_z, T] into subintervals of

length r =2 and showing that bad behavior on the nth subinterval, as defined by the set U],
in (20), is unlikely. On the set (C")¢, we can use the frequency of the events {U/ },,~1 to bound
the amount of time the process is in the state £ ]’ (t) = 1 using (27). Demonstrating that with
high probability ¢/ only occurs for a small percentage of subintervals completes the proof.
Let j € A be arbitrary. Let R; < 0o and A > 0 be such that for all » > R; we have
5 <r"52 —51’r,(5(52 —C1) -
(18) 16 A4
then B7b%(1) <o — A.

3 . ~
r2* andif Q;(t) < Cor’,

Existence of such a R; and A follows from Proposition 2.6, part (e).
For n € Ny, define 7, = ?JA’V + Trik—2 + (n — l)r%"_z. In addition, for n € Ny define the
sets

Ay on ¢y — (|
A =P 2t B = < ),
o)
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and
A = sup A (r25) — A% (PE @)
EN () <s <EN () +r 2 2T (6
2 A 2 r K c2—Ci
—ri(s =& (@) >r T }
2 ¢r—¢
= { } sup {A;’t” (rzs) — rzsa;| > 2 T ! },
0=s<r2 2T (hy)
2 2 28,12
B2 = {_Sr o w S =S E )
EST () <5< B )~ B () HES ()= T3 )
2 =S,r n r ng — i
—r (s—Ej (tn))ﬂj‘>r T }
2 ¢r—¢
= { sup |S;’t”( Z5) — rzsﬂ;\ > r"21761}.
0= <BY (s 1)~ B ()= 17" (i)
Also, define
(19) =10 (r?f) <r*ép —1).

From (1), we have, forall s >0and j € Ay,

0" (%) =4} + 4507 = 1)) 4 Lagprg

205 oS\ F
= S5 (Bj(s) = 5 )_I{B;(s)z?f”>0}

and for any n > 1 and #,, < s < f,,| we have

— A, R —A,
A;- (rz(s — Tj ”)+) +I{s2?;”>0} — A;, (r2(tn _ Tj r)-l—) +I{fnzf-j{4#‘>0}

Jin (2 A A A
+I{s—fnz?j"’(fn)>0}+‘4;' (r*(s =t = 5" (0n))")

and

2/ b S, r\+
S 2B ) = T3 4 L 5

QY 2(RT(} rS.ryt+
=S85 (7 (Bjtn) = Y5)) + L =757 s01 Lo 5602157 G>0)

+ S5 (2 (B (5) = By (G) — 177 ) )
Let £ = infls > 7, Q;. (r2s) > r*&} and for [ > 0 define
oy =infls > " 05 (F%s) < r¥@), g, =infls = ¢} Q(rPs) = rFa).
If ¢ > £y, then for all s € [£,, £;™) we have ) (r2s) < r*&,. Consequently, for all s €
[0, £5™) we have B7(B'(s) — BY(5,) < (s — ,) (@} — A). In addition, on (C")°, Q';(r%s) >

rké; — 1 for all s > f; because if Q';(r2s) < r¥¢; then E‘J’.(s) =1so %B;(s) =0 due to
Proposition 2.6, part (a). Consequently, with

(20) ur = A-tu Ar2u (BB,
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on the set (U)° N (C")* for all s € [£y, £5™) N [fn, fnt1] We have
Q' (r%s) = 0" (r*in) + Lis—io 727 G=0) ~ HBr )= By )= T3 G)>0)
+ AT (2 (s — By = T G0) ) — ST (2B () — B (G) — T3 () )

> r¥e = 2412 (s — iy — ?}f‘”(fn))Jr

B R (7 Y. ~ ¢y — (1
—r2B(Bj(s) — B (f) — T3 (E)) " — e
O U A A M R A CHOR Y
_we-a
8
~ 52 —51 n 52 _51
>rte - rKT +r2a;(s —1y) —oz;<r" o7 )

— 2B} (Bj(s) — B () — r* —

- ¢y — C1 .
= rKCI _rKT +A7'2(S —tn)’

where the last two lines use (18). Recall that A > 0 and from (18) r? (g1 — Bn) > 1% 5(5421;51)

soif ¢y — iy > r"_z% then, on (U)))“ N (C")°,
N 5(cr —¢ - cr—¢C 5(ch —¢ -
o’ (rz(tn +rK_2—( ilA 1))> > e — 2 1 Ly Ar2<r’(_24( 24A l)> =r“e,
which contradicts the definition of £;™ so on the set (U})° N (C")¢ we have ;" — 7, <
rk _2%, and consequently, {6’” < fy41. Therefore, on the set U, N (C")° we have

N 5(¢h — ¢
o - S
By definition, for all 1 > 0, Q' (r%s) > r*é; for all 5 € [55}", &5i'1] 50 £](r%s) =0 for all
s € (2", &1 ). On the set (Uy)° N (C)¢ for any [ > 0 satisfying £, | < 41 and s €
[gzrl’il’ fzriiz) N [;5211 , fhi1], we have

o (rzs)

— O (2570 _ R T o o
=0 (r 521+1)+I{S—fnZTj‘”(tn)><2’,’”+l—zn} I{B}?(s)—Bj(tn)sz”(tn)>B;(cz’;11)—B;(zn)}

+ (AT (2 (s = = T ED)T) = AT (G — = T E0) )

— (S (2 (B(s) = B} () — Y57 (E0) )
— S R(B(e,) — B G — T3 G0) )

>rfc =2~ rKL;gl + 2 (s — i = T E0) T = (G =l = T G0)T)
O 2 (B s) — B~ T3 6)

— (B}(&371) — By o) — 57 ) )
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since Q”; (r?¢5;s ) = r*é, — 1. Consequently,

Q" (r’s)
(2 —c)
—_— }/‘ _—

16

N 5(2—c1) | : C2—C
zr’ccz—r"i16 +r A(s—;“;lil)—a;(r'c oz;16 )

>r*cy - rzoz; (s —23y) — rza;ff’r(fn) — rz,Bj’- (B (s) — B} (&5'}1))

5. 3.
> r"(g@ + §C1> +r2A(s — o),
where once more we have used (18). Because A > 0, we have Q;.(rzs) > r"(%Ez + %El) for
all s € [£57'} 1, &35 A fut1] and because by definition £7 (3¢5} ) = 0 we have &7 (r%s) =0
for all s € [5; 1. 8511 0) N [&5)4 1 ffﬂ]' Since [ > 0, such that £3;"} | < f,,11 was arbitrary, we
have £’ (r?s) =0 for all s € [¢)", fy+1] on the set (45)° N (C")¢. In addition, we have shown
that on the set (U})° N (C")¢, we have Q;-(rzs) > r"(%&z + %El) for all s € [¢§", fut1] sO
Q;. (rty41) > r"(%éz + 351). Consequently, from (22), on the set (U£))¢ N (C")¢ we have

- iy 7 J r2gp” . J 241 7 J L S5(E2— 1)

(23) /,z;n (Ej (=145 = /r iy TEG@=nas fr pgrn TE@O=1 =rt—0
r(,.27 ry2n P 5. 3.

(24) 5] (r fn+1) = 0, and, Qj (r tn+1) >r §C2 + §C1 .

In particular, with Hy = {£](-*%,) =0} N {Q'(r*h,) > r<(3¢, + 3¢}, for n > 2 we have

25) (H) N U_ ) N (C) =2

n—1

Next, on the set H} N (U,)° N (C")¢ for s € [#, §™") (recall that {5 < f,41 on (U,) N (C7)C)
we have, from similar calculations as in (22),

5 3 o Cr — C 3(Cy — ¢
Qr(l’zs)ZFK(§52+§51)+F2A(S—tn)—o(;<r"cz C1>_rK (62 Cl)

ot;16 16
35 .
>rl=co+ =c1 |+ Ar<(s — t,).
8 8
Because A > 0, this implies Q7 (r?s) > r*¢y for all s € [f,, {;") and since & (r%t,) = 0 this

implies &7 (r?s) =0 for all s € [#,, {;"™). Consequently, on H} N (U5)° N (C")¢ we have that
(24) holds and

r.n

r2fn+| r2§0 rzf,,H
(26) /ZA Lierw=1yds = /ZA Lierw=n ds +/2 o Ligj)=1ds =0.
rety 1, regy

r=ilp
Therefore, for any N > 1 we have, on (C")¢,

27 N—-1 .2

retN fn+l
n—=
N-l g N-l i
=2 Ty /rzf Lierw=nds + 3 Tugnagy /rzf Lier =1 ds
n=1 n n=1 n
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N-l r trH—l
+ > Tanenwy)e / Ligr(s)=1yds

n=1

3, 5(52 &)=
2 Z Iu) f Z I(H;)cm(u;)c,
n=1
where we have used (24) and (26) in obtaining the last inequality.
From (25), we have, on (C")°¢,

N—1 N—1
Z Z(H,f)‘ﬂ(u,;)c <1+ Z Zur)l'.
n=1 n=1

Therefore, on (C")¢,
iy A S5z 5
27) /0 Tiery—nyds <r¥ 1 +Te3e +rkw n <r§ ARG m)) Z I

From the above estimate, in order to prove the result, it now suffices to show that there exists
R, B < oo such that forall » > R and T > 1, we have

L
(28) P(C")<e BT,
and
(T2~ 3¢ 1-1
(29) P( > Ty = 3r8KT) <e—‘9”8
n=1

For (28), note that since from Proposition 2.6, part (a), if Q;(rzs) < r¥cy then %B; (s) =
we have that

(30) P(C") < P(AY(TP*/?) <r¥8y).

The estimate in (28) now follows readily from (16).
The estimate in (29) follows if we can show that there exists R, B < oo such that for all
r>Rand T > 1, we have

3
2K

[T’ |
1 _ <K
31) P( Z I(BZIB;,Z)zrs”T) <e BT
e 34-1 , L
(32) P( T, zrw) < e BTrY
n=1 "
and
[T 2°71-1 |
o BT 8%
(33) P( Z I(Arl)cmA;2>r8"T) e

First we show (31), with B = 4, for r sufficiently large. Define
Fi3 (k) = o {uf (mf'). v} (m}), v} (m") :m}, > 0.mf = 0,1 € Ayl € Ay\ {j}.mY <k},

which is the filtration that contains the information on all interarrival times, all service times
from queues other than the jth queue, and the first k service times from queue j. Note that
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tJr’S(fn) is a f;’s(k) stopping time, and thus with Hi = F;’S(r;’s(fn)) for n > 0, {’H,];}nzo
is a filtration. Note that fork <n B,Z’l N B,:’Z is #;-measurable. In addition, éf’r(fn) is ;-

measurable and S " is independent of ’Hn Write

1 1/2
Z/{ —exp{szn ﬂBn }=€ IB’rllmB:;Z +Z(leﬂ[>’ )

Then we have

N N—-1
E[e? == T 0] = {1‘[ } {um% )Hun]

= E[Ul — P(BIMY 1) +e2 P(BIMY )] fo”"]'

n=1

For n > 0, since Tf’r(fn) >0 and B;(fn+1) — B;(fn) < max,-{C,-}r%"_z, we have

P(BIH]) < P( sup [SF (%) — r2sBy| > 7 621_6“)
0<s<max; {C;}r2 32
and due to Proposition 6.2 (17), there exists Ry € [R1, 00) and Bj < oo such that for all
r > Ry and n > 0 we have

(C2—C 5
(34) P sup |S;t”(r2s) —rlsa’; 5>t 216 1) <e B
0<s<max; {C;}r2 3x-2

Since (1 — p + pef) is an increasing function of p, we have

ZNIZrl 5 1

E[e? =1 75 '0572] < B[ (1 e B (e2 — 1)).

Now by a standard recursive argument, we see

E[e%Z,[:/:lZB’rflmB;,Z] <1 +efr%31(el/2 _ 1))N+1.

Since e% —1<1, wehave 1 + e 2B (e% -1 < ee_rzB' , which gives
(35) Efe? S ol < o De 0
Choose R3 € [Ry, 00) such that for all r > R3 and T > 1, we have
1 K 1
—Ers “T + (Tr? —3 4 e B < —Zr%KT.

Then for all » > R3 and T > 1, we have from (35) that

|7Tr 2 -l 1 3K %B 1 IK

8 -2 -r —ITr8

P( > L mBr2)>r8KT><e BT 20 20 T
n

This completes the proof of (31). Let § > 0 be as in Condition 1 and let v € (0, §) be arbitrary.
Now we will show that (32) holds with B = 5 for r sufficiently large. For x € R, define

k
#4(x) =min{k >0: ) ui(l) zx}.

=1
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Let i@, (x) = Zixopu; (f]r-’A(x)) and define

-
®,(x) = EexpyvZ V,(x)>r,(¢2 rl —i—leE - (x)>lr%K}]'

Let
]-"]r-’A(k) = o {up (mp), vf (m}), u';(m"%) :mj; = 0,m] > 0,1 € Ay, 1"e Ay\ {j}, m} <k,

which is the filtration that contains the information on all all service times, all interarrival
times for queues other than the jth queue, and the first k arrival times from queue j. Note that

r;’A(f,,) isa ]:;’A(k)—stopping time, and thus with 7} = ]:;’A(t;’A(fn)) for n > 0, {Hn}n=0

is a filtration. For n > 0, and a 7:[,], -measurable positive random variable X, define
:T;,A(fn)‘f‘k
#AM(X) = min{k >0: Y. u0= X}

1=t} i) +1

and
r,n - - -
vt () _BXP[UI{X 0. (& (X042 () = 2L
J
A .
v z: [X>0,u (7} A(X)+t;’A(fn))>lr%K}i|

Note that
(36) E[yr"(X)|H]] = @ (X).

Due to Proposition 6.1, there exists R4 € [R3, 00) and B> < oo such that

sup  E[¢""I] < B,

r>R4,xeR4

3
=K ~ 7~ 3 ~ 7~
and for all » > R4 we have e V02 —D < % r¥e=ll < 2% 20" > aj and gl > 1.
otjl6 J aj32

Consequently, for all x € R and [ > 1, we have
. 62 = —urk C~‘2751

3
C1 T M 3 _ulrak
~ )SBze @l P(u;-(x)zlﬂ") < Bye VIr*,
ozj16

P(ﬁ; x)>r

Therefore, for r > R4, we have

—ur ‘2 ‘]

@ (x) <1+e"Bae sle 4 Ze“(ZH)B e_“lr2

—UI’KZZ ‘_1 2 o0 %K
< 1 +€UBZE —I—BZUB e Vr Ze—ul(r —1)
=0
—ur 2 1(61
<1+eYBye G0 4 26V Bre
K C2—Cq —urk 6021;1661

o’ 16 < esBzeZUe

—vur
<1+ 3Bz€2Ue J
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Letting B3 = 3B¢?V and By = v%}él) we have that, for r > Ry, sup,> g, er{®}, ()} <

eBre " , which combined with equation (36) implies that for any n > 0 and 7—~£,]1.—measurable

real valued random variable X, we have a.e.

r,n 7 r B eiB4rK
(37) E[y"(X)|Hi] = @ (X) < P
Next,
L= Y 3, L, - 3.1 1.
A {r2T?.r(fN*1)Z’7K} {72T;"r(fN71)<r7K} A
Also,
. 3. L i
P28 (1) <r2€) A
<7 3 o
T2 T4, A -rAN-1, 3 Ay o
(P2 =r 2T iy ) >0 (2 )4 7T 2 = T 00> )
Thus,
1 +uvZ T
z Y Y N 3 - ~ 3 rl
eU A <e {IHZT/AJ”N*I)EVZK} ("ZT]A’r(thl)qZK] AR

v

3
2947 ¢ 2 1,3 - N
{r T] (tN—1)=r }I/IZ,N 1(’,,2/( _ rsz’r(lel)).

By conditioning, using (37), and the fact that r%" — rsz’r(f]v_l) is 7:[{\,71—measurable it
then follows:

N-1
vy IAZ’I +vZ

. 3
* (2T iy _)zr2*)

N
v T 1 —B,
E[ 2,171 A’rl ] < B3e 47

By a successive conditioning argument, we now have that

vl ,1+v Z[l\ilz 3
A {rZYJ’,‘*’dO)zzri"}

e 1T < NBe p,
By definition ?]A’r (fo) = 0, so the expectation on the right-hand side equals 1, which gives
B[ 17451 ] < NBse
Choose Rs5 € [R4, 00) such that for all » > R5 and T > 1 we have
—Turs" +Tr2_%KBge_B4’K < —T%r%".
Then for all r > Rs; and T > 1, we have
rTrZ_%"pl

3
[T 247-1 1,
P( Z T 1 zrg%KT> <e vt TE[eUZ":1 ZAZ"]

n=1

1 3
o~ Ur 8 TH(T T 2 =) By Bar”

o0|—

| 3
3K 2—5k —Byrk v gk
< Ur¥ THT" 20 Bze™ " =387 T

This proves (32).
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Finally, we will show (33), with B = 1/4 and for r sufficiently large. Note that for
n > 0 since A;’t"(-) is independent of F" (z" (%)), ?]A’r(fn) is F"(t" (t,))-measurable, and

Tf’r(fn) > () we have

PUAPIF (W G)) = P sup (477 (%5) = s | = r S F (7 )
3K—2
0<s<r2

< P( sup |Ar~’f" (r’s) — rzsoz;| > 2 cl).
32 / 16
0<s<r2
From Proposition 6.2 (16), there exists Rg € [R5, 00) and Bs < oo such that for all » > Rg
we have

; G- ¢ ;
(38) P( sup |A;.’t" (r’s) — rzsoz;| > o2 T 1> <2852
'i
05s§r§K_2

and e% < Bsrg. Therefore, for all » > Rg and n > 0, we have

P(A;’zlfr(fr(fn))) S 6—2357'%

and so

1

T rl ¢ r, ~ 1 ~
E[e* A 0A | Fr (2 (1))] < (1+ €2 P(ALZ|F (2 (7))
<(1 +e%e_235r%) <(1 +e_B5”%).

Since for 0 < m < n, the set (A;;l)c N .A,’;f is F"(z" (t,))-measurable we have by a successive
conditioning argument

1
E[e% Z'I'V:II(AQIMAZ’Z] <(1+ e‘Bsr%)NE[eZIMSHCnASz]

K

« K
—Bsr2 —Bsr2

(1 o~ Bsr )Nel/2<eNe el/2.

IA

Choose R7 € [Rg, 00) such that for all » > R7 and T > 1, we have —%r%"T + Trz_%" X

K
5 1
e Bsr? 4 % < —}‘rﬁ"T. Then for all » > Ry, we have

3
[T 2%7-1 1 L L3, s
. > 8 < o2 TH(T™ 27]-1)e™ 55" % +5

i’( ;é% z%AﬁU“ﬁAdz—'r T) <e

| e 23k s
—5r8" TH+Tr™ 27e™ 75

+% < e_%r%KT.
Consequently, for all » > Ry, we have that (31)—(33) hold, which proves (29). As noted
previously, this completes the proof.

7. Proof of Propositions 3.4 and 3.5. In this section, we provide proofs of Propositions
3.4 and 3.5.
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7.1. Proof of Proposition 3.4. 'We begin with some preliminary stability results.

DEFINITION 7.1. Let 0 > 0 and & > 0 be arbitrary and define

J J
%?ihﬁrzézwﬂﬂ+§jfﬁ%o+§:?ﬁ%o<ﬁ}
j=1 j=1

Proof of the following proposition is in Section 8.1.

PROPOSITION 7.1 (Proof iI} Section 8.1). There exist constants 5, By, By, B3, R €
(0, 00) such that for all c € (0,8],r > R, 0>0,£ >0,y =(@q",Y",EN eV andi € A
we have

~7,0 ~ | AF J S, r J A1
Eyr (e ] < BB EToroitijs YA ja G 4 py,
where " = KM"q".

DEFINITION 7.2. For v > 0, let S be as in Proposition 7.1 and for all y = (g, f 5~) e)yr
and i € A; define

~7,0

,U 3y
Vit (n) = Ey[e”0 ],
{Y" ()} from Section 2.5.

LEMMA 7.2 (Proof in Section 8.2). For v > 0, lAet ci be as in Proposition 7.1. There exist
constants B, R € (0, 00) such that for any y = (¢, Y,E) € V", t>0,i € Aj and r > R, we
have

Ey[VIP (0 1)) e VP () + B.

PROPOSITION 7.3 (Proof in Section 8.§). For any U > 0, there exist constants By, B,

R € (0,00) such that for all y = (q,V,E) €Y', i € A;j and r > R, we have with 0" =
KM'g,

Vir,ﬁ(y) > BleBg(zi)l'f—C,- maxj{Y;‘})+

We now proceed to the proof of Theorem 3.4.
Fix U > 0 and note tllat ~from Proposition 7.3 there exist constants B, B>, Ry € (0, 00)
such that for all y = (¢, Y,€) € V", i € Aj and r > Ry, we have

BleBg(ziJi’—C,- maxj{'ATJA})Jr < Vir,f}(y)

’

where w" = KM'"q. FromALefnma 7.2, there exist constants B3, Se (0,00)and Ry € [Ry, 00)
such that forany y = (g, Y,£) € )", t >0,i € A; and r > R) we have

E[VIO (0 1)) < e VP (3) + Bs.

In addition, Proposition 7.1 implies that there exist constants B4, Bs, Bg € (0,00) and R3 €
[Ry,00) such thatforalli € A;,r > Ryand y = (g, Y, &) € V", we have

Vir’ﬁ(y) < B4eBS(|¢§H-\Y|) + Bs.
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Combining these three inequalities, we have, for all r > 0,
7 . RRALT 1 ~ A
Iy [P O T 00 < [V (0 o)
1

(39) <Q&Vrv( )+_
By

- ﬂe—ézwsqcﬂﬂ?w L BotBs

- B B
Next, from Proposition 6.1, there exist constants By € (0, 00) and R4 € [R3 V 1, 00), such
that, with § > 0 as in Condition 1, for all j € Ay, and c € (0, §) we have

ro A
sup E, [ecuf(rf (t))] < Bi.
r>Ry,yeY",t€[0,00)

Then forall j € Ay, t>0,c€(0,8) and r > R4, we have

9 SA,r
A ¢ ya.  TYART ,a T
Ey[ech (t)]:Ey[e (T2 w=0p "/ (T >0 "J

T ra,_o Y7 T , ACA))
(40) <e {rj n)=0} J Ey[er (" (z)>0} ujlty ]

cZ W (A ()
TA rA TA
eI E [e e =00 ] i B7.

For all ¢ € (0, 8), t > 0 and r > R4 we then have

41 Ey[ecmaxj{f;"’"(z)} ZE cTA'(t) ecmax_i{TA']A}JBT

Note that if ¢ > maxj{TA} and r > R4 > 1, then Tr A(t) > () for all j € A;. Consequently, a

similar estimate as for (41) shows that, for all 7 > max {T }, ¢ €(0,6) and r > R4, we have
SA,r J
(42) Ey [ O Z "01< B,

Let 61 = min{B;/2,5/(2C;)} and note that for all ¢ € (0,681),¢>0,r > Ry and i € Ay, we
have

CW{(I) R A ZC(Wir(f)_Ci maX'{YA’r(t)})
Ey[e ]5 E [I{Wir(t)>2C,~ maxj{T//"’r(f)}}e N

2¢C; max; {T47 (1)}
+Z{W’(t)§2ci man{?{q’r(f)}}e n ]

< Ey[e 2e(W] (1)—Ci max; {1 (z)})+] +E,[e 2cC; maxj'{'?;"r(t)}]
< B, [PV O=Cimax (T} 0D 4 r, 2ch-maxj-{?j‘"(r)}]

< B4 —5t+Bs(\q|+|T|) n B¢ + B3 +E [ 2¢C; maxj{ (t)}]
Bl B
where the last line used equation (39). Combining this with equations (41) and (42) implies
that for any ¢ € (0,81),r > Ry and i € Ay ifr € [0, maxj{TA}] we have

- By _; S Bs+ B3y (14
E[ecWi 0] < B4 ,—8+B5(q1+1T) | B0 T 53 | simaxi{T]} ; p
[ 0] < 2 22 ;
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and if t > maxj{?j‘} we have

r B s 5 % B B
Ey[eV 0] < B_4€—az+Bs<|q\+\T|> LBt B g
1 1
Note that since |Y| > maxj{?j‘} this implies that for any ¢ € (0,81), r > R4, i € A and
t > 0, we have

E, [ ] < (? n 137)e—Sr+(Bs+51+S)(|él+l?l) n # +JB,.
1 1

Define §, = I_%(Sl and note that for all ¢ € (0, 83), ¢t > 0 and r > R4, we have

~

Ey[e"|W"(l)|2] <E,le ¢12 max;| W’(z)} Z clzw' Q)

1

Saality . Bo+ B
Z(( +JB> =51+ (Bs 81 +9)(1a1+1T 6; 3 +JB7>
1 1

A

I(%JFJB?)eSz+<35+sl+5><|é|+|?|> +1<¥ +JB7).
1 1

Since y € )’ was arbitrary, this completes the proof.
7.2. Proof of Proposition 3.5. 'We begin with some auxiliary results.
LEMMA 7.4. Forall s >0 if Z"(s) ¢ M, then d((Q" (s) — é&r* ") v 0) =0

PROOF. Let s > 0 be arbitrary and assume Z"(s) ¢ M. Note that for all j € A; we
have (Q?(s) —&riht =0 if Z; (s) = 1. Consequently, the result follows on applying

Proposition 2.2 with g = (Q’(s) — &r* 1T and noting that z¢ = 2" (s). O

The next result, which is analogous to Proposition 6.1, is proved in Section 9.1. Recall
that, by convention, we take v; (0)=0forr>0and j € Ajy.

PROPOSITION 7.5 (Proof in Section 9.1).  Let § be as in Condition 1. There exists R < 0o
and for any ¢ < § a corresponding K (c) < oo such that for any j € Ay, y" € Y andt >0,
we have

sup Eyr [ew/(rl (I»] < K(o).

r>R
The next two results are proved in Section 10.3. Recall the constant A from Section 2.4.

PROPOSITION 7.6 (Proof in Section 10.3). There exists a constant Bj; € (0,00) and
R € (0, 00) such that for all ¢', g* € Ri and r > R, we have

M(d(q?) —d(g") <h-(¢*—q")

PROPOSITION 7.7 (Proof in Section 10.3).  There exists a constant B; < oo such that for
all q],q2 e R’ we have

q —Kqul\z.

d(q") —d(q®)]| < Bylg" — ¢°|,.
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We now proceed to the proof of Proposition 3.5.

PROOF OF PROPOSITION 3.5. By adding and subtracting fz(KMQ’), and using Propo-
sition 2.1, Proposition 3.4 and the Lipschitz property of the map h, it is sufficient to show that
for any €y € (0, 1) and M < oo there exists 7, R € (0, o0) such that for all r > R, T > T*,
y" € )" satisfying §” < M and Y" <r~'M, and 1 > 0 we have

T, o
Eyr[%fo d(Qr(t+s))dS] < eo, Ey[fo e_gsd(Qr(“FS))ds] = €o-

We now fix €g € (0, 1) and let € > 0 be arbitrary, which will be chosen suitably later depend-
ing on €.

The main idea behind the proof is that, on average, the vectors v¢(Z”(¢)) reduce d (Q’ (1))
faster than other factors like randomness and the vectors v? (2" (¢)) (which are used to keep
the queues nonempty) increase d (Q’ (¢)). This is used to show that for a given € > 0 there
exists k < 0o such that for all sufficiently large r and all # > 0 we have

t+kr~t
(43) Eyr [ft d(Q’(s))ds] <e3kr !,

and from this the proposition follows readily. Fix € € (0, 1) and M < oo. Proposition 3.4
implies that there exist constants B; < oo and ¢ > 0 such that for sufficiently large r, all t > 0,
and any y" € )" satisfying ¢" < M and T <r~'M we have Eyr [ec|vi/’(z)|] < Bj. From the
definition of d. , there exists a constant B, > 0 such that for all g € R_{ and r we have d (9) <

SIKM'q| 7 < r : : — €
Bre2 and d(q) < B>| K M"q|. For notational convenience, let & (T4 A-DB. 5 Al

where A was defined in (5), and define for n e N,

. 1 1
AP ={ sup |47 (s) —saf| = r%} U{ sup ST (s) — 58| = —nr%}

=-n
0<s<rn J 5 0<s<rmax;{C;}n 5

U{rT () = &n} U {ﬂ;r%?f”m > ésn},

J
L ML
Arn _UArn ]’

j=1
and

r2t4rn J

B = AP Y {CZ(Qr(l‘ +§nr71)) > gl/l} U {/2 ZI{g§(s):1}dS > Snr%'( .
' =t

t

Main proof idea. We will choose k large enough that P(B"%") is small and we will show
that on (BF")¢, because Y'(7) has a small impact after r + £kr—!, O’ (s) has favorable
behavior for s € [t + &kr~', t 4+ kr~']. When proving the key estimate (43), we break up
the interval [z, + kr—1] into the subintervals [z, 7 + Ek(1 + 4|)\||)~\|_1)] and [t + &k(1 +
4|\ |):|_1), t + kr~']. We can think of & as determining the size of the first subinterval over
which we rely on a crude bound on E [d (Q’ (s))] based on Proposition 3.4, but because £ is
small (recall its definition in terms of €) we can use the length of the subinterval to show that

tHER(I4H4A) A 1
Eyr [f d(Q"(s)) ds} <ekr .
t
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For the second subinterval, we demonstrate that on the set (Brktye g (Q’ (s)) is small for all
s € [t +&k(1+4|A][A|7Y), t +kr~'], which combined with the fact that (B"%*)¢ occurs with
high probability, allows us to show

t+kr—1 A
Eyr U L d(Q"®) ds} <2¢kr™!
t+EL(14+4|AX]—Y)

and complete the proof of (43) from which the Proposition follows easily by appealing to
Proposition 2.1.
Note that for any j € A; we have

A, A, —1 VA
I"T r(t)<I rA T r+r I "A(t)>0}u;'(1']r" (t))

(1)=0} {r;

-1 1 rA
<I rA(t) 0} M4+r—'T rA(t)>0} I’(] (t))

and, similarly
s, 37 S
ﬂ r2T T <Z ’S(z) 0},3 T M+,B;r 27 S (120} J( r, (t))

This (recall that sup; /3; < o0), combined with Propositions 6.2 ((14), (15), with c¢; = 1/2,
c2 =0), 7.5 and 6.1 implies that there exist constants~l§1, l§2 < oo such that for all # > 0 and
all sufficiently large r, we have Pyr(A""") < Bie~"52 1n addition, for r > é we have

r21+rn J 7
Pyr /,2 > Liersy=n ds = Enri*
j=1

r2(+en) J .
Spyr /;2; Zzgr(s) l}ds>$nr4

j=1

J r2(t+5n) . En 1
Z Pyr (f I{S]’.(s)zl} ds > I"T]A’r(l) + ETZK)

j=1

J
+ Py (r’Y‘A (1) = 25/“).

Jj=1

IA

.

This, combined with Proposition 3.3, Proposition 6.1 and the fact that for any j € A,
A,r r,A
rT H=<1I rA(t) O}rT +I /A(,)>0} r( T (t))

<I

A
(e oM+ Tt (7 )

(t)=0}"J

implies that there exist constant B3, B4 < oo such that for sufficiently large r and for all > 0
and n > 0, we have

r’t+rn ~ =
/ ZI{EV(S) 1} ds > Snr4 < B3einB4.

Furthermore, since d(Q" (1 +&nr~)) < Bo| W (t +&nr—1)| and Eyr[ec‘wr(“rf”’_l)'] < B
for sufficiently large r, we have

Py (d(Q" (1 +&nr™1)) > £n) < Py’(m’r(t +éEnr )| > %Z) < Bie B,
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Consequently, we know there exist constants Bz, B4 < 0o such that for sufficiently large
r, we have forall > 0 and n > 0 Pyr(B""") < Bye B4,

Our goal is to show that for any € > 0 we can choose corresponding k, R < oo sufficiently
large such that for all » > R (43) holds. Our choices of k, R < co will have to satisfy a large
number of inequalities used throughout the remainder of the proof, so for the ease of the
reader we list them all in one place below and reference them later when needed.

SUMMARY 1. Recall the definitions of Br” ! Bl, B>, B3, By, & and c. We choose the

constants k > 5 and R < oo such that 32 K 3232 <€ and, for all r > R, the following
hold:

(a) Forallt>0,we have Er [ecm/r(’)'] < B.

(b) Forall g € R, we have 3(6]) < Bze%”(qul and c?(q) < B)|KM"q|.

(c) Forallt >0, we have Pyr (B'*:1y < Bye=kBa,

(d) eré >k, r> l,r225 ander% > &k.

1

@) 2161+ 151 <r?

(f) Foralli e Aj, we have r(211~=1 K,;jp; — Cj) = 26;.

(&) J(c2+ Dr ! 4 Crert 1 + | L jer ™8 <er i,

(h) Foralli € Ar,we have (¥]_, K, jp—Ci) <.

@) |hlIB"Ilp — p"1 + hIIB" — Bl(max e [v°(2)| + max g 137 VP (2)]) < 2l

() lo| =2e|

(&) (& 4 20hlal)eri 1 + |hler™5 < er~s

) Srd+phl3ert <&k

(M) B:J2ér ' 4 J2Br— 4+ €571 4 2B 17 ErH <er

d 2 d |A] h Al -

ool—

We now bound d(Q’ (+)) from above on the set (B"k1)¢. Using (9), on the set (B"X)¢ for
allr > R,any t +&kr~' <s1 <sp <t+kr~!,and any j € A, we have

Q' (s2) — Q' (s1)
1 1

= o=t s T B o0 - B 0= 00> Bysn-Bj0))

1 _ 1 _
+ ;A;’l(rz(sz —t=TH(0)") - ;A;”(rz(sl —t =T (0)")

1 _ _ _ 1 _ _ _
_ ;S;”(rZ(B;(SQ) — Bl =T 1)) + ;Sj’f(rZ(B;(sl) — Bty —T7"0)")

1 r. ; r 1 r. v r
<-AY (P (-t =T 1) - ;Aj’[(rz(sl —t=TH®))

r
1 _ _ _ 1 _ _ _
— ;S;”(rZ(B;(sz) —Bin) =T 0)") + ;S;’t(rz(B;(sl) — B0 =T (0)"),

since on the set (B"%")¢ we have Y?’r(t) < &kr~! meaning 7 =0, and so

(s—t=T1 ()>s51-1)
R R 4 _ _ _
Q'i(s2) — Q';(s1) < ajr(s2 —s1) + gkr 2= ﬁ;r((B;(SZ) — Bi(t) — T}?’r(f))+

— (Bj(s) = B5() = 17" (1))
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< o'ir(sy—s1) — Bir(B%(s2) — B (s1)) + ﬁrrTS’r(t) + A—Lkr_%
= or(s2=s1) = Bjr(Bj(s2) = Bj(s1) + BrY; 5

D = 1
<air(sy—s1) — Bir(Bj(s2) — Bj(s1)) +kr™2

w

<ajr(s2—s1) — ,B;r(l?;(sz) - B;(Sl)) +er g

due to Summary 1, part (d) and the fact that on the set (B"%7)¢, we have ,B;r%YjS’r(t) <
1ek < ik.
A similar calculation, using the inequalities,
(B (s2) — Bj(t) = Y3 (0) " = (Bj(s1) — Bj(t) = V7" (1) " < Bl(s2) — B (s1).

o o
P LB o)~ By 0= 75" (0> B o)~ Bj0) =

that on the set (B%)¢ we have Tf’r(t) < £kr~! shows that on the set (B"%!)¢ for any
t—l—Skr‘l <sj<sy<t+kr ', r>R and j € Ay, we have

—%, properties in Summary 1, part (d) and the fact

A A - - _3
Q' (s2) — Q'j(s1) = &jr(s2 — 51) — Bjr (B (s2) — Bj(s1)) —er™s.
Consequently, on the set (B”k”)c for any ¢ —i—ékr*1 <si<sy<t+kr L r>R and j € Ay,

we have
3

(44) |07 (s2) = Q' (s1) — r(ef(s2 — 51) — B} (B} (s2) — B (s1))| < er™ 5.
We will next use Proposition 7.6 to bound d ( Q (+)) from above on the interval [ + 5;‘kr_1 t+
kr~!]. For this, we will need to bound SUDPge[rtekr— r+kr1] IW (s) — W’ (t + &kr~"1)| for all
i € Aj. Let i € Ay be arbitrary. We will first bound infyep, ygpy—1 40011 (Wi (s) — Wir(t +

£kr—1)) from below. On the set (B"%!)¢ forall r > R and s € [t +&kr~ !, t +kr—'], we have
from (44),

r o —1 1 _3
W/ (s) = WY (¢ + Ekr )_‘F er
1
4 1
2 Ky (@ls =t — k™) = B(Bj() — Bi(t + £kr ™))
j=1 J

|
ool

_3
8

%

W (1 + Ekr1) +26;(s — 1 — gkr™1) —

\ﬁr

€r

v
=S [9%)

. _ 1
W/ (t + Ehkr™ ) 4 20;kr ! — ‘ﬁ

1

[==/EN]
00|

> W (t + Ekr™") + 26er™

—‘—r er—
B" I

. 1
> W/ (t +&kr—1) — <2|9i| + ‘F

1

>er_§ > Wl-r(t +Ekr™l) —era

1

due to equation (44) and Summary 1, parts (d), (e) and (f). Therefore, on the set (B"%/) for
all r > R, we have

IS

inf W (s) — Wi (t + &krh)) = —er—a.
se[t—i-gkr—l,z.,_kr—l]( ! (s) i ( § )) =
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Now we bound supse[,%k,fl’,Jrk,q](Wi’ (s) — Wi’ (t + Ekr~—1)) from above. For all i € A;,
define
rio. s —1. yr k—1
Yo =infls >1+&kr=" : W/ (s) > Jeor* ™'}
and for / > 0 define
V21+1 = inf{s > )/21 W/ (s) < Jepr<™1), Vain =infls >y W/ (s) = Jear ™).
Using Proposition 2.6, part (d) and (44), for r > R, on the set (5" kty¢ for any I > 0 and all
s € [Vgl ,V21+1) N [J/Ql t+kr1,

00\‘03

W/ (s) < W/ (v3)' +”ZKU — i) — B(B"(s) — B "(va)
j=1

)+l

J
_Wl»r(z‘-l-f,“-kr_l)—i-J(cz+l)r"_1 r(s — vy (Z ,J,oj ,)

_3
8

1 r2r+rk J
+rC; / ZI{g;(u):” du + ‘

2
r2t iz

IBI"

J
<W/(t+&kr )+ J(ca+ Dr T+ r(s = vy (Z iR}~ )

_3
8

+ Cigkric ! 4

[l

_Wir(t+.§kr_l)+l(cz+l)r"_l r(s —vs') (Z K,J,oj )

€r

[=[oN]

715
+ Cierd®7T6 4 | —

1
"I

_Wir(t-l--‘?kr )+r S_Vgl (ZKIJIOJ )+ _‘1_‘

<WI(t+ekr ) +eri
due to Summary 1, parts (d), (g) and (h), and the fact that on the set (B"k1)¢ | we have
r! Jh, t+rk II{gjf_(s)zl} ds < “g‘krézl"_l. In addition, for » > R on the set (8%1)¢, for all
selt+&kr™ ,yor’l) N[t +&kr~ ' t+kr~']and s € [yzrl’;_l, yzrl’ﬂrz) N [yzrl’ﬂrl,t + kr=1] for
any [ > 0, we have
W/ (s) < J(ca+ Dr™ < J(ea+ DrF ™ 4 W/ (1 + 8kr™ ") < W7 (¢ + Ekr ™) + er3

due to Summary 1, part (g). Since i € A; was arbitrary, we have shown that on the set (B"%)¢
forall » > R and i € A;, we have

(45) sup W/ () = W/ (t +&6kr™")| <er™
se[t+Ekr—1 t+kr—1)

Bl

Now we will apply Proposition 7.6 to bound d (Q’ (-)) from above on the interval [t +
gkr="',t 4+ kr~"]. From Proposition 7.7, for any ¢ € RZ,

(46) [d(q) —d((g — &r*) v 0)| < Bjlg — (¢ — &2r*) v O, < BgJ%Ezr".
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Define
¢f =infls > t + &kr =" 1 d(Q" (r%s)) < ByJ 2éar*)
and for [ > 0 define
thyy =infls > £5 : d(Q7 (%)) > BT 2éar),
8540 =inf{s > 25,1 :d(Q"(r?s)) < B&J%Eﬂk}-

Note that if Z"(s) ¢ M then due to Lemma 7.4 we have d((Q" (r%s) — ér¥) v 0) = 0 so,
from (46),

d(Q'(r?s)) =d((Q"(r’s) — &2r*) v 0) +[d(Q" (r?s)) = d((Q" (r*s) — &r*) v 0)]
< BJJ%EQI"K.
Consequently, if d (Q’ (s)) > B;J %Ezr" ~! then Z7(s) € M (here we have used the fact that

for any r > 0 and g € RJJF we have J(%q) = %c?(q)). In particular, Z"(s) € M for all s €

[t +&kr=t e Nt +&kr~ "t +kr~and all s € (¢4, 1, 8300) N [Eh4y. 1 + kr~!] for any
[>0.
Next, note that from Definition 2.3 for all » > R if Z"(s) € M and Z]J':1 81’. (s) =0 we

have b"(s) = p — v (2" (s)) — vb(Z’(s)), and so
he(a" =0 () =h- (@ —p"(p—v°(2"()) = v"(2'(9)))
=h- (=B (0= p) + Bv° (2 () + Bv"(Z'(5))
+ (8" = B (27 () + (8" — B (2 ()

r r r c b
(47) <Ihl[B" [l = o[+ I1][” — B (max|o @]+ max |v )

+hB v (Z27(s)) + R - vP(27(s))

g Ihllﬁlp\—| < B

— 4 418 — 2
where we have used Summary 1, part (i) and the fact that due to Definition 2.3, we have
max;cz{hB - v°(2)} < —|A| and max;e(o,1) WP (2)| < %. Next, on the set (B"%)¢ for all

r>Rands €[t +&kr!, )Nt +&kr~ !t + kr~'], we have from (44),

I (0 (s) = Q' (1 +&kr™")) — |hler™s
<rh-(a"(s —t —kr—') — B"(B"(s) — B' (t + £kr™1)))

N
2
= /t+skr-1 Lisi_ ergra=o) - (@ = B707(r72)) dz
s
2
* z+skr—1I{Zf-:15§<r2z)>0}rh (" = B0 (r77)) dz

)
- A
sor(mrms = [ o ) 5

N

,
Frin-e’) /t-i—ékr—l Tisl £5¢20>0 4%
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where the last line is from (47). Thus,

h-(Q"(s) — Q" (t + &kr™h))

00|

X i
<-r(s—1 —Skr_l)u + <| | —}—2|h||oz|)é§kr471'(_1 + |hler™

2 "\ 2
(“48) NV 1o ts s
<—r(s—1—E&kr )7+<7+2|h||a|)6r4 16 + |hler™3

ESE

A
<-—r(s—t —ékr_l)% +er”

due to Summary 1, parts (d), (j) and (k), and the fact that on the set (B” k)¢ we have
—1
ftt+kr I{ZJ» €7 (r20)>0) dz <§ kri“=2. An almost identical argument shows that on the set
J=1"7
(B"*1)¢ for all r > R, any /[ >0,and all s € [§£1+1’ §2’l+2) N [{2’1+1, ¢ + kr—'] we have
||

“49) h-(Q7(9) = O (83141)) < —rs — Czrl+1)7 Fert

From Proposition 7.6, for r > R, on the set (B"%")¢ for all s € [t + Ekr™!, go) NIt +
ékr‘l, t + kr— 1, we have

FSE

A A

- . 1
d(Q"(5)) <d(Q"(t +&kr ™))+ —h-(Q"(s) — Q" (t + Ekr™ 1))

|A]
sz r T -1
—i—m]W (s) — W (t +&kr™)|,
<tk —r(s—1 —&krY) M€y By
<tk—r(s—t—&kr )=—+ —r er
2(a A 4|

1A

<2k—r(s—1t— Skr_l)2M| ,

Whel‘eNW? have used (48), (45), Summary 1, part (1), and the fact that on the set (B"%)¢ we
have d(Q" (t + £kr~')) < k. This implies that on the set (B"5?)¢ for r > R if g — 1t —
gkr=! > %M1 e have

[A]
"y Ly Ak AEKIM 1\ 1A
d(Qr<t+§kr Ly = ))525k—r( —F ) <0,
A |A] 2[A
which contradicts the definition of ;. Consequently, on the set (B”k” )¢ for r > R, we have
4E k|
(50) o <t+&kr™! N LIZMS)

|A]

Similarly, for » > R on the set (B~%)¢ for all s € (831415 Co1y0) NG5 g1+ kr—1] for any
[ > 0, we have

L/’l A1 A (T ﬁ Wr _ Wr r

" (Q"(s) = 0" (¢341)) + W (W (s) (G241

1

= ‘Z(Qr(§2rl+1)) + I)»_Ih (07 () — Qr(§£l+1))

d(Q"()) <d(Q"(g541)) +
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By~ .
|)\||Wr(5) Wr(t+5kr_l)|2+ﬁ“’vr(fzrl“)—Wr(t+$kr_l){2

Lo el 1 I?N»I € _1

SB&chzr +JZBCZV - ( EZH—I) | | |)\‘| +ZB I2mr 4
_1 X
<er 3 —r(s §21+1)2|A|

where we have used (45), (49), Summary 1, part (m) and the fact that by the definition of fzrz 4
and Proposition 7.7 we have J(Q’({Zrl+1)) < B[;J%Ezr"_l +J2 B;r~!. This, combined with
the fact that for r > R, any [ > 0 and all s € [{5;, {5, ;) we have d(0 (s)) < BJJ%Ezr"_‘ <
er~% due to the definition of ¢34+ and Summary 1, part (m) implies that on the set (5" kotye
forr > Rand all s € [¢, 1 + kr—!'] we have ci(Q’(s)) < er_%. Therefore, from (50), on the
set (B"%1)¢ for r > R we have

(51) d(O7(s)) <er™% foralls €[t + (Ek + 4Ek|A|E ™)Lt + kr 7)),

Note that for » > R we have

t+kr*l A t+(ék+4ik‘|)~‘)r71
Eyrft d(07 () ds < Eyr/t d(0 (s))ds

- t+kr=! .
Fh /z+(sk+%>r—1 d(Q"(9))ds
and
t+(e§k+45"|*\) - A t+(§k+4-§k\)~\) -1 )
(53) Eyr[ [A] (Qr(s))dsfv/t [A| BzEyr[eclw (s)|]ds
4E k|
(54) 1( $| | |>BzBl§r1k€

due to our choice of & and Summary 1, parts (a) and (b).
In addition, due to Summary 1, parts (a), (b), (c) and our choice of k, forall »r > R, t > 0,
and s > 0 we have

Eyr [IB”k’f‘?(Qr (s))] < Eyr [IBW Bzeglvf/’(s)l]

1

1
Py (B*1)2 By E [V ]2 < B2 e K 3232 <e.
So, for r > R, we have

Ey [/Hkrl d(Qr(s)) ds}

ek

t+kr—! ~A

E r I N N cf d N dSi|

’ [ e 14 (Ek+ B 1 (€)
(55) Il

t+kr! -

+Eyr |:IBr,k,z /+($k+4éklkl) i (Q (S)) ds]
4E k| 4E k|

5r‘1<(1 &k — é)»|| l)er_fls <(1—§)k— €|)L|| l) <r~k2e.
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Combining (52), (54) and (55), we have that for »r > R and any ¢ > 0,

fr=! R
o [/tz+ d(Q"(s)) ds] <r '3ke.

We can now complete the proof. Consider first the discounted case. For » > R, we have

0 (+Dkr=t
Ey[/o e™5d(Q" (s) ds} Zflg(kr r[/lkl d(Q’(s))ds}

r

_ 1
—lctkr=h —1 -1
< Ze r—3ke < 71 - eig(kril)r 3ke
1=0
1 3eeshr™
< i 1 3rlhe< ——
eS¢ (kr=1) S

'~

3€eSEr ¥ 3eesE
<

s g

due to Summary 1, part (d). Taking € = g%;geo A 1 proves the first statement in the proposi-
tion.

Consider now the ergodic cost. Let T* = kR~!. For any t >0, T >T* and r > R, we
have

(Tw

Ey[% /ZHT (0" (s) ds] Z [/Hlkr_l j(Qr(s))ds]

t+(—1)kr=1

T

Z 13ke<l<i+1> ~13ke
T \k

=1

3kR~!
€ < Ge.

T =

<3e+

Taking € = €p/6 completes the proof of the second statement in the proposition. [J

8. Proofs of some stability results. In this section, we prove the key stability results,
namely Proposition 7.1, Lemma 7.2 and Proposition 7.3, that were used in the proof of Propo-
sition 3.4 in Section 7.1.

8.1. Proof of Proposition 7.1. We begin with the following auxiliary result, which is
proved in Section 9.3.

PROPOSITION 8.1. For any ¢ > 0 and € > 0, there exist constants B, R € (0, o0) such
that forall T > 1, j € Ay and r > R we have

(271
(56) P( Y- T wzra (D = eT) <e BT

=1

and

271
(57) P( > I{u;(l)Zrc}u;‘(l) > €T> <e BT

=1
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We now complete the proof of Proposition 7.1.
PROOF OF PROPOSITION 7.1.  Recall p* introduced below Proposition 2.3 and 6 from

Condition 2. Fix i € Aj and y" = (§" Y7, ENeY . Let v >0, & > 0 be given. Let €] =
191

0; | |6; | min;{B;}
7”[,('124_%), €= 24|11c and €3 = ——+—=. Define the sets
A;,T { sup |Ar(t) ta;| §E3rT}ﬂ{ sup }S;(t)_tﬁﬂ 563rT}
0<r=r’T 0<r<r? max;{C;}T

rT FA,r
N /(; I{g;(s)zl}ds §rTj ’ +€2T7‘}

r2r? max; {C;}85T1
- r
N > I{U;(l)w Uﬂ}vj(l)fre]T}

=1 2J

|'2r2ar T

N Z {u )>r

and AT = jj_:1 A;’T. Due to Propositions 6.2 (equations (14) and (15) with ¢; = 1 and
¢y =0), 8.1 and 3.3 (and since ¥ < 1/4) we know there exist constants Bj, Bz, R € (0, o0)
such thatforallr > R, j € Ay, y" €Y and T > 1 we have

(58) Pyr((Ar’T)C) < Bye BT, e3T < rmax{C,-},B;T and e3T < roz;T.

2]+

} ](l)frelT}

In addltlon we assume R is sufficiently large that for all » > R we have >r(Kp" —C),
o> Jrl, ﬁ > Jr<—le,, 2m1nj{,85} > min;{B;} and for all j € A] and t > 0 we
have x; (t) > 'OT (see Proposition 2.6, part (c)). For the rest of the proof, we will restrict
ourselves to values of r satisfying r > R. Note that if Wi’ (s) > # > Jeor¥—1 and
Z I{g, =1} = = 0 then due to Proposition 2.6, part (d) we have (Kb6");(r%s) = C;. This

implies that if Z {gr(s) =0,

Z I{?f”
j=1

J

+ZI Ar(s)> =0, and

2/+1}

J J
W)+ Y T+ Y. T =0
j=1 j=1
then (K b"); (r%s) = C;. Define

J J
F= sup{t e0.61: W O+ Y T+ Y T < D}
j=1 j=1
with the convention that if

J J
WO +Y T30+ Y. T () =0 forallz €[0,£] then i =0.
j=1 j=1
Define

4 . 5 I I
_1+2§+ﬁ< {—|—3u+(C,~+1)ZTJ.S”+3C,-ZT;”)
j=1 j=1
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and let T > T*. Then on the set {)75’57 > TN A"T forall s €7, T], we have

J J
W)+ 2 T+ Y T ) =0
j=1 j=1

so for any s € [7, T] satisfying Z]J-ZI I{g]((s)zl} =0, and

2J+1 2J+1

J J
2 L3 gy T 2 Lt ()2 gy =
j=1 j=1
we have (Kb");(s) = C;. Consequently, on the set {ﬁf >Tin AT,

J
> Kij(B(T)— B(D)

j=1

T J 5
:‘/f~ ;Ki,jb;(r S)dS
j:

J T
>Ci(T —1)—C; Z/t I{é;(s)zl}ds
i—1
(59) !

ds

!
2J+1 2J+1

J T J T
=G fo I{?f’r(s)> ] }dS —Ci Z,/f I{Y}L"r(s)>
j=1 j=1

J T
>Ci(T—1)—C; Zfo I{éj’.(s)=1}ds
=1

J T J T
—Ci;_/(; I{ijs,r(sbzﬁq}ds—cij;/() I{?«;\,r(s)> o }ds.

2J+1

For all j € A, we have

T
fo L4555y ey 45

T;’S(T) 1 2T
—1<8,r : -
=r YT+ ; Ll ty> o rr) 72 /O Lisit vy <Bro =l vy 45

Recall that due to Proposition 2.6, part (c) and our assumption on the size of r, we have
b;-(s) > % unless Sj’-(s) =1,soforall/ e{l,..., rjr-’S(T)} we have

2T
/O Lisit vty <Br(9)<5), vk} 98
2T
= /0 Lies1=0Lisi=t v o <87 (5) <5 o () 45

2T
+ /0 Ligssr=nTstz v (=87 5) =3, v ) 48

4 r2T
= or i O+ /0 Liegsr=0Li512t v <875 =5 o ) 45+
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Combining these last two inequalities give

T
/0 L85 (52 ey 45
rS(T)
—l S,r
T + Z {v D)> 5=

r,S(T)

1 4
A0

77 2 p

T Z W 0>} 2 / Liggs=ntisiz) V) <B ()<Y} v} (R)}

r,S
()

N 4 1
—1358,r
Tj p__z Z CAOEE

T
r ~
i vj(1)+/0 Tigr o) ds.

Note that on the set A7 we have r (T) <T[2r? max,{C,},BrT'l and

[2r? max; {C: 18} T1
Vi) =r— e,

I{v (l)>21+1r} J

‘:N| —

=1

which gives

. 4e r
—1-8,r —17€1 .
/ITS, ds =T} 4 10T 4 [Ty ds

Za757) P

Also, on the set AT, we have r (T) < 2r’a .T'| and

) rzrza; T

; I{u_ri(l)>2j+1’} iO=r—al

SO

T
_/(; I{’?‘;‘”(s)> 2;1] r} ds

rA(T) 1 r2T
—1 A,r
o+ Z Wi (0> o) 72 /O st wn o <s <l o )

rA(T)

_ITAI’_"__ Z {u (l)> (l)<r lfY\A}"_"_r

ER A i

ds

ds

897
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Thus, from (59), on {)7;’; >TinA"T,

Ki j(B}(T) — B}(D))

J
=1

J
J T | 4
ZC[(T_i)—ZCIZ\/O I{g;(VZS):l}dS—r_ JC[GIT(I—FE)
j=1

J J
(60) —I’_ICiZ?S’r—I’_ICiZ?}A’r

-] 1 4
ZC,‘(T—I:)—I‘ C;J2e;T —r~ " JCie T 1+—*
P

J J
—r G YT =3 Y T
j=1 j=l1

Consequently, on {)75’5 > T}N AT we have

W/ (T)
.~ L 1. e .
=W/ @) +Jr" +2Ki»j7(A;((T—Tj o) )= AT )
j=1 J
! 1 Q D S + o o =S + J AS
=2 Ky gr (S (B = T7)) =SB =T + L KT

J
+(T —=Dr((Kp");, — Ci) +r(C,-(T - —> K ;j(B(T)— B%ﬂ))
j=1
o 4J 36;
<W@H+0+———aT+ (T —1)+CiJ26T
mmj{,Bj} 4

4 L. N
+ JC,-elT(l + E> H(C+H DY T 436 YT
j=1 j=1

Note that Wi’ ) < max{w;, U + rlJ) < w! + 20 which, combined with our choices of ¢;,
gives

. . .6 36; - 6 6; I I
Wi’(T)5w{+3v—éT—I—TI(T—t)—éT—éT+(Ci+1)ZTf’r+3C,-ZT?”
j=1 j=1
~r ., 36 bi 4 oS.r ! SALr
swi+3v+T(T—s>—ZT+(c,-+1)ZTj* +3C; Yy
j=1 j=1

J J

o . ca, 6

< O[30+ G+ 1) YT 436 TN+ T ),
j=1 j=1
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where in the last inequality we have used T’ < 2(T" — &), which follows from our choice of T'.
Since T > & + ;7@; +30+(Ci+ D)X, 19 +3C Yo T#) and 6; < 0, this implies

J J
W/ (T) <] +30+(Ci+ DY TF+3C Y 1)
j=1 j=1
1 4 r ~ 4 S
+30(—5 wi +304+(Ci+ 1)) Y7 +
4 _/:1

3C; ij f;*)) =0,

j=1
which contradicts the fact that Wl.r (t) > 0 for all ¢ > 0. Therefore, for all T > T* we have
{)7[7 ’g“ > T}N A>T = @, which says that {)7:’; > T} C (A"T)¢, and consequently, from (58)
Pyr ()7&“ > T) < Py ((A"T)) < Bje= 52T Finally, for any ¢ € (0, %Bz] and r > R, we have

51D % -5 In(x)
Ey[eis] < et + P ( > >dx
vl 1= @T* 00y Vig c

T By
et —}—/ Biem ¢ dx
(ecT* ,00)

1 ®
§€2BZT + Bj.

IA

The result follows on recalling the definition of 7*. [

8.2. Proof of Lemma 7.2. Since f’(-) is a G (t) Markov process, we have, for 0 <s < ¢,
B[V (7 )] = B[] = E,[B, [ 01 )]
= Ey[Ego o [0 = By [ g [V (7 (= )])
_ PROPOSITION 8.2, For v > 0, let§ be as in Proposition 1.1. There exist constants
R, B € (0, 00) such that forany y = (g, Y, E) € V', i € A;,s €[0, 1] and r > R, we have
E VP @) eV 0 + B,

PROOF. Let v > 0be fixed, let By, B2, B3, RAbe asin Theorem 7.1 andlety € V", i € A;
and s € [0, 1] be arbitrary. Due to the fact that Y" (¢) is a G"(¢) strong Markov process and

)75 ’Oﬁ A s is a bounded G (¢) stopping time, for all » > R we have
Ey[V/P (V7 ()] < Ey[¢Ts ]

S(prv_ 5570
- y[I{Z-r’OﬁZs}e i S)] + Ey[I ~ro_ € s 3)]

< E,[¢"70 9] + E,[E, [Zi50 <)

< e VE ]+ sup (E,[7)
(,2):w;i+|Y|<0,2€[0,5]

< e—gsvir,ﬁ(y) + ByeB(1+20) 4 B;

where the last line uses Proposition 7.1. This completes the proof. [

We now complete the proof of Lemma 7.2.
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PROOF OF LEMMA 7.2. Let U > 0 be fixed and note that, with § as in Proposition 7.1,
due to Proposition 8.2, there exist constants By, R € (0, 0o) such that forall y € ", r > R,
ieAjandt €[0, 1] we have

Ey[VIP (0 1)) <e VP () + Bi.

Consequently, for T € [0, 1], we already have the result (with B = B;). Let T > 1 be arbitrary
and note that there exists ¢ € [%, 1] and n € N such that 7 = nt. Using the Markov property,
we have

E [V ("(1))]
= E,[V/U (Y (n1))] = E,[E[V/"° (" (a0))|G" ((n — D)1)]]
= Ey[Egr oy V(7 )] < e Y Ey[VIP (77 (0 — 1)1))] + By,

Now a standard recursive argument shows that

oo n—1
E\[V/O (0 ()] < e M E [V O (P )]+ B Y e
=0

ST B
_(STVrv( )+BIZ€ 7 ie—éT‘/ir,v(y)+ .
1=0 l—e 2

This completes the proof on taking B = By /(1 — e_i‘s) U

8.3. Proof of Proposition 7.3. Let U > 0 be fixed and let y = (g, Y.6)e) andi €A
be arbitrary. For T > 1, define

.A;-’T { sup |A (1) — 1| < urT} { sup |S%(1) — 187 < @rT}

0<t<r?T 0<t<rZmax;{C;}T

and AT = ﬂjj-zl .A;-’T. From Proposition 6.2 (equations (14) and (15) with ¢; = 1, ¢ = 0),
we know there exist constants B, By, R € (0, 00) such that for all r > R and T > 1 we have

J
P(.Ar’T) >1— Bje BT, r! Z

Choose L € [1, 0o) such that | — Bje~B2L > % If

~ 1
- C; max{ M >2(6,|L +20, letT =
J 216,

and note that 7 > L.Forall » > R and s € [0, T) on the set A’j, we have

1
Wr(s) =W + Z Kij ’Br ( ) + Z Ki j ﬂrI{v>TA>O}
j=1
J 1 J
— > Ki, IBr S (r 2(B"(s) - ZKlJ B {B’(v)>TS>0}
j=1 =1

J
1

J
J
J:

J
. 1 -
> Wi + ) K,-,jr?A s=TH)
= :

~.

1
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J
o 0; ~
Zw,-—l—rz K,j,o](s—TA —rE K,j J(s)—i— 2T -9

J
_ 0: -
>w; +r ZK,-)ﬂ)f(s —ml_aX{TJA}>+ —rsCi+ =T -0

= 2
> i — C; K c)+ %7 -5
> w; — mjax{ }+sr jZ:l i.jo; = ST -0
A R A
> w; — C; max|{ ]}+7s+5T—U>wi—Cimax{ 1= 0+26,T.
j j

Since w; — C; max]-{YA’jA} — 0+ 26;T = U, this means that for » > R and s € [0, T) on the
set AT we have Wi’ (s) > U, and consequently, {)7: ’Oﬁ > T} > A"T. Therefore, for r > R, if
i — C; max;{T4} = 2|6, L + 20, we have

Vir,f)(y) _ Ey[eg};ir.’()v] > P(.Ar’T)eST

(61) 5
>(1— Ble—BzL)eéT > €

5 (A . (A
e |gi|(wz Clmaxj{Tj }).

If ; — C;max; {14} <2/6;|L + 20, by definition, we have V""(y) = Ey[70]> 1. Let

50

e Tl -
By = min]e 2‘9‘(2|9|L+2U), > }, and Bp =

2161

Then if i; — C; max;{T#} < 2|6|L + 20, we have BB Bi=Cima (TINT g o yrd(y)
and if W; — C; maxj{?;‘} > 2|6;|L + 20 we have from (61),

5
~ ~ —I19:] I A B
B> (0; —C; maxj{wr_;*})+ < e ez‘gi‘(wi—a maxj{TjA}) < V.r’”(y)
[— 2 f— l .

Bie
The result follows.

9. Proofs of some exponential estimates. The following lemma gives a key indepen-
dence property.

LEMMA 9.1. Lett € Ry and r € N. Then_ (A”’g-), S™1 () is independent of G’ (t) and
(A" (), S”(.)) has the same distribution as (A" (-), S”(\)).

PROOF. Fora, b € N/, define
i’ (b) = (u(ay + 1) ..., (a1 + by),
uhlaz+ 1) ... ub(ar +b2)...,us(ag+ 1) ...,u'y(ag + b))
and
F(b) = (v (ar + 1).... v} (a1 +by),
Vy(ar+ 1) ..., v5(a+ba), ...,V (a;+ 1) ...,V (as +by)).
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It suffices to show that for all (z,m) > (0, 0) (ﬁ; ra( t)(ﬁ), 17;,475 ( t)(nﬁ)) is independent of

G@®)=F (")) and (ﬁ;,,A(t)(ﬁ), 17;,,5([)(1%)) has the same distribution as (i (17), v (11)).
Let (n,m) > (0,0), £ : R R and G € F7 (" (1)) be arbitrary. Then
E[IGf(ﬁ;rA(t) (ﬁ), 5:-/5([) (I’;l))]

= Z E[I{fr(t)z(”,m)}l—cf(ﬁ:—r,A(t) (n), f);r,S(t) (’/h))]

(n.m)=(0,0)
= > E[Zenwn=umy f (i, (), ,,0)]

(n.m)=(0,0)

= Y ElZenir o= ELSf (i@, (), 5, (i))]

(n.m)=(0,0)

= E[f(ap(), 750m)] Y ElZenerm=mamyl = PG| f (g (), 150m))],

(n,m)=(0,0)

where the third equality is from the fact that G N {t" (¢) = (n, m)} is F"(n, m)-measurable
and (u),(n), v,,(m)) is independent of F"(n,m) and the fourth equality uses the fact that
(uy,(n), vy, (m)) has the same distribution as (it (1), v (m)). The result follows. []

9.1. Proof of Proposition 7.5. Fix j € Aj. Define
FiS k) = o{uf (mf'). vj(m})) :mf €N, € Ayj,m}, eN,I'€ Ay \{j}and m} <k},

which is the filtration that contains the information from all interarrival times, all service
times from queues other than the jth queue and the first k£ service times from queue j. Note
that rJr-’S(t) is a f;’s(k) stopping time. For all n > 1, define L’;(n) = sup{s > 0: B/;(s) <
Y v;(l)} and since B;(-) is continuous, we have B;(ff/- (n)=>71, v;(l).

Define o '

o/;(n) =inf{s = L’;(n) : £ (s) =0}

and note that due to property (a) of Proposition 2.6 for all s € [Z; (n), 0; (n)] we have Bj’- (s) =
pIy v; (). Define a = %* and note that due to properties (b) and (c) of Proposition 2.6 for
all r sufficiently large, we have b; (s)>a>0foralls e [0; (n), L;- (n+ D].

Let n > 2 be arbitrary and assume that 77> ((f — %)ﬂ >n—1and r;’s(t) = n. Note that

J
v (n) v (n)
érz ) >

) because 0; n—1>r%t— Uéiz)) implies

in this case we must have ¢ > véiz) . Since tjr.’S(t -
Z?;ll UAGR we have o%;(n — 1) < r2(t — Uéirzl)
B;(ﬂ(t _ Uj(z))) = > vh (). In addition, fjr-’S(t) _ 1 implies Z;(n) o 12

J
L), 211 C [0%(n — 1), L' ()], and consequently, b (s) = a for all s € [r2(t — “Ly=0), r21],

and thus in particular B; (r2r) — B; (r2@ — vjz(g))) > v§ (n). Therefore,

) > n— 1 implies B’ (r2(t — =

ar

n n—1 Ur-(l’l)
Y Vi) =) Vi) +vin) < B;(rZ(t - ;2& )) + v (n) < B (tr?),
=1

=1

which contradicts the assumption that ‘c;’s(t) = n. Consequently,

{t;’s<(t - Ugi’;))+> >n— 1} N {‘E}’S(Z) =n}=0
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vi(n)\t+
{r;’s«t - c{lr’; ) ) <n- 1} N {5 (t) =n).
Thus, we have
(fi3@ =n} = {70 >n—1}n{z} @) =n}
T +
= {r;’s(t) >n—1}N {r}’s(<t — UZ;’;)) ) <n-— 1} N {r;’S(t) =n}

T(n)\ +
c{ri’®>n—1}n {r;’s(<t - v;iz)) ) <n-— 1}.

Note that for any z > 0,7 > 0 and n > 2 both {r}*(t) > n — 1} and {}° ((t — Z5)*) <n—1}
are ]-'jr.’S(n — 1)-measurable and v';(n) is independent of ]-'jr.’S(n —1).
Let y; (dz) denote the pdf of v;(l) (recall that the {v; (D}72, are i.i.d.) and let ¢ € (0, 5)

be arbitrary where § is as in Condition 1. Since P(t;’s (t) < o0) =1, we have, recalling the
convention v; 0) =

and so

{z3(t) =n)

@) r(1) T
E[e?i T D] <1 + E[eY) +ZE A (5 (0= )
n=2
AT Q)
§1+Eecvj + Eecvjn]l S
[ ] ,12::2 [ {r;~s<t>>n—l}n{r,’rs((r—¥>+)sn—1}]
(62) r<a

—_ cZ
=1t © oo)e E[ +ZH (e 2)+)<n}m{z’s(t)>n}})/] (dz)

+
- (Ovoo)e“(l+E|:tjr.’s(t)—r;’s((t—&;) )Dy}(dz).

(=) ) +n
A1, S, .
1:; ’(z):mm{nzlz Z Vi) >

=S ((— 2+
1=t} (=) M) +1

Let

max; {C;}z
a

and note that since B;(rzt) — B’-(rz(t — %)Jr) < max’T{c’}z and B;(rz(t — &27)*) <
(=

YL vi(01), we have £75(2) = t75 (1) — 75 (@t — %)ﬂ In addition if we de-
fine r $(z) = min{n > 1: Y Vi) = %{C‘Z} then we have r St £ rr 5(2) due to

Lemma 9.1. Consequently, from (62),

o rS
63) E[e“’.f(?f (’))] <14 o )ecz(l + E[f;’s(z)])y;(dz).
,00

We will now bound E [fjr.’s(z)] from above. For all r sufficiently large, we have ﬂl >
J

# > % and 20}’ > o}”r > % . Due to Condition 1, there exists 1 < K < oo such that
j i :

sup,{E [v; (l)]I{v;(l)> Kl = ﬁ Therefore, for all r sufficiently large, we have

3

5SS E[v; (DI y=xy] + E[V; (DI )=k
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and so
1

3
E[v;(Dlry=xy] = i E[v; (D)o 5)] = T

In addition,

E[v;(Dlpry<x)] = E[v§(1>ﬂ{v;<1)<4_l,}] + E[v;(l)ﬂ{%fv;(l)fl(}]

1 1
e e e
<L+KP< ! v’-(l))
- 45} 4:3/ J
so for all r sufficiently large we have
1 1 1

1 1 1
64 Pl— <V (1)) = —=E[V.(DI — > — > .
(4 (4ﬂj = vy )) = ¢ Bl Olyj=x)] 4KB; — 2KB; 4K, — 4KB;

Define C’i(n) = g H{v’»(l)>% and ¢j(z) = minfn > 0: C%(n) = [4£ K max;{C;}B,1}
J

and note that £ [fr S(z)] <FE [{ (z)]. However, because the {v (D}72, are ii.d. it follows

that é‘ (z) is just the sum of (41 K max;{C;}B,;1 independent geometrlc distributions with

probability of success p > ;x5 K i for all r sufficiently large, which gives
E[#7 )] < E[¢]@)] < (1 +4iK max{c,-}ﬂj)uqej <4KB; + 16~ K> max{C;} 2.
a i a i
Thus, from (63) we have, for all r sufficiently large,

E[e @ O] < 1 4 e(1+ E[2°()])y] (d2)
(0,00)

<14+ eCZ<1 +4KB; + 16§K2max{C,'},3j2->yjr(dZ)
(0,00) a i -

K?p?
/ max{C,-}/ zeczyjr(dz).
i (0,00

51+<1+4Kﬁj>/(0 eyt (d2) +
The result follows on using Condition 1.

9.2. Proof of Proposition 6.2. In this section, we prove the key large deviation estimates
given in Proposition 6.2, which have been used on several occasions.

Fix j € Aj. Since the proof is identical for A’ and S’ we will only present it for A’
Throughout in the proof, we suppress the subscrlpt J- Deﬁne C'(n) =37 ,u"(1) and
A (y) = log(E[ey(” (h—zr 7)]). Note that y — A" (y) is infinitely differentiable for |y| < §

and due to Jensen’s inequality A" (y) > 0 for all |y| < §. Due to Condition 1, there exists
K A < o0 such that

sup

8
rﬂ‘ylfj

Since A”(0) =0, d—f;"(O) =0and d;yf; (0) = (672, we have for |y| <§/2,

2

3
(65) ‘A’(y) -2 ey <

<—K
6 A
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We will first prove that, for any ¢ > 0 there exist By, Bz, R € (0, c0) such that for all »r > R
and T > 0, we have

P( sup |A" (1) —ta"| > erCT> = P( sup |A” (r*°t) — r¥ta’| > erCT>
(66) 0<t<r2T 0<t<T

< Ble_TBz.
Due to the fact that A” is integer-valued and the definition of C”, for all € [0, T'] we have
{A” (rzct) — o ¥t > r‘Te} ={A" (rzct) > [arrzct +rTel}
= {Cr([arrzct +rTel) < rzct}
and
{A” (rzct) —o'r¥ < —r‘Te} ={A" (rzct) < Lozrrzct —rTe|}

[CT(|la Pt —r°Te| +1) > r*t}.

In addition, since for all ¢ € [0, T'] we have

1 2 2
J[a’r ‘t+r°Te] — J(rcTe) > rt

and

1
—r(LarrZCt —r’Te|+ 1)+
o

it follows that for all ¢ € [0, T] we have

1

—r(rCTe —-1)< r2t
o

{Cr(|_arr2€t +rTe]) < rZCt}

1 . . . 1
C {;[arrzct +7r°Te] — C"([a" r¥t +r°T€]) > J(rcTe)}

1 1
C {;farrzct +7r°Te] — C" ([ r¥t +r°T€]) > a—r(rcTe — 1)}
and
[CT(la"r*t —r°Te| 4+ 1) > r¥t}

1 1
C {J(La’rzct —r°Te|4+1) = C" (a7t —r‘Te| + 1) < —;(rcTe — 1)}

1 1

= {C’(La’rzct —r’Te|+1) — ;(La’rzct —r’Te|+1) > J(rcTe - 1)}

Using these observations, we have with p/ = [a” r2T 4+r¢T1,
r(,.2c r.2c c 1 r 1 c

(67) l sup (A"(r*t) =o' r*t) >r Te}C sup (—n—C"(n))>—(reT —1)

0<t<T 0<n<p r o’
and with g, = Lo r2T — rCeT ],

{ inf (A" (rzct) — ozrrz’:t) < —rCTe}

0<t<T

(68) | s (cm-La)s Lpwer -]

O<n=<ql+1
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For0<y<%,

1 1 A c r
(69) P< sup (—n - Cr(n)> > —(reT — 1))65_’0 T-b < E[ sup ¥ @n=C ("))].
o o

0<n<pL O<n=<pl

Since A"(—%) > 0, we have

E[ sup (ey<a#nfcr<n>>)]=5[ sup (eyg%rnfc"(n)>fn2A’<f%)en2A’ —§>)]
O<n=p; 0<n<p;
(70) FyAT(_Y 1 r re_Y
< P20 (—7)E[ sup (e¥arn=C(m)—n2A —7))]‘
0<n<pl

. V(L T () —nAT (=) - . . V(T (n))—n AT (—
Since ¢2(ar"=C" (=AY (=3) i 3 nonnegative martingale and Ee2 (@ =C" M)=nA"(=3) _ 5

for all n € N, the Doob—Kolmogorov inequality gives
E[ sup (e (an—C () —2na" —%>)] < 4E[? @ PemC (P 2P (-D)]

0<n=<pl

< 4o 2retN —2) pPeA (=y)
Consequently, from (67), (69) and (70),

P( sup (A" (r*1) —a'r*r) > rCTe)
0<t<T

e - ) e )2 3
(71) < 4e a)r (r‘eT—1) P'c“r( y) < 4e a}r (r’eT—1) pg()z (o.u,r)Z I)Gl Ka)
Yy ceT—1 r,.2c CeT+1 y2 u,ry2 |}"3
<4e_a_r(r eT—D+@ r*T+reT+1) (5 (c"") +TKA)’

where the second inequality is from (65).

Choose R < oo sufficiently large that for all » > R, we have /2 < o" <2a, (¢*” )2 <
2(0*)2.

Consider first the case where ¢ > 0. Define k = €/(16(ac*)?), and assume without loss
that R is large enough that for all » > R,

1 1 X
r_‘gark3KA + r_‘iékz(a’”)2 42
k 1 1 )
r_‘J + r_z‘ikz(o”’r)2 + r_3‘8k3KA <1 and kr ‘< 7

Then for all » > R, the exponent in (71) with y = kr —¢ satisfies
kr—¢
ar

k=2 oy (k)
+<72 (U ) + 6 KA)

—c\2 —c\3
(r°eT —1) + (' r*T + rCeT)((kr2 ) (") + (kr6 ) KA>

keT k | u,r\2 3 1 2( u,ry2
== T TR TR 4 oo TR + 52 e T (o)

1
6r3¢

1
2r2c
1 k 1 1 1
= T<§oz’k2(o*””)2 - —i) + T(r_cga’k3KA + r_ciekz(o*“’r)2 + r_zcgek3KA>
o

+ ——€eTIKPKp + —k*(06"") + ——k’K

1
6r2¢
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k 1 1
+ r_cg + r_zczkz(a”’r)2 + r_3cgk3KA

k k k k
ol ) () -r(E %)

Consequently, for r > R, substituting y = kr~° in (71) gives

T(k6)+1— Tke +1
8 o 4o ’

P( sup (Ar(rzct) — oz’rzct) > rCTe> < 4o Tt < deeTha |
0<t<T
Similarly, using the inequality (68), an almost identical argument (which we omit for the
sake of brevity) provides a similar bound on P (info<;<7 (A" (r¥t) — o' r?t) < —r¢Te) and
combining the two bounds we have the estimate in (66) for ¢ > 0.
Now consider the case ¢ = 0 and define

€
— min]1, 2, .
1 mm{ 4 Sa(a(au)2+%KA+e(au)2+§KA)}

Then for all » > R we have, for the exponent in (71) with y = ¢,

—%(GT—1)+(Oer+eT)<q—(a””)2+q_KA>+(q_(ou,r)2+‘1_KA>

2 6 2 6

T 2 3 3
§—€—q+—q+arTq2(G”)2+arTq—KA +6Tq2(o*”)2+€Tq—KA

20 o 6 6

2 q
+q*(c") +€KA

<—ﬂ+2q2T(a(a”)2+gKA —i—e(a”)z—i—SKA)+q2(a”)2+2—q+£KA
- 2u 6 6 o 6

€Tq  €Tq 5 .2, 29 ¢ € | 5 w2, 20 ¢
<-=4,219 AT k=14 4Tk,
< 2a+4a+q(a)+a+6/\ 4a+q(0)+a+6A

Consequently, for » > R, substituting y = ¢ in (71) with ¢ = 0, we have

P( sup (A"(r) —a't) > Te) < (4e’72(UL‘)2+%+§KA)e_T%.
0<t<T
Finally, using the inclusion in (68) with ¢ = 0, we have by an almost identical argument
(which is omitted), a similar upper bound on P (info<;<7 (A" (t) — &@"t) < —Te€). Combining
the two bounds, we now have the estimate in (66) for ¢ = 0. We have thus proved (14) with
c2 = 0. Now (14) for general ¢y, c2 > 0 (and T replaced by S > 0) follows on taking ¢ = c;
and T = Sr°? in (66). Finally, the inequality in (16) follows on taking ¢ = ¢y = % in (14).

9.3. Proof of Proposition 8.1. The proof for (57) is the same as that for (56) and so we
will only show the latter. Let ¢ > 0, € > 0 and j € A; be arbitrary. Once again, we suppress

385 .. r ~ .
j from the notation. Due to Condition 1, we have sup,_o{Ee?? (P} = K < oo where § is

as in Condition 1. Choose R < oo such that for all » > R, we have (r2 + l)Ige"?‘tc < %.
Consequently,

E[e%I(Ur(l)zrc}v’(l)] —1 +E[I{v’(l)2rc}e%vr(l)] <1 +E[I{Ur(l)Zrc}e—rgce%ur(l)]

)
—rzc

< 1 +e—r%cE[e%v’(l)] < 1 _i_[%e—r%c Sel%e
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So, forall 7 > 1 and r > R, we have

27 .8,
E[egz[;, ]I{Ur(l)zrc)v’(l)] SeT(r2+1)1<e 4 _ 79

— ’

which implies

[r271
s [ [
P< E T (ysreyv” (1) > eT) <e 2Tl <™ T,
=1

10. General network and cost properties.

10.1. Proof of Proposition 2.1. From the discussion above, Proposition 2.1, the result is
clearly true when C2 = ker(K). Consider now the complementary case, namely dim(C?() =
dim(ker(K)) —1=J —1—1.Letg € Ri be arbitrary. For ¢ € A(KMgq), define v = (g —
q)/B.Notethat 0 <g; =¢q;+(q;—qj)=q;+v;Bforall j€ Ayand Kv=KM(g—q) =
KMg — KMqg =0 and so v € E(q). In addition, for any v € E(q) define § = ¢ + B0 and
note that by the definition of E(¢), we have § € R} and KM§ = KM (q + B0) = KMq +
Kv=KMgq soq e A(KMgq). Consequently, infzeca k pq)(h - §) = infzez(g)(h - (g + BD)).
Therefore,

h-g—h(KMg)=h-g— inf (h-§)=h-q— inf (h-(q+ BD
g —h(KMgq) q c}eA(KMq)( q) q 1~)Ea(q)( (q + BD))

J—1
= sup (~h-(BD)) = sup (—ﬂh-zujwj'a))

U€E(q) veB(q) j=1

= sup (=Bh-uj_r(uj_j-7))
veE(q)
= Al sup (uy_;-¥)=|rd(q).
vEE(q)
where the last equality on the second line uses Bh-u; =0for j=1,...J — I — 1, and the
last line follows on recalling the definition of A and d. The result follows.

10.2. Proof of Proposition2.3. Fix z € x ;. Due to the local traffic assumption (Condition
3) for each [ € A, we can choose s; € A, such that K; 5, = 1 and > ica, Ki s, = 1. Define
S={si:le A}, P={jeAj:zj=1}\Sand N={je€A;:z; =0} \S. For j € N define
vj = —J, for j € P define v; = 1, and for all / € A; define v;, = — 34, K; jv;. For any
l € A;, we have

Z K jvj= Z K jvj+v, = Z K jvj— Z K; jv;=0.

Jj€As J#si J#Ssi J#si
This verifies the first statement in the proposition with the above choice of v. Next, consider
J €Njsuchthat z; =1.1If j € P, then by definition v; > 0. To complete the proof, consider
now [ € A; with z;, = 1. Due to the definition of A;, we have ) jizj=0Kij =1 and we
also know that K; ;, =0 for all i € A; \ {/}. This implies that there exists j* € N such that
K; j+=1and for all j € Ay \ {j*, s/} such that K; ; =1, either v; =1 or v; = —J. Since
vj* = —J, we have

vg=—Y_ Kijvj=J— > Ky jv;>J—-(J=-2)>2
J#Si JEANT* 81}

Thus, we have shown that for all j € A; such that z; = 1 we have v; > 0. This proves the
second statement in the proposition.
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10.3. Proofs of Propositions 7.6 and 7.77. 'We begin with two auxiliary results.

LEMMA 10.1. There exists a é;,_ € (0, 00) such that for all w', w? e Ri satisfying w' >

w2, we have

h(w?) <h(w') + éh_ w! — w?|

2

PROOF. Fori e Ay, let C; ={j €Ay :K;;=1}. For j €, define (’)ij ={lel;:
K; j=1and![ #i}. Thus, the set Ol.j consists of all the resources that job type j impacts aside
from resource i. For each i € Ay, let s; € A; be such that 211:1 K5, = K; 5, = 1. For any
jelAy, letel e Ri be the unit vector with one on the jth coordinate, so ej.. =1and elj =0

for [ # j. Note that for any ¢ > 0 and j € Aj if we define W' = KMc,Bjej =cK. ; (here

K. j is the jth column vector of the matrix K) and w? = KM(Zleoij cBse’t) then 11)12 = 11)11

for [ #£i but 11)1-2 =0 and uN)l-l = c. In other words, by replacing cf jej with } 7, i cBs e’ in
J

the queue length vector we have reduced the workload for server i by ¢ and we have changed
the cost by C(Zleoj hs,Bs, — h;jB;). This is the key idea in the proof.

Define

~ + - ~
R; :Ijneac)l(< Zjhslﬁsl —hj,Bj> and R:?el%{Ri}'
leO;

Now let w!, w? e Ri be such that w! > w? and let §° € Ri satisfy w! = KMG° and

Dol =0 Q; 1 ~0 1 ~0 1 1 2
h(w") =h -q". Since }_jcc, 5:dj = 2 jeh, K]yjﬁ—jqj =w; > w; — wj, we can choose

E}- e [0, é?/ﬂj] forall j € Cy such that }_ ;cc, E;. = w% — w% Define

ql :q~0+ Z (Z 5},33’18Sl _E}ﬁ]e]>

J€C1 o]

and note that §' € R7,

KMg' = (w% -y 5},w%,w§,...,w}) = (wi whwl, ... w),

Jj€C
and
h -ql =h -cjo—i- Z ( Z E}hslﬁsl —5}hjﬂj>
J€C eo]
2ol ~1 RPN 51,01 2
<h(w')+ ch(z hs, Bs, —hj,sj> <h(w')+ Rlw| — wil.
j€C leo]
Now assume that for k € {1, ..., I — 1} there exists c}k € R_{ such that
KMG* = (w}, w3, ..., wi, wii, wiy, ..., w}), and
(72)

k
h-gt <h(w")+ R |w! — w?|.
i=1
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Si ~k L — K ok R 1 > 2 h ~k+1

ince Y jee,., 4;/Bi = Xjen, Ki+1,j4j/Bj = wiyy = wjyy, we can choose & €
~k . ~k+1 1 2

[0,g;/Bj] forall j € Cit1 suchthat 3 icc, .| ¢ =wyyy — wiy,. Define

=i+ (L B -dtpe).

J€Ck+1 16(9/{“

Then, as before g¥™! € RZ, and from (72),

~k+1 __ 2 2 2 1 ~k+1 1 1
KMgq —(wl,wz,...,wk,wkH— Z c; ,wk+2,...,w1>
J€Ck+1
_ 2 .2 2 .2 1 1
—(wl,wZ,...,wk,wk+1,wk+2,...,w1)

and
it X (X s A
J€Ckt1 1e0)] |

<)+ RY ol —wfl+ 3 & by =8
i=1 J€Ck+1 le(’),{H
SO e s ) A SE
<hw')+RY |w; —wi|+ Rlwi —wi|=h(w")+ R |Jw —w}.
iz i=1

By induction, this implies that there exists G/ € Ri such that

I
KMG' =w? and, h-G' <h(w')+RY |w} —wi|.
i=1
Since Y/, lw! — w?| < vV J|w!' —w?|> and h(w?) < k- g’ due to the fact that K Mg’ = w?,
we have

A

h(w?) < h(w') + RV T |w' —w?|,.

This completes the proof. [

LEMMA 10.2. There exists El% € (0, 00) such that for all wl,w?e Ri we have
[h(w') = h(w?)| < Bylw' —w?],.

PROOF. Let w!,w? e Rﬂr be arbitrary. Let ¢* € Ri satisfy KMg* = w' A w? and h -

q* = fl(w1 A w?). Note that for every i € A; we have |wi1 — wl2

1 1 2 2
| =lw; —w; Aw/|+|w; —
wl-l/\wizlso

lw! —w! A w2|2 <|w!—w? 5, and, |w? —w! A w2|2 <|w'—w? 2
and
|w1 —w2|2 < {wl —w! /\w2|2—|— |w2 —w! /\w2|2.
Due to Lemma 10.1, we have
h(w' Aw?) <h(w') + éh_ w! —wl Aw?|, <h(w') + éh_ w! —w?|,
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and

h(w!' Aw?) < h(w?) + éﬁ_}wz —w! Aw?|, <h(w?) + éﬂw] —w?,.

Let B; € (0, 00) be such that for all w € ]Ri we have fl(w) < §;|w|2. Then, using the

A~

definition of fz,
h(wl) < fz(w1 A wz) +fz(w1 —w' A wz) < }Az(u)1 A wz) +1§;‘

wh —w! A wz|2

<h(w' Aw?) + éﬂwl —w?,
and similarly,

w! — w?|

h(w?) <h(w' Aw?) + é;’ 5
Consequently,
|ﬁ(w1) — fz(w1 A w2)| < max{é{, é;”wl — w2|2
and
h(w?) — h(w! Aw?)| < maX{B;, }EA?h_}|w1 —w?|,
and so

This completes the proof. [
We can now complete the proof of Proposition 7.6.

PROOF OF PROPOSITION 7.6. For any q1 , q2 e R, from Proposition 2.1, we have
A(d(q®) —d(g") =h-q*> = h(KMq®) — (h-q' —h(KMq"))
=h-q*—h-q' - (h(KMq®) —h(KMq"))
<h-(q>—q")+|h(KMq®) — h(KMq")|.

The result now follows from Lemma 10.2 on observing that we can find R € (0, oo) such that
forallx e R andr > R, |[KMx|p <2|KM"x|,. O

Finally, we complete the proof of Proposition 7.7.

PROOF OF PROPOSITION 7.7. Letq', ¢% ¢ Ri be arbitrary. Due to Proposition 7.6, we
have

KMqg* — KMq'l,

Illd(q) —d(g")| < |h-(¢*—q")| + B;
< |hlolg* = q'|, + B;|IKM||q* — q'|,
< (lhlo + B; IKM|)|¢* — ¢"

2

which completes the proof. [J

11. Proofs of Propositions 3.6 and 3.7. Results analogous to Propositions 3.6 and 3.7
for exponential primitives were studied in [6] and, therefore, we only give proof sketches
here.
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11.1. Proof of Proposition 3.6. The fact that J;(B",y") < oo for r sufficiently large
follows from Proposition 3.4 and the fact that there exists a constant B < oo such that 4 - g <
B|w| for all g € A(w) and w € Ri. To prove tightness of {v"}, it is sufficient to show that
the two marginals are tight. The tightness of v(’l) follows immediately from Proposition 3.4.
To show the tightness of the second marginal, v(z) (dx), since x(0) =0 v(’z)—a.s. it is sufficient
to show that for any €1, € > O there exists § > 0 and R < oo such that for all r > R we have

(73) E[v(’z)<{ sup |x(s) —x ()| > 61})] <e.

s,t€[0,1],]s—t|<$8
Note that the left-hand side above equals
1 I T 4
—/ P( sup [X"(s) — X"(0)|| > el)du
T, Jo s,t€lu,u+1],|s—t|<8

and for any ¢, u > 0 we have
A A A - 1
X0 = X"+ KM"A™ (6 = Y4 ) ") + — KM T par =)
— KM"S""((B"(t +u) — B" (u) — Y57 (u))™)

1
= KM T g 1y Br =157 @0 + 1K (07 = p)

(74)

—rKp"(t AT () +r K ((B" (¢ +u) — B (w)) A Y57 (u)).

From Proposition 6.2 and Lemma 9.1, it follows that for any €1, €2 > 0 there exists § > 0 and
R < oo such that for all r > R and j € A; we have

: /Tr AT:U ~ru
— P su A () — AT (0| > €1 ) du < €

T Jo <s,te[u,u+11]),|st|<3H J J H 1) 2
and

L[ I505) = $10) | = 1) d
f A sup i ; )| > e€1)du <es.

s,t€lu,u+max;{C;}],|s—t|<max; {C;}§

In addition, due to Proposition 6.1, Proposition 7.5 and the assumption that sup, Y’ <ooit
follows that for any €1, €2 > 0, there exists § > 0 and R < oo such that for all » > R we have

1 (T _
—/ P([rKp" YA )| > €1) du < e
T, Jo
and
1 (T _
—/ P(|rKY5" ()| > €1) du < €.
Tr 0

Also, note that rK (p" — p) — 6 (due to Condition 2 and the paragraph that follows) and
forall s, >0 and j € A; we have |B; (s) — B; (1)| <max;{C;}(t — s). These observations,

together with the form of ||)A( "(s) — ) (t)|| for s, t > u given by (74), give (73) and complete
the proof.

11.2. Proof of Proposition 3.7. Let v* and (w, x) be as in the statement of the propo-
sition. In what follows, we let P,«(,) and E,x(,) denote probability and expectation under
v*(w). The proof that for a.e. @, Py (x € C([0, 1] : R’y =1 is the same as the proof
of [6], Theorem 15, part 1. To complete the proof of part (a), it suffices to show that for
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any f € CE(RI ) (which is the space of continuous, real-valued functions on R! with com-
pact support and continuous first and second derivatives) f(x(z)) — fé Lf(x(s))ds is a
o(w, x(s) : s < t)-martingale under v*(w) for a.e w where

1 8f 1 1 32f
£f(y>=Zeiyy(y>+—222-,»fy(y>, yeR”
i=1 i =1 j= J

Let 0 <s <t <1 be fixed and let g; € Cb(Ri x D([0,s])) and f € CCZ(]RI) be arbitrary
(here Cp, (Rfr x D([0, s]) denotes the space of continuous, bounded real-valued functions on
Rfr x D([0, s])). Denoting, for s € [0, 1], by x; the restriction of x on [0, s], we see that

o (w, xs)<f(x(t)) - s - [ Lf(x() a'z)

is a bounded, continuous function on Rfr x D([0, 1]: RY) so

(15) £ B[ 5 £60)  £56) - [ £y an)] |

t 2
=mli_)mooE[E,,rm(w)[gs(w,xs)(f(x(t)) — f(x(s)) —/ L'f(x(u))du)} }
For (w,y) e Rl x D! and 0 < s < 1, define
Gy(w,y) = gs(w, [y(u+-) — yw]),
where [y(u 4+ -) — y(u)]; is the restriction of y(u +-) — y(u) on [0, s]and for0 <s <7t <1,
t
FE ) = F@ 0 = y@) = fya+s) = y@) = [ L7 (+2) = yw)dz.

Then the expectation in (75) can be written as

1 T’m A A A 2
E| (7 [ Gr o & p (e a) |
rm Y0 '

2 Trm u A A A A A A
- E[T—2 fo /0 Ggf(wrm(m,er)F;j,(xrm)G;%(Wrm(v),xfm)F;{t(xrm)dvdu]
m

It can be shown using Proposition 3.4, Proposition 6.2, Lemma 9.1, Propositions 6.1 and
7.5 and the assumptions that sup, §" < oo and sup, r' Y < oo, that

(76) lim sup P( sup |B"(t +u) — B (u) —tp| >¢€)=0.
m_’oouz% <ze[01,)1]“ ” )

The proof of the above assertion is very similar to that of [6], Theorem 15, part 2, and is
therefore omitted.
For any u# > 0, define

X"(t) = KM"A™ (t) — KM"S™"(pt) + rtK (p" — p)
and

X (1) ifu>t,

Xty =1, -
( ) X”m (M) + Xr’u(t — I,t) otherwise.

Note that due to Lemma 9.1 the distribution of X"m-# does not depend on u, meaning X" 4
X"m-0 for all u > 0, and from the central limit theorem for renewal processes (see, e.g., [4],
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Theore£n 14.6) X0 — X in distribution on D! where X (-) is as introduced above (10).
Since X € C! a.s., it follows from (76), Propositions 6.1 and 7.5 and the assumption that
sup, Y < oo that, for any € > 0,

lim supP( sup ][er(u +2) —X”””(u—l—z)” > e) =0.

M= yu>0  “z¢l0,1]

Since f and its first and second derivatives are bounded and uniformly continuous, it follows
that

(77) m, sup E[| Fyy (X™) = Fy (X" ) |] =0.
uz

and using the fact that the distribution of X" does not depend on u, that f € CE(RI ) (in
particular it has compact support), and that

E[f(f((t—s)%—x)—f(x)—ftﬁf()?(z—s)+x)dz}=0
for all x € R! we have

lim  sup {E[f()?r’"’““(t—s)—i-x)—f(x)

m— 00
xeR!,u>0

_ /: Lf(XmUT5 (7 — ) —i—x)dz“ =0.

(78)

Recall that

FU (X ds) = f(XMUS (=) 4+ X (u +5) — X (W) — f(X™ (u+5) — X (u))
— /I Lf(X™UFS (7 =)+ X" (u+5) — X" (1)) dz

and note that since X"m-4+5 ig independent of G (u +s) and Xrm (u+s)— Xrm (n)is G" (u +
s)-measurable we have

sup E[FY,(X"™"F5)|G™ (u)]
u>0

(79) 3 b
< sup E[f(Xr’”’”“(t—s)—Fx)—f(x)—/ £f(Xr’"’”+s(z—s)—|—x)dz].

xeR! u>0

The fact that F{, and G are uniformly bounded in u gives

2 Trm u A A A A A A
lim B /0 /O G (W™ (u), &™) F&, () GY (W (v), R7) F2, (X" dv du
'm

m—0o0

: 2 Tom - pu—1 U (YA7T, o7 U (yrm,u+s
= lim E—/ /0 GS(W’"(M),X’”)FSJ(X ms )

m— 00 Tr2 0
GY(W™ (v), X'")F?,(X"™) dv du

. 2 Ty pu—1 o ~ ~
= im e [ [ LR G g ]G 0 0, X7

GY(W™ (v), X" F}(X"™) dvdu =0,
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where tpe first eguality comes fron3 (77), anc} the secong comes from Ehe fact that foru — 1 >
v GE(W™ (u), X")G (W (v), X")FZ (X™) and X" (u + 5) — X"™(u) are G (u + s)-
measurable, and the third comes from (79) and (78). Putting this all together gives

E|:E,,*(a,) [gs(w,x(-))(f(x(t)) — fx(s)) — /:Ef(x(u)) du)]z] =0.

Proof of (a) now follows by a standard separability argument.

We will now prove part (b). Let f € C, (RY) (the space of continuous functions on R’ with
compact support)) and s € [0, 1] be arbitrary From part (a), Py« (x € C([0, 1] : R’)) =1 for
a.e. w, which implies

E|Ey)[f(w) = f(C(w+xO)®))]| = lim_ E|Eym@[f W) — f(Cw+x()s)]]-

The expectation on the right-hand side is bounded above by

E[ Tim foTrm SOV +9)) = FD(W™ @) + X+ ) — X)) () du }
+E|: — /OTrm f(Wrm(I/l)) _f(Wrm(u—l—s)) du :|

Due to Proposition 3.2, Proposition 3.3, Propositions 6.1 and 7.5, the assumption that
sup, T < oo and the fact that f is uniformly continuous and bounded, we have

lim E

m—0o0

1 T’m A A A A
— /0 FOW @+ ) — FOW™ ) + R @+ ) — X () (s)) du| = 0.

m
o

Together these observations show E[|E, x| f(w) — f(I'(w + x(-))(s))]|]1 = 0. By standard

separability arguments, it now follows that w 4 '(w+x(-))(s) for all s € [0, 1] under v*(w)
for a.e. w, which proves part (b).

In addition, since f is bounded and 7,,, — oo, we have

T)’m A A
lim E[ /0 [F (W @) — F(W™ 4+ 5))] du

'm
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