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Abstract

Co-crystallizing a given molecule with another can be useful for adjusting the
physical properties of molecules in the solid state. However, most combinations of
molecules do not readily co-crystallize, but either form one-component crystals or
amorphous solids. Computational methods of crystal structure prediction can, in prin-
ciple, identify the thermodynamically stable cocrystal and thus predict if molecules
will co-crystallize or not. However, the pronounced polymorphism and tendency of
many organic molecules to form disordered solids suggest that kinetic factors can play
an important role in co-crystallization. The question remains: If a binary system of
molecules has a thermodynamically stable cocrystal, will it indeed co-crystallize? To
address this question, we simulate the crystallization of more than 2600 distinct pairs
of chiral model molecules of similar size in 2D and calculate accurate crystal energy
landscapes for all of them. Our analysis shows that thermodynamic criteria alone are
unreliable in the prediction of co-crystallization. While the vast majority of cocrystals
that form in our simulations are thermodynamically favorable, most coformer systems

that have a thermodynamically stable cocrystal do not co-crystallize. We furthermore



show that co-crystallization rates increase threefold when coformers are used that do
not form well-ordered single-component crystals. Our results suggest that kinetic fac-

tors of co-crystallization are decisive in many cases.

Introduction

One of the major challenges in drug development is the poor solubility of most new drug
molecules. ! Solubility, dissolution rate, and bioavailability of a solid compound can be mod-
ified via co-crystallization, the formation of crystals composed of two or more different com-
pounds in a stoichiometric ratio.? In addition to adjusting pharmaceutical properties, co-

4 increase the power of energetic materials,®

crystallization can assist in chiral resolution,®
aid in water decontamination,® and yield new ferroelectric organic materials.”

The two central questions of cocrystal formation are: Will a given combination of
molecules co-crystallize? And what cocrystal will it form?8 13 Sophisticated methods of com-
putational crystal structure prediction (CSP) are increasingly applied to co-crystallization. 3416
Based on thermodynamic principles, CSP aims to identify crystal structures with low free
energy. (In practice, zero-temperature lattice energy is often used as a proxy for free energy.
While entropic contributions to the free energy can be significant, !”!® they are often ignored
due to the computational cost of evaluating them.) In the case of a mixture of two kinds of
molecules, cocrystals compete thermodynamically with one-component crystals. A cocrystal

is often considered thermodynamically stable if its energy per molecule is lower than that of

a physical mixture of one-component crystals of the two constituent molecules,

AE = FE, —

a1+ cFEy) < 0. 1
e F ) (1)

Here, E., is the cocrystal energy per molecule, F; and F5 are the energies per molecule of
crystals of molecular components 1 and 2, respectively, and ¢; and ¢y are the stoichiometric

coefficients of components 1 and 2 in the cocrystal, respectively. (Note that this thermo-



19.20) " Tf CSP energy landscapes are available for

dynamic condition neglects solution effects
one-component structures of both molecules and for cocrystals, AE can be evaluated for the
lowest energy structures from those landscapes: A cocrystal should form if AF < 0 for at
least one cocrystal; if several predicted cocrystals have AE < 0, the one with the smallest
value of AFE should form.

The predictive power of CSP for co-crystallization has not been extensively tested due
to the computational cost of producing accurate crystal energy landscapes, which is partic-
ularly high for cocrystals.4!5 In 2009, Price and coworkers calculated the lattice energies
of 12 cocrystals and their corresponding single-component crystals. They found the cocrys-
tals to be thermodynamically favorable, although values of AFE were comparable to energy
differences between different predicted polymorphs and estimated computational errors.?!
In 2018, Taylor and Day analyzed a much larger set of 350 cocrystals taken from the Cam-
bridge Structural Database and found that 95% were thermodynamically favored and many
had a substantial energetic advantage.'® While these studies strongly suggest that cocrystals
usually only form when they are thermodynamically stable, they do not shed light on the
thermodynamics of numerous systems that fail to form cocrystals.??

To reveal the role of thermodynamics in co-crystallization, one requires accurate energy
landscapes of potential crystal structures of many pairs of molecules, as well as reliable data
about their crystallization outcomes, including negative outcomes (i.e., formation of one-
component crystals, poorly crystalline, or amorphous solids). Such comprehensive data are
currently not available. We, therefore, base the analysis in this work on a large family of
molecular models whose crystallization dynamics can be easily simulated and whose crystal
energy landscapes can be efficiently generated.?

We briefly summarize our main results, which we obtained by analyzing over 2600 differ-

ent model coformer systems:

1. The vast majority (99%) of systems that co-crystallized in MD simulations have a

thermodynamically stable cocrystal (AE < 0). However, most systems (87%) with



thermodynamically stable cocrystals do not actually co-crystallize, forming amorphous
solids or single-component crystals instead. Even if a cocrystal forms, it is not the

thermodynamically stable one in a significant fraction of cases.

2. Mixtures of coformers that are bad crystallizers (i.e., molecules that only form dis-
ordered solids from single-component solutions) are three times as likely to form a

cocrystal than mixtures of molecules that are good crystallizers.

3. The likelihood of forming a cocrystal depends only weakly on the energy difference of

single-component crystals of the two coformers.

4. If the coformer composition of the cocrystal with the smallest AE in the crystal land-
scape is not 1:1 or 1:2, the system is very likely to form a disordered solid instead of a

cocrystal.

We present and discuss these results in detail in the following sections.

Results and Discussion

Model Molecules

We use a schematic two-dimensional model of chiral molecules to study co-crystallization.

We previously showed that the model reproduces the rich crystallization behavior of real
racemic mixtures.?* Molecules are rigid bodies comprising five circular beads of diameter o,
which represent different functional groups and have one of the 11 chiral shapes shown in
Fig. 1a. ! For each shape, we consider both enantiomers, indicated as L and R, respectively.

All functional groups interact through short-ranged attractive pair potentials (see Fig. 1b

and Methods), but interactions may have different strengths. Specifically, each molecular

'Note that we only study co-crystallization of molecules of similar size (i.e., five functional groups). While
cocrystals of molecules with comparable sizes are most abundant in the Cambridge Structural Database,
many cocrystals of molecules with significantly different sizes have been reported (see Fig. S12). Such
systems are outside the scope of this study.
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Figure 1: Molecular Model. (a) [lustration of the 11 chiral shapes used in this work. Blue
beads represent functional groups. Only ”left-handed” (L) enantiomers are shown for each
shape, but ”right-handed” (R) enantiomers are also studied. (b) Plots of pair potentials
for weak and strong interactions between functional groups. (c¢) The two choices for strong
cross interactions (indicated by arrows) between different molecules, illustrated for molecules
s11L 2:3 and s6R 1:2. Blue and red colors are used for functional groups of L and R
molecules, respectively. Lighter colors indicate the two SIFGs on each molecule. Note that
cross interaction options 0 and 1 are not different interaction motifs of a particular pair of
coformers but define distinct coformer systems.



species has a single pair of functional groups with attractive intermolecular interactions
that are five times stronger than those between all other functional groups. (These strong

25:26) A given molecular

interactions could, for instance, represent hydrogen or halogen bonds.
species is therefore determined by its shape (s1, s2, ..., s11), its handedness (L or R), and
the indices of strongly interacting functional groups (e.g., 2:3, 1:2, 4:4, etc.). Note that our
model molecules are designed to represent a variety of molecular shapes and interactions,
but are not meant as accurate coarse-grained representations of specific organic molecules.

The strongly interacting functional groups (called SIFG for short) of a given molecular
species also serve as centers for strong interactions between molecules of different species.
Given a particular pair of coformers (e.g., s11L 2:3 and s6R 1:2), we consider two different
cross-interaction schemes that define two distinct coformer systems, as illustrated in Fig.1c:
In option 1, strong interactions are assigned to the pair of SIFG with the lower of the two
indices on both molecules (e.g., between functional group 2 of s11L 2:3 and functional group
1 of s6R 1:2) and to the pair of SIFG with the larger of the two indices on both molecules
(e.g., between functional group 3 of s11L 2:3 and functional group 2 of s6R 1:2). Option 0
swaps the assignment of strong interactions: The SIFG with the lower index on one of the
two molecules interacts strongly with the SIFG with the higher index on the other molecule,
and vice versa.

Note that we do not attempt to simulate co-crystallization of all possible combinations of
molecules described above, which would require ~ 10° independent MD simulations. Instead,

we have selected a subset of more than 2600 coformer systems based on their crystallization

behavior, as described in the next section.

Molecular Dynamics

To simulate co-crystallization, we use systems of 5184 molecules of two distinct species with
a mole fraction of 0.5. Simulations are started from dispersed and mixed configurations

in square simulation boxes at a packing fraction of 0.04 molecules/c?. Molecules evolve



according to Langevin dynamics at constant volume and temperature, as implemented in
HOOMD.?" Solvent is not modeled explicitly.

We use an automatic temperature protocol to optimize crystallization conditions. The
details of this procedure are described in ref.?? Briefly, simulations proceed in three stages.
First, starting from a temperature well above the crystallization temperature, the system is
cooled at a constant rate until a cluster of at least 50 molecules is observed for the first time.
In the second stage, the temperature is tuned on the fly to grow clusters at a constant rate
until a cluster of at least 200 molecules is observed. In the third stage, the system is slowly
heated at a constant rate to anneal defects and to obtain highly crystalline clusters. During
the last stage of the simulations, the structure of clusters is periodically analyzed, and a
crystal quality score (C'Q) is assigned based on a comparison of local structural motifs in the
cluster with an extensive set of low-energy cocrystal structures (as described in the Methods
section). C'Q) scores range from 0 to 1, where 0 indicates a complete lack of order, and
1 indicates a perfectly ordered bulk crystal.?® Since crystalline clusters in our simulations
typically comprise a few hundred molecules, the largest C'() scores obtained are ~ (.85.
Clusters with CQ) > 0.4 display clear order over several unit cells; simulations producing one
or more clusters with C'Q) > 0.4 are therefore considered successful crystallization attempts,
yielding either a cocrystal, single-component crystals, or rarely both. Simulations that do
not rise to this threshold are considered unsuccessful and typically produce clusters with
one of several distinct types of disorder, as discussed below. Independent simulation runs
of the same system consistently yield similar results (See SI Fig. S5). In previous work,?
we have also confirmed that simulations employing the automated temperature protocol
and simulations of the same model that use a manually optimized constant temperature
yield clusters of the same crystal structure in almost all cases. The maximum C'Q) score
is typically lower in constant-temperature simulations, which we attribute to the fact that
the temperatures that allow for spontaneous nucleation of crystalline to be observed in the

simulation time scale can differ substantially from the (higher) temperatures that result in



defect-free growth of established clusters.

We simulated the co-crystallization of over 2600 systems containing two coformers. We
selected coformers based on their crystallization behavior, which we established in previous
work.? Specifically, we used 30 molecules (and their enantiomers) that each readily form
large well-ordered crystalline clusters (C'QQ > 0.4) in single-component simulations (”good
crystallizers” or GC for short), and 33 molecules (and their enantiomers) that only form
poorly ordered aggregates (CQ < 0.4) in single-component simulations ("bad crystallizers”
or BC for short). All selected coformers are shown in Fig. S1 and S2 in the Supporting Infor-
mation. We simulated the co-crystallization of all pairs of GC and all pairs of BC, omitting
combinations of coformers with the same molecular shape. These choices resulted in a to-
tal of 1095 attempted co-crystallization simulations from the GC set, and 1535 simulations
in the BC set. Simulations in the GC set are closely related to experimental attempts to
create new solid forms from coformers that both have at least one known crystal structure.
Simulations in the BC set model the use of co-crystallization to produce ordered solids of
coformers that by themselves resist regular crystallization attempts. (As discussed in the SI,
approximately one-third of cocrystals reported in the CSD have at least one coformer with

no reported single-component crystal structure.)

Crystal Energy Landscapes

We calculated accurate cocrystal energy landscapes for all simulated systems. (Single-
component crystal energy landscapes for all coformers were available from recent work.?2)
All crystal structures were obtained with POLYNUM, a previously developed program that
exploits the geometry of our model molecules to solve an exact cover problem on a 2D hexag-
onal lattice.?*?* (See Methods.) By applying the algorithm for a range of different unit cell
sizes, different unit cell geometries, and different numbers of molecules per unit cell, all pe-

riodic packings can, in principle, be identified (up to a size limit imposed by computational

efficacy). POLYNUM makes no reference to crystal symmetry and naturally identifies pack-
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Figure 2: Histograms of lattice energies of crystals identified with POLYNUM for three
different coformer systems: (a) s3R 1:4 & s11L 1:2 (BC set); (b) s3L 3:3 & s8R 2:2 (GC set);
(c) s4L 2:3 & sTL 1:3 (GC set). Separate histograms are shown for the single-component
crystals of the two coformers (yellow and green) and for cocrystals with different compositions
(red, blue, and gray). Coformer system (a) forms a cocrystal in MD simulations, system (b)
forms an amorphous solid, and system (c) forms a single component crystal.

ings of all symmetries, different numbers of molecules in the asymmetric unit cell (Z’), and
different compositions.

Periodic packings of molecules identified with POLYNUM are ranked according to lattice
energy in a second step. Lattice energies correspond to energy-minimized lattice geometries
and do not account for thermal effects. However, we have previously demonstrated that,
because of the rigidity of the molecules and their short-ranged interactions, lattice energy
differences reported here are good approximations for differences in free energies at the
temperature of crystallization.?® The crystal energy landscapes reported here for our model
molecules, therefore, provide more comprehensive (in terms of crystal symmetry and com-
position) and more accurate thermodynamic information than what is typically available for
real molecules through state-of-the-art CSP methods.

Typical examples of crystal energy landscapes obtained with POLYNUM are shown
in Fig. 2. POLYNUM generally identifies up to millions of periodic packings for a given
molecule. Most of these packings have energies that are too high to be thermodynamically
relevant, and many have low densities. (In CSP of real molecules, such packings are ei-
ther not created in the first place or discarded.) We typically find tens to thousands of

packings within what is usually considered the thermodynamically relevant range of lattice



energies that are smaller than 0.9F), where Ej is the lowest crystal energy found for a given
pair of coformers. These numbers are consistent with (co-)crystal energy landscapes of real
molecules. Values of Fy vary substantially depending on the coformer system between -
21.0 e/molecule and -11.0 ¢/molecule. As evident from energy landscapes in Fig. 2, the total
number of cocrystal structures identified by POLYNUM by far exceeds the number of single-
component structures, typically by two or three orders of magnitude. While cocrystals with
a 1:1 stoichiometric ratio are most numerous among reported structures in the CSD (and
also among cocrystals found in our simulations, as discussed below), we find equal or greater
numbers of cocrystal structures with composition 1:2 and 1:3, and even greater numbers
of cocrystal structures with different compositions, which are found exceptionally rarely in
experiments and in our simulations. We return to the thermodynamic role of cocrystals with

different compositions in a later section.

Overview of Co-Crystallization Results

Among the 1095 distinct pairs of molecules in the GC set for which we simulated co-
crystallization, we find that 4.5% form a cocrystal, 76% form single-component crystals
(identical to those found in single-component simulations of the same molecules), and 19.5%
do not form any well-ordered structures. Among the 1535 systems in the BC set, we find
that 15.1% form a cocrystal, and 84.9% form disordered structures. Crystallization outcomes
for all simulated systems are summarized in Supporting Information Fig. S3; examples of
cocrystals, single-component crystals, and disordered structures are shown in Fig. 3.

There is only limited information about experimental rates of co-crystallization available
in the literature. Our observed rates (4.5% and 15.1% in the GC and BC sets, respectively)
are lower than the 38% success rate reported in a recent study by Wicker and coworkers.??
However, these authors selected coformers for their potential to form favorable intermolecular
interactions, while molecules were selected without bias in our study. In their experiments,

Wicker and coworkers also used neat grinding, a method that has been shown to result in
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Figure 3: Examples of MD crystallization outcomes. (a) Snapshots of cocrystal clusters. For
each cocrystal, insets show space-filling representations of coformers (top left), molecular
identifiers of coformers, the C'Q score of the cluster, and the packing fraction (PF) of the

corresponding crystal structure (bottom).

(b) Examples of simulation outcomes that are

not cocrystals (from left to right): two single-component crystals, small single-component
clusters with coformers acting as surfactants, amorphous clusters, and micelle-like aggregates.
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larger co-crystallization rates than solution-based methods.?%?? Other studies, performed on
much smaller sets of coformers, report lower co-crystallization rates consistent with ours.3’
The shorter time scales and larger degree of supersaturation in our simulations compared to
experiments might also disfavor the formation of well-ordered structures. Some simulations
resulting in cocrystal clusters with low C'Q) values might yield more well-ordered structures
if longer time scales were accessible. Finally, the lack of explicit solvent in our simulations
might also influence co-crystallization rates.

Co-crystallization success rates of specific coformers range from zero to 22% in the GC set,
and from zero to 32% in the BC set, deviating substantially (and statistically significantly)
from the average success rates of 4.5% and 15.1%, respectively, as shown in Fig. S15. No
simple correlations between coformer shape, locations of SIFGs, and co-crystallization rates

could be identified, consistent with the complex thermodynamic landscapes discussed in the

next section.
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Figure 4: Statistics of composition and density of cocrystals observed in MD simulations. (a)
Distributions of coformer composition for cocrystals in the GC and BC set. (b) Histograms
of packing fractions of cocrystals.

Cocrystals formed in our simulations have a similar composition distribution to what is
reported in the literature.®3'3* As illustrated in Fig. 4a, a majority of cocrystals has 1:1

composition. The remaining cocrystals are almost exclusively of 1:2 composition. In the BC
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set, we observe a small number of cocrystals with other compositions, including 1:3, 1:4, 2:3,
and 1:5, consistent with sporadic reports of such cocrystals in the literature.3%3¢ Note that
co-crystallization of solutions with an excess of one of the two coformers might facilitate the
formation of cocrystals with compositions other than 1:1 but we have not simulated such
asymmetric mixtures. 37

The simple geometry of our molecular model complicates a direct comparison of crystal
densities with experiments. Given that functional groups within all molecules are arranged
on the sites of a triangular lattice, the largest possible crystal density of our model molecules
corresponds to that of a simple close-packed hexagonal lattice of functional groups. We find
that 82% and 70% of all co-crystals in the GC and BC set, respectively, are close-packed in
this sense, as illustrated in Fig. 4b. (We assign a packing fraction of 1.0 to these crystals).
We observe a significant number of cocrystals with smaller packing fractions between 0.9
and 1.0 (corresponding to different numbers of unoccupied sites of the hexagonal lattice in
the unit cell), and, in the BC set, a small number of even more ”open” crystals. (See Fig. 3a
for examples of cocrystals with different packing fractions.) Cocrystal energy landscapes
available in the literature similarly show that low-energy cocrystals typically have densities
that can deviate by around 10% from the highest density.3%39

The molecular models used in this work are only simple caricatures of actual molecules.
However, the crystallization behavior of these models resembles that of real molecules in
several important aspects, as described above, and is robust with respect to changes in the
model. In previous work, we have simulated related models with interactions that are not all
pairwise attractive but mimic charged functional groups with both attractive and repulsive
interactions. (See Supporting Information of Ref.?3) While these “charged” models produce
more complex (and perhaps more realistic) crystal structures, their overall crystallization
propensity and the relative prevalence of crystals with different compositions are consistent

with the simpler, purely attractive models we study in this work. This suggests that our

models capture some of the key features driving the complex crystallization behavior of real

13



molecules.

Crystallization Outcomes vs. Crystal Energy Landscapes

The central question addressed in this paper is this: Could the crystallization outcomes
described above have been predicted for each case based on the energy landscapes of single-
component crystals and cocrystals of the two coformers? For each of our simulated systems
of coformers, we calculated AE (as defined in Eq. 1) for all low-energy cocrystals. Here, E,
is the cocrystal lattice energy, and E; and F5 are the lowest lattice energies of one-component
crystals of coformers 1 and 2, respectively, as identified by POLYNUM; ¢; and ¢y are the
stoichiometric coefficients of coformers 1 and 2, respectively, in the cocrystal. We then
identified the cocrystal with the smallest value of AFE, which has the largest thermodynamic
advantage with respect to single-component crystals. We will refer to this cocrystal as CC*
in the following, and to its value of AE as AF,;,. Based on thermodynamic arguments
alone, if AE,, < 0 for a given system of coformers, then a cocrystal (more specifically,
CC*) should form. Systems with AFE,,;, > 0 should form a single-component crystal.

We first discuss the coformer systems from the set of good crystallizers (GC). The
distribution of AF,;,, expressed in percent of the lowest crystal energy Ey, is shown in
Fig. ba together with crystallization outcomes. The majority of all coformer systems in the
GC set (59.5%) have AFEyi, < 0 and, therefore, the thermodynamic prerequisites for co-
crystallization. (The large number of systems with AE,;, = 0 is an artifact of the simple
interactions of our molecules, as discussed in the SI.) The cocrystals we observed in our sim-
ulations are indeed all found within this group. This result confirms that a thermodynamic
driving force is, in fact, necessary for co-crystallization, as has been reported before. 15:19:40-42
However, only a small fraction of all systems with AE < 0 actually form a cocrystal (9.0% if
only systems with AE < 0 are considered, 7.7% if the thermodynamically ambiguous cases
with AE = 0 are also included). We obtain essentially the same result when we restrict our

energy landscapes to single-component crystals with small asymmetric unit cells (2" = 1)
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and cocrystals with Z’ = 1 and a 1:1 composition, which mimics the computational limits
of typical CSP studies of real molecules (see Fig. S9 in the SI.) The probability of forming
a cocrystal increases with decreasing AFE: Systems with large negative AE are much more
likely to co-crystallize than systems with AE ~ 0. The low rate of co-crystallization for
systems with thermodynamically favorable cocrystals implies a clear kinetic disadvantage
of cocrystals over single-component crystals. We furthermore observe kinetic effects even
among those systems that do form cocrystals. For 16 % of these systems, the cocrystal that

forms is not CC* but a cocrystal with a larger AFE, as shown in Supplementary Fig. S7a.
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Figure 5: Distributions of AFEy,;, (expressed in percent of the lowest crystal energy Ej)
for coformer systems in the GC set (a) and in the BC set (b). Negative AFE,,;, indicates
a thermodynamically stable cocrystal. Different colors indicate simulation outcomes. The
inset in (a) focuses on the part of the distribution with AFE,;, < 0. Thick black lines show the
co-crystallization success rate (calculated only for bins with at least 10 coformer systems).

While the majority of all GC systems form single-component crystals, 19.5% form struc-
tures with poor crystallinity (C'Q < 0.4). This is remarkable given that all molecules in the
GC set form well-ordered structures (C'Q) > 0.4) when crystallized by themselves. Visual
examination indicated that approximately two-thirds of these poorly crystalline systems pro-
duce clusters that incorporate significant fractions (20% or larger) of both coformers; the

remaining systems are dominated by clusters strongly enriched in one of the two coformers,
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including clusters where one coformer acts as surfactant and ”poisons” the surface of pure
clusters of the other coformer. (See Fig. 3b for examples of disordered clusters with different

compositions.)
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Figure 6: Distributions of AE,;, (expressed in percent of the lowest crystal energy Ey) for
coformer systems in the GC set (a) and in the BC set (b). Negative AFEy;, indicates a
thermodynamically stable cocrystal. Different colors indicate the composition of CC*.

We now turn to the coformer systems from the set of bad crystallizers (BC). A histogram
of AFE for all 1535 systems in the BC set is shown in Fig. 5b. The overall rate of co-
crystallization is 15.1% in this set—a value that is more than three times larger than that
in the GC set yet still surprisingly small, given the abundance of stable cocrystals for these

systems. Almost all systems in this set have thermodynamically stable cocrystals (AFEp, <
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0), and many have cocrystals with lower energies than any of the single-component crystals
of their coformers (see SI, Fig. S10b). Similar to the GC set, the vast majority of cocrystals
observed in the BC set are coformer systems with AFE,;, < 0, although we observe a small
number of co-crystals that are kinetic products A Fy,i, > 0. In addition, kinetic effects among
the co-crystallizing system are quite pronounced: For 25 % of these systems, the cocrystal
that forms is not CC*, as shown in Supplementary Fig. S7b.

The much larger thermodynamic preference for cocrystals in the BC set compared to
the GC set can be rationalized by the fact that single-component crystals have, on average,
substantially lower lattice energies in the GC set than in the BC set, as illustrated in Fig. S8.
This trend is consistent with simple models of kinetic trapping: Molecules that readily form
high-quality crystals (GC) often have access to a few crystal structures with exceptionally
low energy, reflecting packing motifs that are energetically particularly favorable. Such low-
energy packing motifs are often absent from the crystal landscapes of molecules that tend to
form disordered solids, which instead feature a large number of structural motifs with similar
energy that compete with one another kinetically.?324434 By contrast, the distributions of
low-energy cocrystals in the GC and BC set are remarkably similar (Fig. S8), indicating
that the lack of particularly favorable single-component crystals of two coformers does not
typically translate to their cocrystals. In fact, we observe a quantitatively similar dependence
of co-crystallization rate on AE in the GC and BC sets (thick black curves in Fig. 5). The
higher overall co-crystallization rate in the BC set therefore appears to be due to the larger
average thermodynamic advantage of cocrystals in that set. These results suggest that
including coformers that by themselves tend to form glasses or poorly crystalline solids in
cocrystal screenings can be beneficial and should result in larger success rates and new

cocrystals.
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Cocrystal composition as an indicator of crystallization kinetics

In recent work, we showed that for more than half of all racemic mixtures of our model
molecules, the lowest-energy crystal is neither racemic nor enantiopure but has an unusual
composition of enantiomers (e.g., 1:2, 1:3, 2:3, etc.).?® Crystals with such compositions do not
form in our simulations of racemic mixtures and are observed in experiments only extremely
rarely. In fact, the vast majority of racemic mixtures with low-energy crystals of unusual
composition form disordered solids, not crystals, indicating that the crystallization kinetics
are partly encoded in crystal energy landscapes.

For co-crystallization studied in this work, we find a similar correlation between the
thermodynamics of cocrystals with unusual composition and co-crystallization rates: Only
3% of cocrystals that form spontaneously in our MD simulations have compositions other
than 1:1 and 1:2, but a much larger fraction of coformer systems (12% of systems with
AEpin <0 in the GC set, and 24% in the BC set) have a CC* with an unusual composition.
Among those systems, the vast majority do not co-crystallize in MD simulations, but form
disordered solids or single-component crystals, as illustrated in Fig. 6. Examples of systems
that have a thermodynamically stable cocrystals of unusual composition but fail to co-
crystallize are shown in Fig. 7.

Cocrystals with compositions other than 1:1 are rarely included in CSP because of the
computational cost associated with larger unit cells and the apparent experimental irrele-
vance of these crystals. However, knowledge of their thermodynamic status could provide
valuable guidance for solid-state screening. The microscopic details of the complicated crys-
tallization kinetics that prevent systems with low-energy cocrystals of unusual composition
from co-crystallizing remain unclear at this point. Based on our simulation results, we
speculate that such coformer systems have access to a multitude of energetically equivalent
structural motifs with different compositions that form in the early stages of the crystalliza-

tion process, interfering with the formation of well-ordered cocrystals.
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Figure 7: Examples of coformer systems with thermodynamically stable cocrystals of unusual
composition. For each of the four examples, typical disordered clusters from MD simulations
are shown on the left, and the CC* is shown on the right together with its coformer compo-
sition.
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Co-crystallization of coformers with disparate crystal energies

Some reports in the literature suggest that choosing coformers whose single-component crys-

tals have similar lattice energy could result in a larger probability of forming a cocrystal.33:34

45,46 1

Differences in lattice energy are inferred from differences in melting temperatures
differences in heat of sublimation. If solvation energies are similar for the two coformers,
their relative solubility will therefore be correlated with lattice energy differences. The rel-
ative solubility may influence the chance of forming a co-crystal from solution because the
component with smaller solubility may rapidly precipitate.*

We have tested the correlation between co-crystallization likelihood and single-component

lattice energy differences of coformers with our models. Fig. 8 shows the distribution of

energy differences between the lowest-energy single-component crystals of the two coformers,

ABpye = 1~ Bal (2)
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Figure 8: Distribution of energy differences between lowest-energy single-component crystals
of coformers in the GC set (a) and the BC set (b).

The range of lattice energy differences in our model molecules is limited to =~ 40%, due

to molecules’ similar size and interaction energies. Lattice energy differences of real small
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organic molecules with comparable sizes are typically modest, too.*® Within that energy
range, we do not observe a strong dependence of the co-crystallization rate on ALy,
suggesting that selecting coformers based on similar lattice energy is not an effective strategy

for cocrystal discovery, at least not for molecules of similar size.

Conclusions

It is widely assumed that the co-crystallization of (organic) molecules is driven by ther-
modynamics and that it can, in principle, be predicted from accurate crystal free energy
landscapes. 19213041 Tn practice, such landscapes are still difficult to obtain due to their
extraordinarily large computational cost. In this paper, we employ a schematic molecular
model whose computational efficiency allows us, for the first time, to compute highly accu-
rate cocrystal energy landscapes for thousands of different coformer systems and to compare
these thermodynamic predictors to simulated co-crystallization outcomes. Our calculations
show that thermodynamic stability is an (in most cases) necessary but clearly not sufficient
prerequisite for the formation of a cocrystal from a solution of coformers. Close to 90% of
all coformer systems with thermodynamically stable cocrystals form either one-component
crystals or highly disordered solids. Our simulations demonstrate a marked kinetic disadvan-
tage of cocrystals with respect to other types of solids, whose microscopic origin must lie in
the nucleation and growth processes in the early stages of crystal formation. In recent work,
we have shown that the simulated crystallization of racemic mixtures can be predicted with
near-perfect accuracy when attachment rates of different oligomeric growth units in solution
are accounted for.?* Future work will reveal if the observed kinetic disadvantage of cocrystals
can be similarly understood in terms of attachment rates of solution oligomers of different
compositions. Our current results show that some kinetic information can be gleaned from
the thermodynamic standing of co-crystals with an unusual composition of coformers (i.e.,

other than 1:1, 1:2, or 1:3). While many coformer systems have thermodynamically stable
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co-crystals of this kind, they form only extremely rarely in experiments. Such coformer
systems, however, have a strongly increased chance of forming single-component crystals or
disordered solids. We hope that our work will renew interest in the kinetic effects of molec-
ular (co-)crystallization and help catalyze efforts to further improve thermodynamics-based

crystal structure prediction methods.

Methods

Model and MD simulations

All molecular dynamics simulations were performed with HOOMD. 2" Functional groups of
molecules have mass m and diameter ¢, which we use as our units of mass and length; the
unit of energy is €. Langevin equations of motion for rigid bodies are integrated with a time
step of 0.004 \/FQ/E and a damping coefficient of 5.0 \/ﬁﬁc2 . All simulation snapshots
were produced with OVITO.4?

Intermolecular and non-bonded intramolecular interactions between functional groups

are represented by short-ranged pair potentials, u(r) = Uat () + Urep(r), Where

(

—Gatt’ lf?" < 0—7
Uatt (1) = — (cos [(r;‘y)“} + 1) ifo<r<o+w,
0 ifr>o+w,

and

o ()7 =2(9)"] + e ifr <o,
Urep(r) =
0 else.

We set €, = ¢, and w = 0.20. For SIFG, we use €,y = 5S¢, all other pairs of functional

groups have e,y = €. These pair potentials are identical to those used in our previous
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work. 2324

Crystal energy landscapes

For each coformer pair, an extensive polymorph search was performed using a recently de-
veloped algorithm (POLYNUM) that solves the exact-cover problem for our rigid molecular
shapes in 2D periodic unit cells.?® POLYNUM produces between 10° and 107 of packings for
a given combination of molecules, including crystals with different compositions and numbers
of molecules in the asymmetric unit (Z’). Crystal structures with packing fractions smaller
than 1.0 are identified by including empty space as effective particles in POLYNUM. Because
the numerical cost of enumerating molecular packings increases rapidly with the number of
molecules, we restrict our search to unit cells containing at most 13 molecules in the unit cell
and 500,000 structures per unit cell. Despite these restrictions, POLYNUM identified the
vast majority of all crystal structures found in our simulations. For a handful of coformer
systems in the BC set we have observed crystalline clusters in our simulations that could not
be matched with any packing identified by POLYNUM. These are crystals with very large
unit cells, as illustrated in Fig. S16. We have manually constructed the unit cells for these
structures and included them in our structure analysis. The limited number of molecules in
the unit cell also implies limits on the composition of cocrystals that can be identified with
POLYNUM. It is therefore possible that the group of cocrystals with unusual composition

is substantially larger than suggested by our current results and extends to lower energies.

Analyzing MD simulations

We use molecular order parameters to automatically detect and classify the largest crystalline
clusters that appear in our MD simulations. The details of this procedure are described in
Ref.?3 In brief, we first categorize clusters of molecules according to composition: clusters
containing less than 20% of either of the two species are categorized as single-component

clusters, and those with mole fractions between 0.2 and 0.8 as potential cocrystals. In the
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next step, the microscopic structure of a given cluster is compared to the low-energy single-
component crystals or cocrystals identified with POLYNUM, respectively. (More specifically,
we use the 100 low-energy single-component crystals, the 200 low-energy cocrystals with
1:1 composition, and the 200 low-energy cocrystals with composition 1:2 and 1:3 for this
comparison.) Based on the similarity of radial distribution functions and relative orientations
of nearest-neighbor molecules, the crystal structure P* that best matches the cluster is
identified. The CQ score used to quantify the crystallinity of a given cluster is defined as
the fraction of molecules in the cluster whose local environment matches that of a molecule
in P*. Clusters with CQ > 0.4 are classified as crystalline, all others as disordered. A
well-ordered cluster from MD simulations can in principle, be assigned a low CQ score if
its crystal structure has unusually high energy and is therefore not included in the lists of
low-energy polymorphs used for structure comparison. However, we have visually inspected
all simulation trajectories and confirmed that no clusters were mislabeled as disordered in

this way.
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