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Abstract

A code summary is a brief natural language description of source code. Summaries
are usually only a single sentence long, and yet form the backbone of developer
documentation. A short descriptions such as “changes all visible polygons to the
color blue” can give a programmer a high-level idea of what code does without
the effort of reading the code itself. Recently, products based on Large Language
Models such as ChatGPT have demonstrated a strong ability to write these
descriptions automatically. However, to use these tools, programmers must send
their code to untrusted third parties for processing (e.g., via an API call). This
loss of custody is not acceptable to many organizations. In this paper, we present
an alternative: we train an open source model using sample output generated
by GPT-3.5 in a process related to knowledge distillation. Our model is small
enough (350m parameters) to be run on a single 16gb GPU, yet we show in our
evaluation that it is large enough to mimic GPT-3.5 on this task.

Keywords: source code summarization, software documentation generation

1 Introduction

A code summary is a brief, natural language description of source code. Summaries are
typically only a single sentence. When reading a Java method, for instance, a program-
mer may start with the Javadoc sentence “changes all visible polygons to the color
blue.” The summary provides a quick way for the programmer to understand what
the method does without having to read the code itself. The benefits of summaries
in documentation have been studied for decades (Haiduc et al, 2010), and Software
Engineering (SE) research has long sought to automate the process of writing them,
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to reduce manual effort by programmers, support under-documented legacy programs,
and build accessibility tools (Robillard et al, 2017). Code summaries form the back-
bone of much documentation for programmers, and the dream of automatic generation
of these summaries has been described as a “holy grail” of SE research (Allamanis
et al, 2018a; Forward and Lethbridge, 2002; LeClair et al, 2019).

Recently, the dream seems within reach. Years of effort on neural code summa-
rization techniques has culminated in products such as Copilot (Github, 2022) and
ChatGPT (OpenAI, 2022), which exhibit an ability to describe arbitrary code (Ma
et al, 2023). At the heart of these products is a language model that is trained using
big data input. The language model in the most powerful products may be tens or hun-
dreds of billions of parameters, and the data input often includes trillions of tokens,
such as the entirety of public GitHub repositories, plus StackOverflow, Wikipedia, etc.
The effectiveness of these products has captured the public imagination and helped
drive a new wave of research (Sun et al, 2023). Like in many research areas, the
decades-long effort toward automatic code summarization suddenly seems at hand.

Yet a major problem looms. For programmers to use these tools, they must send
their code to third parties for processing. An IDE plugin wishing to use GPT-3.5, for
example, must harvest code from the programmer’s codebase and send it via an API
call to OpenAI. This call is a loss of data custody and a non-starter for many institu-
tions (Derner and Batistič, 2023). In addition, the closed nature of these products has
caused controversy among researchers, who point out a lack of reproducibility, poten-
tial data contamination from public test sets to private training data, and resultant
loss of scientific rigor (Hellendoorn and Sawant, 2021). The situation for many pro-
grammers is that the technology to automate a major portion of code summarization
exists, but it is not usable.

In this paper, we present an alternative: knowledge distillation from a large model
(GPT-3.5) to smaller models. Our paper has three key novel research contributions:

1. We present a study comparing summaries from GPT-3.5 to the reference summaries
written by human programmers, and show that the generated summaries tend to
be superior, indicating they are good source of training data. (Section 3)

2. We present a study of knowledge distillation of these summaries for the size of model
(38m - 15.5B parameters) and size of training data (170k - 2.15m samples). We
collect 2.15m summaries generated by GPT-3.5 for Java methods. We use a simple
prompt and methods from open-source Java programs. As foundation models, we
compare jam (Su et al, 2023) and starcoder (Li et al, 2023b). The jam model is
pretrained on 52m Java methods and has an easily-searchable dataset to ensure
reproducibility and a controlled experimental framework. The starcoder model is
much larger and has a larger pretraining dataset, but is also more expensive and
has more non-controllable experimental variables due the the dataset. (Section 4)

3. We evaluate our distilled model against GPT-3.5 in a study with human experts.
(Section 5)

We release all code and implementation details. The model we recommend from our
experiments can be run from a workstation with a single 16GB GPU, which is relatively
low cost for many organizations. This low cost and open source structure enables
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programmers to access automatic code summarization while keeping data custody.
Although there are some papers that have already formulated the code summarization
as a fine-tuning problem such as Wang et al (2021); Bender et al (2021) and studied
knowledge distillation for smaller models from larger models Hsieh et al (2023); Yu
et al (2023), we thoroughly explore the data and model size for knowledge distillation
on code summarization and conduct the human study to compare the language models
generated summary and human reference with human experts.

2 Background and Related Work

This section discusses the two key areas of background and related work: code
summarization and knowledge distillation.

2.1 Source Code Summarization

The term “source code summarization” was coined in 2010 by Haiduc et al (2010) to
refer to the task of writing natural language descriptions of code. Until 2017, most
of research methods focused on IR-based and template-based methods. From 2017 to

I N G T C
McBurney et al (2016) x x
Iyer et al (2016) x
Rodeghero et al (2017) x x
Fowkes et al (2017) x
Loyola et al (2017) x
Jiang et al (2017) x
Hu et al (2018a) x x
Hu et al (2018b) x
Allamanis et al (2018b) x x
Wan et al (2018) x
Liang and Zhu (2018) x
Alon et al (2019a,b) x x
Gao et al (2019) x
LeClair et al (2019) x x
Nie et al (2019) x
Lu et al (2019) x
Gao et al (2019) x
Haque et al (2020) x x
Haldar et al (2020) x
Zügner et al (2021) x x
Liu et al (2021) x x
Bansal et al (2021b) x x
Wang et al (2021) x
Bender et al (2021) x

Table 1: Snapshot of the past five years in source code summarization. Column I

stands for IR-based techniques. N means neural network-based. G means the code is
modeled as a graph. T means Transformer designs. C means learning from context.
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present, neural models for code summarization becomes the most dominant research
direction. Table 1 shows the history and families of different methods. Although the
most dominant research line is neural models, there are different families of neural
models, which include better modeling of code itself and using more context. For
example, LeClair et al (2019); Alon et al (2019a,b) combined AST with source code and
Allamanis et al (2018b) modeled AST as a graph for neural models. Haque et al (2020)
applied the attention mechanism to the file context. Bansal et al (2021b) combined
information different software projects.

More recently, Wang et al (2021); Bender et al (2021) introduce the technique
to fine-tune Large Language Models (LLM) for code summarization. Although some
proprietary LLM such as OpenAI’s ChatGPT has demonstrated the great capability
on program comprehension, we cannot avoid data leak problems because of the inac-
cessibility of training data on these models. In this paper, we examine the data and
model size for fine-tuning and distill the knowledge from GPT-3.5 by training small
models with public and controllable datasets and mimic GPT-3.5’s capability for code
summarization.

2.2 Knowledge Distillation

Knowledge Distillation refers to teaching a small machine learning model to behave
like a larger one for a niche task (Hsieh et al, 2023; Yu et al, 2023; Wang and Yoon,
2021). Knowledge distillation is useful in scenarios where a large model may be capable
of many tasks or even considered general purpose, such as ChatGPT or Copilot, but
is too expensive or impractical to use for certain specific tasks. A classic application
is in image classification, where a powerful model capable of classifying many types
may be used to teach a smaller model with some tradeoffs, such as lower accuracy
or recognizing fewer categories (Gou et al, 2021; Wang and Yoon, 2021; Zagoruyko
and Komodakis, 2016). More recently, general purpose models such as GPT-3.5 have
been used to teach smaller models to perform question-answering tasks (Zhang et al,
2023), assessment of student answers (Li et al, 2023a), follow specific types of instruc-
tions (Tang et al, 2023), and to improve output from existing smaller chatbots (Chen
et al, 2023).

An important point in knowledge distillation is that there is almost always a trade
made in exchange for the reducing model size. Gudibande et al (2023) make the point
that small models attempting to replicate all capabilities of ChatGPT, for instance,
are likely to face problems with generalization to prompts unlike those in the training
samples. They highlight how the benefit of knowledge distillation is focused on training
small models to perform specific tasks – one should not necessarily expect the small
model to do all tasks well, but the small model can mimic the large one by specializing
on a single task. In this paper, we focus on the task of code summarization, and
demonstrate how a small model can perform on par with the large one in this specialty.

3 GPT-3.5 and Human-written References

This section discusses our comparison of source code summaries generated by GPT-
3.5 to summaries written by human programmers. We also compare the summaries
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generated by the model trained with GPT-3.5 summaries and the summaries written
by human programmers. The purpose of this comparison is to determine whether
summaries generated by GPT-3.5 are suitable replacements for human-written ones.
This comparison is necessary in this paper because we seek to distill GPT-3.5’s ability
to generate summaries for a smaller model, so we should measure the quality of the
summaries GPT-3.5 generates. If GPT-3.5 generates poor quality summaries, then it
would not be suitable for distillation. Thus, we ask the Research Question (RQ):

RQ1 How well do summaries generated by GPT-3.5 compare to human-written
reference summaries, across key quality criteria established in relevant literature?

By “human-written reference summaries”, we mean code summaries written by the
programmers or other team members who wrote the underlying software, such as the
summary sentence of the Javadocs for Java methods. By “key quality criteria”, we
mean the concepts of Accuracy, Completeness, and Concision that were first used to
evaluate code summaries over ten years ago by Sridhara et al (2010) and have been used
in numerous studies since McBurney et al (2016). We will establish how we measure
these concepts in the next subsection. Note we also measure overall preference of one
summary to another, for a gauge on how people balance the quality criteria.

3.1 Research Method

Our research method is a survey in which we show programmers different code and
summaries of that code, and ask them to rank the summaries in four questions. We
designed our survey to be consistent with years of best-practice in evaluating sum-
maries, namely from Sridhara et al (2010); McBurney et al (2016); Bansal et al (2021a),
including the wording we use in the survey questions. The survey has four questions
per summary, divided over two pages. On the first page, the survey shows a Java
method and a summary of that method, plus these three questions:

1. Independent of other factors, I feel that the summary is accurate.
2. The summary is missing important information, and that can hinder the under-

standing of the method.
3. The summary contains a lot of unnecessary information.

The first question is intended to measure accuracy, the second measures complete-
ness, and the third measures concision. Following each question are four radio buttons
to select one of: “Strongly Agree”, “Agree”, “Disagree”, and “Strongly Disagree.” On
the next page, the survey shows the same Java method and summary, plus another
summary for the same Java method. The first summary is either the summary from
GPT-3.5 or the human-written reference (decided randomly). The second summary is
the alternative. The second page also shows a single question:

4. Overall, which summary is better in your opinion?

Following this question are three options: “Summary 1”, “Summary 2”, and “I
really cannot decide.” We phrased the third option such that participants would be
encouraged to select between the two summaries, but still have an option to avoid the
question in very difficult or impossible cases, such as if the summary were the same
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(a) Page One (b) Page Two

Fig. 1: Example of the two pages of our survey for each Java method.

or both were illegible. For quality control (see Section 3.3), we also asked participants
to enter a rationale for their answer to this question. Figure 1 shows each page.

3.2 Subject Source Code, Summaries, Participants

We obtained the subject source code from the funcom-java-long dataset provided
by Su et al (2023). This dataset is a revision of the dataset provided by LeClair
and McMillan (2019) to include various fixes such as those proposed by Bansal et al
(2021b); Shi et al (2022). This dataset includes a training set of around 170k Java
methods paired with summaries written by human experts (the origin of these sum-
maries was Javadocs provided with the source code), as well as a test set of around
8k Java methods. The dataset also includes a total of over 52m Java methods that do
not contain human-written summaries. The funcom-java-long dataset is diverse in
that it contains over 50k Java projects from many domains collected over at least one
decade. The test set of 8k methods represents 880 projects.

To obtain summaries written by GPT-3.5, we used a prompt in the format:

Write a one sentence description of this Java method:

Followed by the source code for the method. We collected summaries from GPT-3.5
using this prompt for a total of 2.15m Java methods. The 2.15m Java methods included
all 170k from the funcom-java-long training set, all 8k from the funcom-java-long
test set, plus 2m additional methods randomly selected from the 52m Java methods
in the dataset that do not have human-written summaries. We filtered approximately
20k summaries which were either empty or not in English.

The survey randomly selected 30 Java methods from the 8k test set to show to
each participant. We chose 30 because we found that participants tended to spend
between two and three minutes per method, and we aimed to keep the survey time to
a maximum of 90 minutes to prevent fatigue bias (Sievertsen et al, 2016).

We recruited 15 participants for each study via the Prolific platform1. We used
Prolific’s features to filter for people who were at least 25 years of age, were located in

1https://www.prolific.co/
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the United States or United Kingdom, and had a university degree in Computer Sci-
ence or Computer Engineering. We describe additional filters for biases in the Threats
to Validity, Section 3.3. With 15 participants and 30 methods each, we collected feed-
back for 450 Java methods. Approximately half showed the human-written summaries
on the first survey page (therefore answering questions 1-3), with the remainder show-
ing the GPT-3.5 summaries on the first page. All saw both summaries on the second
page. To reduce the subjective bias, we randomly selected 150 functions from the orig-
inal 450 samples and we recruited additional five different participants (30 methods
for each participant) to evaluate the methods with the same criteria and the same
website via the Prolific platform.

3.3 Threats to Validity

The key threats to validity in this study are: 1) the participants, 2) the GPT-3.5
version and prompt, and 3) the subject Java methods. The participant pool can be a
threat to validity because online survey participants can fake work history. Danilova
et al (2021) recommend programming-based screening questions, but Ghorbani et al
(2023) point out that these questions are now easily circumvented with online AI-based
tools such as Copilot and ChatGPT. Therefore, we manually inspect each participant’s
survey results for clear patterns of fraud. We rejected one participant who completed
the survey in under fifteen minutes (thirty seconds per method).

The GPT-3.5 version and prompt are threats to validity because GPT-3.5 is a
commercial product and subject to change without notice, and also may give different
answers with different prompts. We collected the summaries between June 1 and
June 30, 2023, during which no changes were reported to GPT-3.5, though these
changes could have occurred unreported. Note that while the results of this study
could change with different prompts or model versions, we view this paper as still valid
as a framework for distilling knowledge from large models, and is still reproducible
because we release the responses from GPT-3.5 as a separate dataset. In this way,
our procedure is consistent with other research distilling commercial language models,
such as Zhang et al (2023).

The subject Java methods are also a key threat to validity because our study results
could change with a different set of Java methods. We reduce the risk by using methods
from a large and well-studied dataset, with methods from projects in many domains
collected over many years. Our study used a total of 450 of these methods, randomly
selected from the dataset. The total of 450 is a representative sample: considering
a test set population size of 8k methods, Israel (1992) sample size recommendations
shows a minimum sample size of 381 at +/-5% precision tolerance.

3.4 RQ1 Results

We find that GPT-3.5 produces source code summaries that are higher quality than the
reference summaries. The evidence for this finding comes in two key forms, depicted in
Figure 2. First, the ratings provided by the human evaluators for accuracy and com-
pleteness are better for GPT-3.5 than for the references by a statistically-significant
margin. The mean values for accuracy of GPT-3.5 are higher than the references,
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with the 90% of values for GPT-3.5 in the 3-4 range. In other words, human evalu-
ators marked “Strongly Agree” or “Agree” to a statement about accuracy for a 90%
of summaries. For the references, only 74% were in this range. Likewise, for complete-
ness, human evaluators rated GPT-3.5 with better scores by a statistically-significant
margin (lower is better for completeness and conciseness due to the wording of the
survey questions, see Section 3.1). Second, when comparing summaries, human evalu-
ators preferred GPT-3.5 summaries in 80% of comparisons, versus 18% for references

private Time simulate() throws SimulationException{
Time current = startSimulation();
try {

if (endTime.isLT(current)) {
throw new SimulationException(””Requested time ”” + endTime

+ ”” is smaller than current time ”” + current + ””!””);
while (isRunning()) {

if (current.isGE(endTime)) { break; }
current = continueSimulation(current, endTime);
Thread.yield();

} finally {
finishSimulation();

}
return currentTime();

}

GPT-3.5 simulates a process until a given end time and returns the final
current time, handling exceptions if the end time is reached before
the current time

Human Reference increase the simulation time and execute all events with an earlier
time

Trained with GPT-3.5 simulates a simulation by checking if the requested time is greater
than the current time and returns the simulation time, or throws
a SimulationException if the requested time is not found

Trained with Human Reference simulate the simulation

private Literal promoteDecimal(Literal numeral) {
Long result;
try {

result = Long.valueOf(numeral.getLabel());
} catch (NumberFormatException e) {
throw new TypeError(””Cannot promote non-numeral to a decimal value””);
}

return this.factory.createLiteral(result.toString(), SPARQLConstants.DECIMAL TYPE);
}

GPT-3.5 promotes a Literal numeral to a decimal value by converting it to
a Long and creating a new Literal with the converted value and
the DECIMAL TYPE

Human Reference promotes a literal to a decimal datatype reparsing the label
Trained with GPT-3.5 promotes a given Literal to a decimal type and returns the pro-

moted Literal
Trained with Human Reference promotes a literal to a decimal literal

Table 2: Examples of summaries generated by GPT-3.5 and the human reference for
two Java methods from the dataset.
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human reference. We depict the results in Figure 4. Overall, the evaluators prefer the
summaries generated by the model trained with the GPT-3.5 summaries although the
statistical test shows no statistical significance on accuracy, completeness, and concise-
ness. We find 71% of the answers prefer the summaries generated by the model trained
with GPT-3.5 summaries versus 24% trained with human reference and 5% undecided.
In terms of accuracy, we observe that the summaries generated by the model trained
with GPT-3.5 is slightly higher than the summaries generated by the model trained
with human reference. Similarly, evaluators rated the summaries generated by the
model trained with the GPT-3.5 summaries more complete than the summaries gener-
ated by the model trained with human reference. Although we observe that the results
of accuracy and complete only edges to the summaries generated by models trained
with GPT-3.5, the summaries generated by the model trained with GPT-3.5 outper-
forms the summaries generated by the model trained with human reference in overall
preference. The possible explanation is that the training data is not enough to mimic
the ability of GPT-3.5 for code summarization. For example, compared with “promotes
a Literal numeral to a decimal value by converting it to a Long and creating a new
Literal with the converted value and the DECIMAL TYPE” generated by GPT-3.5 in
Table 2, the trained model generates “promotes a given Literal to a decimal type and
returns the promoted Literal”, which is less complete and accurate compared with the
original GPT-3.5 summary. But, compared with the reference version, this summary
is still more informative. Therefore, the evaluator prefers the summary generated by
the model trained with GPT-3.5. This result aligns with findings by Roy et al (2021)
that ratings by human evaluators often do not appear statistical significantly different
unless the summaries are very qualitatively different due to noise in how people give
subjective ratings, yet people may prefer one group of summaries when asked directly.

This result is surprising considering that human-written references have long been
considered the gold standard in evaluating software documentation generation LeClair
and McMillan (2019); Shi et al (2022). Yet consider the examples in Table 2, which are
representative of typical summaries from each source. The human-written references
tend to be concise, but lack detail which can lead to confusion (e.g., the meaning of
“reparse the label” is unclear in the second human-written example in Table 2, but
the GPT-3.5 provides detail). These observations are borne out in the study results
where GPT-3.5 is superior in accuracy and completeness, but not conciseness. They
are also supported by evidence in the literature that people often produce low-quality
documentation Aghajani et al (2019). In short, we find that in practice, GPT-3.5
outperforms people when writing software documentation.

4 Distilling GPT-3.5

This section discusses the knowledge distillation process and evaluation. Our objective
is to study knowledge distillation of a large language model for code summarization,
using the norms for model architecture and datasets prevalent in current literature.
Therefore, we ask the following Research Question:

RQ2 How closely do language models mimic GPT-3.5 for code summarization, across
different model and dataset sizes?
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By “different model sizes”, we mean models in terms of numbers of parameters.
Much of the current research frontier is focused on Generative Pretrained Transformer
(GPT)-like models, with model size considered a major contributor to both model
output quality and resource cost (Xu et al, 2023). One goal of RQ2 is to help decision-
making in balancing model output quality and costs. It is likely that a “price break”
will emerge after which the expense of model size will increase faster than output
quality gains, and practitioners may wish to choose a model at this break point.
Likewise, by “different dataset sizes”, we mean size in terms of number of samples. We
collected 2.15m samples from GPT-3.5 in Section 3, though it is possible that fewer
samples are needed. Additional samples increase training cost, so it may be desirable
to use fewer samples.

4.1 Distillation Process for Decoder-only Language Models

At a high level, our distillation process is straightforward: we fine-tune a pretrained
language model to generate source code summaries, using the summaries generated
by GPT-3.5 as training samples. We use a fine-tuning process proposed by Su et al
(2023) wherein we use a training prompt of the form:

TDAT: <Java method code>

COM: <summary of Java method>

We create training prompts in this form for the entire 2.15m samples we collected
from GPT-3.5 in Section 3. During fine-tuning, we use the standard autoregressive
process in which the model learns to produce each token in the prompt conditioned
on all previous tokens. The model will learn to generate code one token at a time
after the TDAT, then learn to generate a summary comment after the COM. The model
will learn to generate summary comments one token at a time, conditioned on the
previous tokens in that comment, as well as the Java code prior to the COM token.
In almost all cases, the first word of the summary is an action word such as “gets”,
“prints”, or “calculates”, so the model learns to decide this word based on the Java
code (Haque et al, 2021). The model decides the next word using the action word and
the Java code, and continues until it produces an end-of-sequence token to denote the
summary’s end.

4.2 Subject Decoder-only Language Models

We fine-tune two language model architectures as part of our study, using different
settings for the model and dataset sizes. Because the heart of our target model for dis-
tillation, GPT-3.5, is a decoder-only Transformer (Brown et al, 2020), both language
model architectures we use are also decoder-only Transformers. One is a called jam and
is a GPT-2-like model that is pretrained using 52m Java methods. The jam model was
released by Su et al (2023) as a language model for working with Java code. The 52m
Java methods in the pretraining dataset are searchable for code clones, to limit the
possibility of data leakage from test to training set. The pretraining dataset excludes
8k samples in funcom-java-long test set, which we used in the study in Section 3 and
later in this section. We use the key configuration parameters in Table 3, which in a
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GPT-2-like architecture such as jam result in total network parameter sizes of 350m,
110m, and 38m.

As an alternative, we use starcoder (Li et al, 2023b), which is a 15.5B parameter
GPT-2-like model. The starcoder model is pretrained with “The Stack”, which is a
collection of 6TB of source code in over 350 programming languages. This model serves
as a strong alternative to jam because it represents a state-of-the-art language model,
with billions of parameters and an internet-scale pretraining dataset size. Whereas jam
is an inexpensive model with very closely-controlled experimental variables, starcoder
is an industrial-strength model with more potential variables due to the much larger
and difficult-to-search pretraining data (i.e., there is more risk of data contamination).

jam starcoder

d embedding dimension 512 768 1024 6144
L number of layers 4 10 24 40
h attention heads 4 8 16 48
r learning rate 3e-5 3e-5 3e-5 1e-4
e epochs 3 3 3 3
o dropouts 0.2 0.2 0.2 0.05

total number of parameters 38m 110m 350m 15.5B

Table 3: Key model settings and parameters sizes.

4.3 Subject Encoder-Decoder Language Models

In addition to decoder-only transformer GPT architecture, we also use encoder-
decoder models to distill the knowledge of GPT-3.5 for code summarization. We train
attendgru (LeClair and McMillan, 2019), transformer (Ahmad et al, 2020), and
setransformer (Li et al, 2023c) for 10 epochs on four different datasets. We pick the
one with the best accuracy on the validation set as the model for prediction. Table
4 shows the settings and parameters that we use for encoder-decoder models. We
summarize three different models as follows:

attendgru is the model that uses GRU as a backbone with the attention
mechanism to form the encoder-decoder architecture.

transformer uses multi-head attention with the key, query, and value vector for
parallelization of the attendgru model.

setransformer uses transformer as a base with an additional context, abstract
syntax tree of the function, as an input and computes the convolution of each input
feature.

Parameters Description Settings
d embedding dimension 100
b batch size 50
l learning rate 0.001
s summary vocabulary size 10,908
f functions vocabulary size 70k
t number of tokens for functions 50
c number of tokens for summaries 13

Table 4: Settings for encoder-decoder models
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4.4 Dataset Sizes

We use four dataset sizes during fine-tuning: 2.15m, 1.25m, 620k, and 170k. The 170k
dataset size uses the same Java methods in the training set from funcom-java-long to
maintain consistency with previous studies and enable experiments comparing against
human-written references (all 170k Java methods in funcom-java-long have human-
written summaries, which we remove prior to fine tuning and replace with GPT-3.5-
generated summaries). We then randomly sub-sample the 2.15m dataset of GPT-3.5-
generated summaries we created in Section 3 and add these to the 170k, to create
1.25m and 620k datasets. The 2.15m dataset also contains the 170k samples. Thus,
all dataset sizes contain the same 170k Java methods for comparison, with additional
samples added for a maximum size of 2.15m.

4.5 Hardware and Software Requirement

We use NVIDIA RTX A5000 GPU with 24GB VRAM and Intel i9-10900X CPU with
128GB RAM as the hardware to train the models. In addition, we use Pytorch 2.0.1,
transformers 4.29.2, and tensorflow 2.12.0 as our software.

4.6 Evaluation Metrics

We use two metrics for evaluation: METEOR and USE. METEOR (Banerjee and
Lavie, 2005) is a metric that considers the similarity between each word and word
overlap for evaluation. USE (Haque et al, 2022) is a metric that encodes the reference
and the predicted summary to a fixed-length vector by using universal encoder and
computes the similarity scores between two summaries. Haque et al (2022); Roy et al
(2021) point out that METEOR and USE are closer to human preference because
these metrics assign partial credits to words instead of treating the importance of
the words equally. Therefore, older metrics that only consider word overlap such as
BLEU (Papineni et al, 2002) are considered as deprecated so we don’t report it.

4.7 RQ2 Results

The automated metrics METEOR and USE indicate a general trend towards bet-
ter matching of GPT-3.5 as the training dataset and number of model parameters
increases, as shown in Tables 5 and 6. The METEOR score for the 170k dataset using
the 38m parameter jam model is 33.88, which rises to 40.73 for the 350m parameter
jam model and 44.8 for starcoder. Likewise, the 40.73 score for the 350m jam model
rises to 44.77 as the dataset increases from 170k to 2.15m samples. The USE scores
show the same pattern, with the 350m jam model ranging between 68.21 and 70.85
as the dataset size increases. This pattern is not surprising given that larger model
and dataset sizes are widely regarded as resulting in better automated scores in many
domains (Schaeffer et al, 2023), and are consistent with a view that the models are
able to learn to mimic at least a portion of GPT-3.5’s ability to summarize code.

A “price break” occurs favoring the use of the 350m jam model. Table 7 shows that
starcoder is 28 times more expensive than the 350m jam model, yet reaches only 10%
higher METEOR and 5% higher USE scores. The starcoder model was not feasible
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to fine tune for the 2.15m dataset due to an estimated 14 days cost requirement,
while previous metric increases were low (less than 1% difference in USE between
1.25m and 620k datasets, for example). In contrast, the 350m jam model cost is only
slightly higher than smaller models, and can be operated on a single 16GB GPU (Su
et al, 2023). Note that while it is tempting to write off training (or even inference)
costs as sunk costs, in fact model expense is a key engineering detail affecting model
deployment and cost/benefit analyses in industrial products (Bender et al, 2021).
Overall, the 350m jam model provides a balance between cost and performance.

We find that the performance of some models such as 38m and 110m parameter jam
does not increase as the data size increases. For example, in the 38m parameter jam,
170k data size outperforms any other datasets that are larger than 170k. Pérez-Mayos
et al (2021) also observed the similar phenomenon that the performance of certain
models do not always increase as the data size increases in the syntactic generation
task. The possible explanation is that models learn the trivial features when the models
are not large enough for the certain size of dataset (Chang and Bergen, 2023). Also,
the smaller models saturate faster than the larger models (Zhai et al, 2022). This
can further show that the 350m parameter jam is small enough to operate on 16GB
GPU (Su et al, 2023), but large enough to mimic the portion of GPT-3.5’s ability for
code summarization.

In terms of the encoder-decoder language models, we find that the attendgru

and setransformer follow the trend of reverse performance when they reach certain
amount of data size. For example, attendgru has the best performance at 620k data

jam starcoder encoder-decoder

38m 110m 350m 15.5B attendgru transformer setransformer

d
a
ta
se
ts 170k 33.88 36.71 40.73 44.8 22.39 23.17 21.33

620k 28.29 33.98 41.57 45.59 22.88 23.59 22.93
1.25m 30.19 35.58 42.63 46.38 16.64 25.10 23.18
2.15m 32.11 37.18 44.77 - 19.53 25.38 22.45

Table 5: METEOR scores for RQ2.

jam starcoder encoder-decoder

38m 110m 350m 15.5B attendgru transformer setransformer

d
a
ta
se
ts 170k 62.52 64.88 68.21 71.55 48.94 50.49 42.54

620k 57.78 62.84 69.24 72.16 50.17 51.19 47.27
1.25m 59.67 64.28 70.08 72.74 40.93 52.84 46.94
2.15m 60.43 64.82 70.85 - 45.14 53.33 44.83

Table 6: USE scores for RQ2.

jam starcoder encoder-decoder

38m 110m 350m 15.5B attendgru transformer setransformer

d
a
ta
se
ts 170k 0.2 0.3 1.0 28 0.05 0.05 0.07

620k 0.5 1.5 3.5 97 0.18 0.18 0.23
1.25m 0.9 2.5 6.5 195 0.37 0.45 0.78
2.15m 2.0 4.0 10.5 - 0.67 0.63 0.78

Table 7: Training time required in hours. The training time for jam and starcoder

is the complete finetuning time. The training time for encoder-decoder models is
the training time for one epoch.
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size instead of 2.15m data size. This is because the models are much smaller than
our pretrained models. Compared with the pretrained 38m and 110m parameter jam
models, attendgru reaches the plateau at 620k data size instead of 170k data size
because we train the model from scratch. Although we observe that performance of
transformer increases as the data size increases, the improvement of transformer
is relative small compared with 350m parameter jam (4.8% improvement on 350m
parameter jam versus 1.1% on transformer between 2.15m and 1.25m dataset, for
example). All things considered, we show that 350m parameter jam is the better model
for the knowledge distillation for code summarization.

5 GPT-3.5 and Distilled Summaries Comparison

This section discusses our comparison with human experts of source code summaries
generated by GPT-3.5 to summaries generated by the 350m parameter version of the
jam model trained with the 2.15m example dataset. The purpose of this compari-
son is to measure how closely the jam model replicates GPT-3.5 for the task of code
summarization. We chose to compare the 350m parameter version of the jam model
instead of the various alternatives in Section 4 because the 350m jam model achieves
a balance between performance and affordability. This model is within 10% perfor-
mance of starcoder in terms of METEOR and USE scores (e.g., 44.8 versus 40.73
METEOR), while also requiring only a single 16GB GPU a relatively short amount of
time. The starcoder model does have higher performance, but at much higher cost.
Meanwhile, the 350m parameter jam model achieves a greater-than 10% improvement
in METEOR and USE scores over the 110m parameter model, at relatively low cost in
practice. The 350m parameter jam model is a balance between cost and performance.
To compare jam to GPT-3.5, we ask the following RQ:

RQ3 How closely does the distilled model mimic GPT-3.5 for code summarization,
as measured by human experts?

Our rationale for asking this question is that while the study in Section 4 measures
how well different models mimic GPT-3.5 in terms of automated metrics, these auto-
mated metrics are known to diverge from human expert opinion at times (Novikova
et al, 2017). To fill this potential gap, we also perform a study with human experts to
compare the models based on human preference. Our research method to answer RQ3
is identical to how we answer RQ1, except that we change the source of the samples
and recruit a new group of participants. We use the same survey pages and ask the
same questions. As with RQ1, we do not mark the summaries as coming from any
particular model, to avoid demand characteristic bias (Dell et al, 2012). We recruit 15
new participants via the Prolific platform using the same criteria as for RQ1. Also,
we randomly select 150 functions from 450 functions that we use for the first study to
answer RQ3 and recruit five different participants to evaluate the summary with the
same criteria to reduce bias as in RQ1.

Figure 5 depicts the results. In short, we do not observe a statistically-significant
difference between the 350m parameter jam model and GPT-3.5 in terms of accu-
racy, completeness, or conciseness. The mean value for accuracy and completeness for
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6 Discussion/Conclusion

This paper moves the state-of-the-art forward in three key ways:

1. We present a study comparing source code summaries generated by GPT-3.5 to
summaries provided as references with the code itself. We found that human readers
preferred the summaries generated by GPT-3.5 by a significant margin. This result
has two important implications. First, AI-based models are likely to be useful tools
for augmenting or even replacing documentation written by people, which supports
a vision of researchers for on-demand developer documentation (Robillard et al,
2017). Second, the research community may reconsider using human-written refer-
ences as the gold standard for training and evaluating source code summarization
tools. AI-based models may be superior at times.

2. We present a study in which we distilled GPT-3.5’s code summarization abilities
into several smaller models and thoroughly examine the exact model and data size
for knowledge distillation on code summarization. Some of these models are several
orders of magnitude smaller than GPT-3.5, and yet are able to achieve comparable
results in a large portion of instances when measured by the automated metrics
METEOR and USE. Specifically, we observe that 350m jam model with 2.15m data
is a tradeoff. A key advantage to these models is that they can be run locally, with
tractable costs for many consumers (a single 16GB consumer GPU, for instance).
Local model execution means local custody of data. With our distilled model, it is
possible to replicate much of the benefit of a large model for code summarization,
without losing control of ones sensitive data and source code.

3. We present a study comparing GPT-3.5 to a distilled model (350m parameter
jam) with human experts. This study shows how jam is able to reproduce GPT-
3.5 for code summarization. We did not observe a statistically-significant difference
between the summaries from the two models in terms of accuracy, completeness,
or conciseness. We did observe a slight preference favoring GPT-3.5 in direct com-
parisons by participants (52% GPT-3.5, 46% jam, 2% undecided). Overall, these
results support a conclusion that an inexpensive model such as 350m jam can repli-
cate a very large model such as GPT-3.5 for the task of code summarization when
provided sufficient examples.

Finally, we release all data and code for our studies and approach via an online
appendix. We encourage reproducibility of our results, as well as access to the
technology via our implementation in Data and Code Availability Section.
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