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Abstract

Finding the mode of a high dimensional proba-
bility distribution D is a fundamental algorithmic
problem in statistics and data analysis. There has
been particular interest in efficient methods for
solving the problem when D is represented as a
mixture model or kernel density estimate, although
few algorithmic results with worst-case approxi-
mation and runtime guarantees are known. In this
work, we significantly generalize a result of (Lee
et al., 2021) on mode approximation for Gaus-
sian mixture models. We develop randomized
dimensionality reduction methods for mixtures
involving a broader class of kernels, including the
popular logistic, sigmoid, and generalized Gaus-
sian kernels. As in Lee et al.’s work, our dimen-
sionality reduction results yield quasi-polynomial
algorithms for mode finding with multiplicative
accuracy (1− ϵ) for any ϵ > 0. Moreover, when
combined with gradient descent, they yield effi-
cient practical heuristics for the problem. In addi-
tion to our positive results, we prove a hardness
result for box kernels, showing that there is no
polynomial time algorithm for finding the mode
of a kernel density estimate, unless P = NP . Ob-
taining similar hardness results for kernels used
in practice (like Gaussian or logistic kernels) is
an interesting future direction.

1. Introduction
We consider the basic computational problem of finding
the mode of a high dimensional probability distribution D
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over Rd. Specifically, if D has probability density function
(PDF) p, our goal is to find any x∗ ∈ Rd such that:

x∗ ∈ argmaxx∈Rd p(x)

A natural setting for this problem is when D is specified
as a kernel density estimate (KDE) or mixture distribution
(Scott, 2015; Silverman, 2018). In this setting, we are given
a set of points M ∈ Rd and a non-negative kernel function
κ : Rd × Rd → R+ and our PDF equals:

p(x) = KM (x) =
1

|M |
∑
m∈M

κ(x,m).

As is typically the case, we will assume that κ is shift-
invariant and thus only depends on the difference between x
and m, meaning that it can be reparameterized as κ(x−m).
A classic example of a shift-invariant KDE is any mixture of
Gaussians distribution, for which κ(x−m) = C ·e−∥x−m∥2

2

is taken to be the Gaussian kernel. Here C = π−d/2 is a nor-
malizing constant. Kernel density estimates are widely used
to approximate other distributions in a compact way (Botev
et al., 2010; Kim & Scott, 2012), and they have been applied
to applications ranging from image annotation (Yavlinsky
et al., 2005), to medical data analysis (Sheikhpour et al.,
2016), to outlier detection (Kamalov & Leung, 2020). The
specific problem of finding the mode of a KDE has found
applications in object tracking (Shen et al., 2007), super
levelset computation (Phillips et al., 2015), typical object
finding (Gasser et al., 1997), and more (Lee et al., 2021).

1.1. Prior Work

Despite its many applications, the KDE mode finding prob-
lem presents a computational challenge in high-dimensions.
For any practically relevant kernel κ (e.g., Gaussian) there
are no known algorithms with runtime polynomial in both
n and d for KDEs on n = |M | base points. This is even the
case when we only want to find an ϵ-approximate mode for
some ϵ ∈ (0, 1), i.e. a point x̃∗ satisfying

KM (x̃∗) ≥ (1− ϵ) max
x∈Rd

KM (x),

There has been extensive work on heuristic local search
methods like the well-known “mean-shift” algorithm
(Carreira-Perpiñán, 2000; 2007), which can be viewed as
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a variant of gradient descent, and often works well in prac-
tice. However, these methods do not come with theoretical
guarantees and can fail on natural problem instances.

While polynomial time methods are not known, for some
kernels it is possible to provably solve the ϵ-approximate
mode finding problem in quasi-polynomial time. For ex-
ample, Shenmaier’s work on universal approximate centers
for clustering can be used to reduce the problem to evaluat-
ing the quality of a quasi-polynomial number of candidate
modes (Shenmaier, 2019). For the Gaussian kernel, the total
runtime is d · 2O(log2 n) for constant ϵ. Similar runtimes
can be obtained by appealing to results on the approximate
Carathéodory problem (Blum et al., 2019; Barman, 2015).

More recently, Lee et al. explore dimensionality reduction
as an approach to obtaining quasi-polynomial time algo-
rithms for KDE mode finding (Lee et al., 2021). Their work
shows that, for the Gaussian kernel, any high-dimensional
KDE instance can be reduced to a lower dimensional in-
stance using randomized dimensionality reduction methods
– specifically Johnson-Lindenstrauss projection. An approxi-
mate mode for the lower dimensional problem can then be
found with a method that depends exponentially on the di-
mension d, and finally, the low-dimensional solution can be
“mapped back” to the high-dimensional space1. Ultimately,
the result in (Lee et al., 2021) allows all dependencies on
d to be replaced with terms that are polynomial in log(n)
and ϵ. The conclusion is that the mode of a Gaussian KDE
can be approximated to accuracy ϵ in time O (ndw + 2w),
where w = poly(log n, 1/ϵ). The leading ndw term is the
cost of performing the dimensionality reduction.

In addition to nearly matching prior quasi-polynomial time
methods in theory (e.g., Shenmaier’s approach), there are
a number of benefits to an approach based on dimension-
ality reduction. For one, sketching directly reduces the
space complexity of the mode finding problem, and vec-
tors sketched with JL random projections can be useful in
other downstream data analysis tasks. Another benefit is
that dimensionality reduction can speed up even heuristic
algorithms: instead of using a brute-force approach to solve
the low-dimensional KDE instance, a practical alternative
is to apply a local search method, like mean-shift, in the
low-dimensional space. This approach sacrifices theoretical
guarantees, but can lead to faster practical algorithms.

1.2. Our Results

The main contribution of our work is to generalize the di-
mensionality reduction results of (Lee et al., 2021) to a
much broader class of kernels, beyond the Gaussian kernel
studied in that work. In particular, we introduce a carefully

1Methods that run in time exponential in d are straightforward
to obtain via discretization/brute force search. See Section 5.

defined class of kernels called “relative-distance smooth
kernels”. This class includes the Gaussian kernel, as well as
the sigmoid, logistic, and any generalized Gaussian kernel
of the form κ(x, y) = e−∥x−y∥α

2 for α > 0. See Definition
3 for more details. Our first result (Lemma 3.4) is that, for
any relative-distance smooth kernel, we can approximate the
value of the mode maxx KM (x) up to multiplicative error
(1− ϵ) by solving a lower dimensional instance obtained by
sketching the points in M using a Johnson-Lindenstrauss
random projection. The required dimension of the pro-
jection is O(logc(n)/ϵ2), where c is a constant depending
on parameters of the kernel κ. For most commonly used
relative-distance smooth kernels, including the Gaussian,
logistic, and sigmoid kernels, c = 3. This leads to a dimen-
sionality reduction that is completely independent of the
original problem dimension d and only depends polyloga-
rithmically on the number of points in the KDE, n.

Moreover, in Section 4, we show how to recover an approx-
imate mode x̃ satisfying KM (x̃) ≥ (1 − ϵ)maxx KM (x)
from the solution of the low-dimensional sketched problem.
When the kernel satisfies an additional convexity property,
recovery can be performed in O(nd) time using a gener-
alization of the mean-shift algorithm used in (Lee et al.,
2021). When the kernel does not satisfy the property, we ob-
tain a slightly slower method using a recent result of (Biess
et al., 2019) on constructive Lipschitz extensions. One con-
sequence of our general results is the following claim for a
number of common kernels:

Theorem 1.1. Let KM = (κ,M) be a be a KDE on n =
|M | points in d dimensions, where κ is a Gaussian, logistic,
sigmoid, Cauchy2, or generalized Gaussian kernel with
parameter α ≤ 1. Let Π be a random JL matrix with
w = O

(
log2(n/ϵ) log(n/δ)

ϵ2

)
rows and let x̃ be any point

such that KΠM (x̃) ≥ (1− β)maxx∈Rw KΠM (x). Given x̃
as input, Algorithm 2 runs in O(nd) time and returns, with
probability 1− δ, a point x′ ∈ Rd satisfying:

KM (x′) ≥ (1− ϵ− β) max
x∈Rd

KM (x).

Above, ΠM is the point set ΠM = {Πm for m ∈ M} and
KΠM is the low-dimensional KDE defined by ΠM and κ.
Theorem 1.1 implies that an approximate high-dimensional
mode can be found by (approximately) solving a much lower
dimensional problem. The result exactly matches that of
(Lee et al., 2021) in the Gaussian case.

When combined with a simple brute-force method for max-
imizing KΠM , Theorem 1.1 immediately yields a quasi-
polynomial time algorithm for mode finding. Again we state
a natural special case of this result, proven in Section 5.

2For the Cauchy kernel, we can actually obtain a better bound
with dimension w = O

(
log(n/ϵ)

ϵ2

)
. See Corollary 3.2.
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Theorem 1.2. Let KM = (κ,M) be a be a KDE on n points
in d dimensions, where κ is a Gaussian, logistic, sigmoid,
Cauchy, or generalized Gaussian kernel with α ≤ 1. There
is an algorithm which finds a point x̃ satisfying:

KM (x̃) ≥ (1− ϵ)max
x

KM (x)

in 2Õ(log3 n/ϵ2) + O(nd log3(n)/ϵ2) time. Here Õ(x) de-
notes O(x logc x) for constant c.

Interestingly, as in (Lee et al., 2021), the above result falls
just short of providing a polynomial time algorithm: doing
so would require improving the log3 n dependence in the
exponent to log n. It is possible to achieve polynomial time
by make additional assumptions. For example, if we assume
that KM (x∗) ≥ ρ for some constant ρ, then dependencies
on log(n) can be replaced with log(1/ρ) using existing
coreset methods (Lee et al., 2021; Phillips & Tai, 2018).
However, the question still remains as to whether the general
KDE mode finding problem can be solved in polynomial
time for any natural kernel. Our final contribution is to take
a step towards answering this question in the negative by
relating the mode finding problem to the k-clique problem,
and showing an NP-hardness result for box kernels (defined
in the next section). Formally, in Section 6, we prove:

Lemma 1.3. The problem of computing a 1
n -approximate

mode of a box kernel KDE is NP-hard.

Unfortunately, our lower bound does not extend to com-
monly used kernels like the Gaussian, logistic, or sigmoid
kernels. Proving lower bounds (or finding polynomial time
algorithms) for these kernels is a compelling future goal.

Paper Structure. Section 2 contains notation and defi-
nitions. In Section 3 we provide our main dimensional-
ity results for approximating the objective value for the
mode. Then, in Section 4, we show how to recover a high-
dimensional mode from a low-dimensional one, providing
different approaches for when the kernel is convex and not.
Section 5 outlines a brute force method for finding an ap-
proximate mode in low dimensions. In Section 6 we show
that the approximate mode finding problem is NP-hard for
box kernels. Finally, we provide experimental results in Sec-
tion 7, confirming that dimensionality reduction combined
with a heuristic mode finding method yields a practical al-
gorithm for a variety of kernels and data sets.

2. Preliminaries
Notation. For our purposes, a kernel density estimate
(KDE) is defined by a set of n points (a.k.a. centers)
M ⊂ Rd and a non-negative, shift-invariant kernel function.
All of the kernels discussed in this work are also radial sym-
metric. This means that we can actually rewrite the kernel

function κ to be a scalar function of the squared Euclidean
distance ∥x−m∥22.3. Our KDE then has the form:

KM (x) =
1

n

∑
m∈M

C · κ(∥x−m∥22).

We further assume that κ : R → R is non-increasing, so
satisfies κ(t) ≥ κ(t′) ≥ 0 for all t′ ≥ t. In the expression
above, C is a normalizing constant that only depends on κ. It
is chosen to ensure that

∫
t∈Rd C ·κ(t) dt = 1 and thus KM is

a probability density function. The above function KM (x) is
invariant to scaling κ, so to ease notation we further assume
that κ(0) = 1. Note that since κ is non-increasing, we thus
always have that maxt κ(t) = κ(0) = 1. We write κ′ to
denote the first-order derivative of κ (whenever it exists).

Many common kernels are radial symmetric and non-
increasing, so fit the form described above (Silverman, 2018;
Altman, 1992; Cleveland & Devlin, 1988). We list a few:

Gaussian: κ(t) = e−t

Logistic: κ(t) =
4

e
√
t + 2 + e−

√
t

Sigmoid: κ(t) =
2

e
√
t + e−

√
t

Cauchy: κ(t) =
1

1 + t

Generalized Gaussian: κ(t) = e−tα

Box: κ(t) = 1 for |t| ≤ 1, κ(t) = 0 otherwise.
Epanechnikov: κ(t) = max(0, 1− t)

We are interested in finding a value for x which maximizes
or approximately maximizes the kernel density estimate
KM (x). Again since the problem is invariant to positive
scaling, we will consider the problem of maximizing the
unnormalized KDE, which we denote by K̄M (x):

K̄M (x) =
∑
m∈M

κ(∥x−m∥22) =
n

C
· KM (x)

Our general dimensionality reduction result depends on
a parameter of κ that we call the “critical radius”. For
common kernels we later show how to bound this parameter
to obtain specific dimensionality reduction results.

Definition 2.1 (α-critical radius, ξκ(α)). For any non-
increasing kernel function κ : R → R, the α-critical radius
ξκ(α) is the smallest value of t such that κ(t) ≤ α.

Note that for any t ≥ ξκ(α), we have that κ(t) ≤ α. The
value of ξκ(ϵ/2n) and ξκ(1/n) will be especially important
in our proofs. Specifically, since κ is assumed to have

3We let ∥ · ∥22 denotes the squared Euclidean norm: ∥a∥22 =∑d
i=1 a

2
i , where ai is the ith entry in the length d vector a.
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κ(0) = 1, it is easy to check that any mode for K must lie
within squared distance ξκ(1/n) from at least one point in
M , a region which we will call the critical area. We will
use this fact.

Johnson-Lindenstrauss Lemma. Our results leverage
the Johnson-Lindenstrauss (JL) lemma, which shows that a
set of high dimensional points can be mapped into a space of
much lower dimension in such a way that distances between
the points are nearly preserved. We use the standard variant
of the lemma where the mapping is an easy to compute
random linear transformation (Achlioptas, 2001; Dasgupta
& Gupta, 2003). Specifically, we are interested in random
transformations satisfying the following guarantee:

Definition 2.2 ((γ, n, δ)-Johnson-Lindenstrauss Guaran-
tee). A randomly selected matrix Π ∈ Rw×d satisfies the
(γ, n, δ)-JL guarantee for positive error parameter γ, if for
any n data points v1, ..., vn ∈ Rd, with probability 1− δ,

∥vi − vj∥22 ≤ ∥Πvi −Πvj∥22 ≤ (1 + γ) ∥vi − vj∥22 (1)

for all pairs i, j ∈ {1, ..., n} simultaneously.

Note that we require one-sided error: most statements of
the JL guarantee have a (1− γ) factor on the left side of the
inequality. This is easily removed by scaling Π by 1

1−γ . It
is well known that Definition 2.2 is satisfied by a properly
i.i.d. random Gaussian or random ±1 matrix with

w = O

(
log(n/δ)

min(1, γ2)

)
rows, and this is tight (Larsen & Nelson, 2017). General
sub-Gaussian random matrices also work, as well as con-
structions that admit faster computation of Πvi (Kane &
Nelson, 2014; Ailon & Chazelle, 2009).

Kirszbraun Extension Theorem. We also rely on a clas-
sic result of (Kirszbraun, 1934). Let H1 and H2 be Hilbert
spaces. Kirszbraun’s theorem states that if S is a subset
of H1, and f : S → H2 is a Lipschitz-continuous map,
then there is a Lipschitz-continuous map g : H1 → H2 that
extends4 f and has the same Lipschitz constant. Formally,
when applied to Euclidean spaces Rw and Rd we have:
Fact 2.3. (Kirszbraun Extension Theorem). For any S ⊂
Rw, let f : S → Rd be an L-Lipschitz function. That is
∀x, y ∈ S, ∥f(x)− f(y)∥2 ≤ L ∥x− y∥2. Then, there
always exists some function g : Rw → Rd such that:

1. g(x) = f(x) for all x ∈ S ,

2. g is also L-Lipschitz. That is for all x, y ∈ Rw,
∥g(x)− g(y)∥2 ≤ L ∥x− y∥2.

4I.e. g(s) = f(s) for all s ∈ S.

3. Dimensionality Reduction for
Approximating the Mode Value

In this section, we show that using a JL random projection,
we can reduce the problem of approximating the value of the
mode of a KDE in d dimensions – i.e., maxx K̄M (x) – to the
problem of approximating the value of the mode for a KDE
in d′ dimensions, where d′ depends only on n, κ, and the
desired approximation quality. This problem of recovering
the mode value is a prerequisite for the harder problem of
recovering the location of an approximate mode (i.e., a point
x∗ ∈ Rd such that K(x∗) ≥ (1− ϵ)maxx∈Rd K(x)), which
is addressed in Section 4.

We begin with an analysis for JL projections that bounds d′

based on generic properties of κ. Then, in Section 3.1 we
analyze these properties for specific kernels of interest, and
prove that d′ is in fact small for these kernels – specifically,
it depends just polylogarithmically on n and polynomially
on the approximation factor ϵ. Our general result follows:
Theorem 3.1. Let KM = (κ,M) be a d-dimensional KDE
on a differentiable kernel as defined in Section 2 and let
0 < ϵ ≤ 1 be an approximation factor. Let ξ ≥ ξκ(

ϵ
2n )

and let κ′
min ≤ min0≤t≤2ξ

κ′(t)t
κ(t) . Note that κ′

min ≤ 0 since
κ is assumed to be non-increasing. We can assume that
κ′
min ̸= 0. Let γ = − ϵ

2κ′
min

> 0. Then with probability

(1 − δ), for any Π ∈ Rw×d satisfying the (γ, n + 1, δ)-JL
guarantee, we have:

(1− ϵ) max
x∈Rd

KM (x) ≤ max
x∈Rw

KΠM (x) ≤ max
x∈Rd

KM (x).

(2)
Recall that a random Π with w = O

(
log((n+1)/δ)
min(1,γ2)

)
rows

will satisfy the required (γ, n+ 1, δ)-JL guarantee.

Note that in the theorem statement above, ΠM = {Πm :
m ∈ M} denotes the point set M with dimension reduced
by multiplying each point in the set by Π. Our proof of Theo-
rem 3.1 is included in Appendix A. It leverages Kirszbraun’s
Exention theorem, and follows along the same lines in (Lee
et al., 2021). However, we need to more carefully track the
effect of properties of the kernel function κ, since we do not
assume that it has the simple form of a Gaussian kernel.

With Theorem 3.1 in place, we can apply it to any non-
increasing differentiable kernel to obtain a dimensionality
reduction result: we just need to compute a lower bound
κ′
min ≤ min0≤t≤2ξ

κ′(t)t
κ(t) . For some kernels we can do so

directly. For example, consider the Cauchy kernel, κ(t) =
1

1+t . It can be shown that we can pick κ′
min = −1 (since

κ′(t)t/κ(t) ≥ −1 for all t). Plugging into Theorem 3.1 we
obtain:
Corollary 3.2. Let Km = (κ,M) be a KDE and, for
any δ, ϵ ∈ (0, 1), let Π be a random JL matrix with

w = O
(

log(n/δ)
ϵ2

)
rows. If κ is a Cauchy kernel, then
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with probability 1− δ,

(1− ϵ) max
x∈Rd

KM (x) ≤ max
x∈Rw

KΠM (x) ≤ max
x∈Rd

KM (x).

In the following subsection we will describe a broader class
of kernels for which we can also obtain good dimensionality
reduction results, but for which bounding κ′

min is a bit more
challenging.

3.1. Relative-Distance Smooth Kernels

Specifically, we consider a broad class of kernels, that in-
cluded the Gaussian kernel:

Definition 3.3 (Relative-distance smooth kernel). A non-
increasing differentiable kernel κ is relative-distance smooth
if there exist constants c1, d1, q1, c2, d2 > 0 such that

c1t
d1 − q1 ≤ −κ′(t)t

κ(t)
≤ c2t

d2 for all t ≥ 0.

In addition to the Gaussian kernel, this class includes other
kernels commonly used in practice, like the logistic, sig-
moid, and generalized Gaussian kernels:

Gaussian: t1 ≤ −κ′(t)t

κ(t)
= t ≤ t1

Logistic:
t1/2

2
− 1

2
≤ −κ′(t)t

κ(t)
=

(e
√
t − 1)

√
t

2(e
√
t + 1)

≤ t1/2

2

Sigmoid:
t1/2

2
− 1

2
≤ −κ′(t)t

κ(t)
=

(e2
√
t − 1)

√
t

2(e2
√
t + 1)

≤ t1/2

2

Generalized Gaussian: αtα ≤ −κ′(t)t

κ(t)
= αtα ≤ αtα

A few common non-increasing kernels, including the ratio-
nal quadratic kernel, are not relative distance smooth. Our
main result is that for any relative-distance smooth kernel,
we can sketch the KDE to dimension w which depends only
polylogarithically on n = |M | and quadratically on 1/ϵ:

Lemma 3.4. Let Km be a KDE for a relative-distance
smooth kernel κ with parameters c1, d1, q1, c2, d2. There is
a fixed constant c′ such that if γ = ϵ

c′ log
−d2/d1

(
2n
ϵ

)
, then

with probability (1− δ), for any Π ∈ Rw×d satisfying the
(γ, n + 1, δ)-JL guarantee, Equation (2) holds. To obtain
this JL guarantee, it suffices to take Π to be a random JL
matrix with w = O

(
log2d2/d1 (n/ϵ) log(n/δ)

ϵ2

)
rows.

Lemma 3.4 is proven in Appendix A. It uses an inter-
mediate result that bounds the ϵ

2n -critical radius for any
relative-distance smooth kernel, which is required to invoke
Theorem 3.1. Interestingly, the polylogarithmic factor in
Lemma 3.4 only depends on the ratio of the parameters d2
and d1 of the relative-distance smooth kernel κ. For all

of the example kernels discussed above, this ratio equals
1, so we obtain a dimensionality reduction result exactly
matching (Lee et al., 2021) for the Gaussian kernel:
Corollary 3.5. Let Km = (κ,M) be a KDE and, for
any δ, ϵ ∈ (0, 1), let Π be a random JL matrix with

w = O
(

log2(n/ϵ) log(n/δ)
ϵ2

)
rows. If κ is a Gaussian, lo-

gistic, sigmoid kernel, or generalized Gaussian kernel, then
with probability 1− δ,

(1− ϵ) max
x∈Rd

KM (x) ≤ max
x∈Rw

KΠM (x) ≤ max
x∈Rd

KM (x).

4. Recovering an Approximate Mode in High
Dimensions

In Section 3, we discussed how to convert a high dimen-
sional KDE into a lower dimensional KDE whose mode
has an approximately equal value. However, in applica-
tions, we are typically interested in computing a point in the
high-dimensional space whose value is approximately equal
to the value of the mode. I.e., using our dimensionality
reduced dataset, we want to find some x̃ such that:

KM (x̃) ≥ (1− ϵ)max
x

KM (x).

We present two approaches for doing so. The first is based
on Kirszbraun’s extension theorem and the widely used
mean-shift heuristic. It extends the approach of (Lee et al.,
2021) to a wider class of kernels – specifically to any convex
and non-increasing kernel κ. This class contains most of the
relative-distance smooth kernels discussed in Section 3.1,
including the Gaussian, sigmoid, and logistic kernels, and
generalized Gaussian kernels when α ≤ 1. It also includes
common kernels like the Cauchy kernel, for which we have
shown a strong dimensionality reduction results, and the
Epanechnikov, biweight, and triweight kernels. Recall that
we define κ(t) so that t represents the squared Euclidean
distance between two points; we specifically need κ as
defined in this way to be convex.

For non-convex kernels, we briefly discuss a second ap-
proach in Appendix B based on recent work on explicit
one point extensions of Lipschitz functions (Biess et al.,
2019). While less computationally efficient, this approach
works for any non-increasing κ. Common examples of non-
convex kernels include the tricube kernel κ(t) = (1−t3/2)3

(Altman, 1992), κ(t) = 1 − t2 (Comaniciu, 2000), or any
generalized Gaussian kernel with α > 1.

4.1. Mean-shift for Convex Kernels

Based on ideas proposed by Fukunaga and Hostetler (Fuku-
naga & Hostetler, 1975), the mean-shift method is a com-
monly used heuristic for finding an approximate mode
(Cheng, 1995). The idea behind the algorithm is to iter-
atively refine a guess for the mode. At each update, a new
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Algorithm 1 Mean-Shift Algorithm
Require: Set of n points M ⊂ Rd, number of iterations τ ,

differentiable kernel function κ.
1: Select initial point x(0) ∈ Rd

2: For i = 0, ..., τ − 1:

x(i+1) =
∑
m∈M

m ·
κ′
(∥∥x(i) −m

∥∥2
2

)
∑

j∈M κ′
(∥∥x(i) − j

∥∥2
2

)
3: return x(τ)

guess x(i+1), is obtained by computing a weighted aver-
age of all points in M that define the KDE. Points that are
closer to the previous guess x(i) are included with higher
weight than points that are further. The exact choice of
weights depends on the first derivative κ′(t), where t is the
distance from the current mode to a point in M . For any
non-increasing, convex kernel, κ′(t) is non-positive and de-
creasing in magnitude – i.e., |κ′(t)| is largest for t close to 0,
which ensures that points closest to the current guess for the
mode are weighted highest when computing the new guess5.
We include pseudocode for mean-shift as Algorithm 1. The
method can be alternatively viewed as an instantiation of
gradient ascent for the KDE mode objective with a specifi-
cally chosen step size – we do not discuss details here.

A powerful property of the mean-shift algorithm is that it
always converges for kernels that are non-increasing and
convex. In fact, it is known to provide a monotonically
improving solution. Specifically:
Fact 4.1 (Comaniciu & Meer (2002)). Let x(0) ∈ Rd be an
arbitrary starting point and let x(1), . . . , x(τ) be the resulting
iterates of Algorithm 1 run on point set M with kernel κ. If
κ is convex and non-increasing, then for any i ∈ 1, . . . , τ :

KM (x(i)) ≥ KM (x(i−1)).

In Appendix A, we use this fact to prove that with a (modi-
fied) mean-shift method, run for only a single iteration, we
can translate any approximate solution for a dimensionality
reduced KDE problem to a solution for the original high
dimensional problem. Formally, we prove the following:

Theorem 4.2. Let M be a set of points in Rd and let
KM = (κ,M) be a KDE defined by a shift-invariant,
non-increasing, and convex kernel function κ. Let x∗ ∈
argmaxx KM (x). Let Π ∈ Rw×d be a JL matrix as in Defi-
nition 2.2 and assume that w is chosen large enough so that
for all a, b in the set {x∗} ∪M ,

∥a− b∥22 ≤ ∥Πa−Πb∥22 (3)

5Note that for the Gaussian kernel, κ(t) = e−t, so |κ′(t)| =
κ(t). So the method presented here is equivalent to the version
of mean-shift used in prior work on dimensionality reduction for
mode finding (Lee et al., 2021)

and (1− ϵ) max
x∈Rd

KM (x) ≤ max
x∈Rw

KΠM (x) ≤ max
x∈Rd

KM (x).

Let x̃ ∈ Rw be an approximate maximizer for KΠM satis-
fying KΠM (x̃) ≥ (1 − α)maxx∈Rw KΠM (x). Then if we
choose x′ =

∑
m∈M m · κ′(∥x̃−Πm∥2)∑

m∈M κ′(∥x̃−Πm∥2)
, we have:

KM (x′) ≥ (1− ϵ− α) max
x∈Rd

KM (x).

Note that x′ above is set using a single-iteration of what
looks like mean-shift. However, instead of using weights
based on the distances of points in M to a previous guess
for a high-dimensional mode, we use distances between the
points ΠM in our low-dimensional space to the approximate
low-dimensional mode, x̃. Also note that Theorem 4.2 is
independent of exactly how x̃ is computed – it could be
computed using brute force search, using an approximation
algorithm tailored to low-dimensional problems, as in (Lee
et al., 2021), or using a heuristic like mean-shift itself.

Algorithm 2 Mode Recovery for Convex Kernels
Require: Shift-invariant, non-increasing, and convex ker-

nel function κ with derivative κ′. Set of n points
M ⊂ Rd, dimensionality reduction parameter γ, ac-
curacy parameter α, failure probability δ.

1: Construct a random JL matrix Π with w =
O
(

log((n+1)/δ)
min(1,γ2)

)
rows.

2: Construct a set of n points ΠM ⊂ Rw that contains
Πm for each m ∈ M .

3: Compute x̃ such that KΠM (x̃) ≥ (1 −
α)maxx∈Rw KΠM (x).

4: Return x′ =
∑

m∈M m · κ′(∥x̃−Πm∥2)∑
m∈M κ′(∥x̃−Πm∥2)

For convex kernels, Theorem 4.2 implies a strengthening
of Theorem 3.1 that allows for recovering an approximate
mode, not just the value of the mode. Formally, the com-
bined dimensionality reduction and recover procedure we
propose is included as Algorithm 2 and we have the follow-
ing result on the its accuracy:

Corollary 4.3. Let KM = (κ,M) be a d-dimensional shift-
invariant KDE as defined in Section 2 and let ϵ and γ (which
depends on κ and ϵ) be as in Theorem 3.1. If κ is differen-
tiable, non-increasing, and convex, then Algorithm 2 run
with parameters γ and α returns x′ satisfying:

KM (x′) ≥ (1− ϵ− α) max
x∈Rd

KM (x).

Note that Line 4 in Algorithm 2 can be evaluated in O(nw+
nd) time. So our headline result, Theorem 1.1, follows as a
direct corollary.
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5. Solving the Low-Dimensional Problem
We next discuss a simple brute-force search method for ap-
proximate mode finding for any KDE with a continuous ker-
nel function κ. The method has an exponential runtime de-
pendency on the dimension, so its use for high-dimensional
problems is limited, but combined with the dimensionality
reduction techniques from Section 3 and the mode recov-
ery techniques from Section 4, it yields a quasi-polynomial
mode finding algorithm for a large class of kernels.

Recall that the mode of a KDE K = (κ,M) with |M | = n
must lie within its critical area, i.e. in a ball of squared radius
ξκ(1/n) around one of the points in M (where ξκ(1/n)
denotes the 1/n-critical radius). For any δ > 0 we define
a finite δ-covering N (K, δ) to be a finite set of points such
that, for every point p in the critical area of K, there exists a
p′ ∈ N (K, δ) such that ∥p− p′∥22 ≤ δ. Formally:

Lemma 5.1. Given a KDE K = (κ,M) in Rd with |M | =
n, and parameter δ > 0, let ξ = ξκ(1/n) and let N (K, δ)
be a set that contains all points of the form

m+

d∑
i=1

ki
√
δ√
d

ei,

where m ∈ M , ki ∈ Z, and −
√
dξ√
δ

≤ ki ≤
√
dξ√
δ

. Above ei

are the canonical base vectors of Rd. Then for any point p
in a ξ-ball surrounding one of the points in M , there exists
a point p′ ∈ N (K, δ) such that ∥p− p′∥22 ≤ δ. Moreover,
we have that |N (K, δ)| = n(2

√
dξ/

√
δ)d.

By checking every point in N (K, δ) and returning one that
maximizes κ, we obtain the following results on finding an
approximate mode, which is proven in Appendix A:

Theorem 5.2. Given a KDE K = (κ,M) in Rd with
|M | = n and a precision parameter ϵ > 0, let ξ =
ξκ(1/n) and let δ be at most the largest number such that
κ(c) − κ(c + δ) ≤ ϵκ(c) for all c ≤ ξ. Then we can find

an ϵ-approximate mode in O
(
n(2

√
dξ/

√
δ)d
)

. In partic-

ular, if d ≤ O(logc(n)), ξ ≤ O(nc), and δ ≥ O(n−c) for
some constant c, then we can find an ϵ-approximate mode
in quasi-polynomial time in the number of data points n.

Our headline result, Theorem 1.2, follows by combining
the dimensional reduction guarantee of Lemma 3.4 with
the observation that for ξ̄ = max(1, ξκ(1/n)), choosing

δ = min

((
d2

c2
ϵ
)1/d2

, ϵ
c2
(2ξ̄)1−d2

)
satisfies the require-

ment of Theorem 5.2 for any relative-distance smooth ker-
nel κ with parameters c1, d1, q1, c2, d2. Moreover, as estab-
lished in Lemma A.1, ξκ( 1n ) ≤ c log1/d1 n, so we have that
the runtime in Theorem 5.2 is O(n(logc n)d) for constant ϵ.
The claim in Theorem 1.2 for the Cauchy kernel follows by
noting that ξ = n and we can take δ = 1

ϵ in Theorem 5.2.

Finally, note that Theorem 1.2 also includes the polynomial
time cost of multiplying the original data set by a random
JL matrix.

Overall, we conclude that one can compute an approximate
mode in quasi-polynomial time for the Cauchy kernel, or
any KDE on a relative-distance smooth kernel, and in par-
ticular the approximate mode finding problem for KDEs on
Gaussian, logistic, sigmoid, or generalized Gaussian kernels
can be solved in quasi-polynomial time.

6. Hardness Results
The results from the previous sections place the approximate
mode finding problem in quasi-polynomial time for a large
class of kernels. The question arises whether we can do
much better; in this section, we provide some preliminary
negative evidence for this possibility. Specifically, we prove
NP-hardness of finding an approximate mode of a box kernel
KDE, where we recall that this kernel takes the form κ(t) =
1 for |t| ≤ 1 and κ(t) = 0 otherwise. Our hardness result is
based on the hardness of the k-clique problem:
Problem 6.1 (k-clique). Given a ∆-regular graph G and an
integer k, does G have a complete k-vertex subgraph?

Problem 6.1 is known to be NP-hard when k is a parameter
of the input. We show how to reduce this problem to KDE
mode finding using a reduction inspired by work of Shen-
maier on the k-enclosing ball problem (Shenmaier, 2015).
We start by creating a point set given an input G to Prob-
lem 6.1. Specifically, we embed G in R|E| as follows: let
P to be the set of rows of the incidence matrix of G, i.e.
the matrix B such that Bv,e = 1 if e is an edge adjacent to
the node v and Bv,e = 0 otherwise (Shenmaier, 2015). See
Figure 1 for an example.

Figure 1. An simple 3-regular graph and its incident matrix B.

We will base our hardness result on the following lemma:

Lemma 6.2 (Shenmaier (2015)). Given a ∆-regular graph
G = (V,E) and integer k, let P be defined as above. Let
A = (1 − 1/k)(∆ − 1) and let R be the radius of the
smallest ball containing ≥ k points in P . Then R2 ≤ A if
there is a k-clique in G, and R2 ≥ A+ 2/k2 otherwise.

By rescaling P we can show NP-hardness of the KDE mode
finding problem for box kernels:

7
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Theorem 6.3. The problem of computing a 1
n -approximate

mode of a box kernel KDE is NP-hard.

Proof. The proof follows almost directly from Lemma 6.2.
Note that the value of the mode of a box kernel KDE is
given by the largest number of centers in a ball of radius
1. Let G be an instance of Problem 6.1, and let P be the
set of rows of the incidence matrix of G as described above.
Now let M = {p/

√
A | p ∈ P}. From the lemma, we

know that there is a ball of radius 1 containing k points
if G has a k-clique, so maxx K̄M (x) ≥ k. On the other
hand, if G does not have a k-clique then every ball of radius
1 contains at most k − 1 points, i.e., maxx K̄M ≤ k − 1.
So, an approximation algorithm with error ϵ = 1/k ≥
1/n can distinguish between the two cases. Hence, the (ϵ-
approximate) mode finding problem for box kernel KDEs is
at least as hard as Problem 6.1 when ϵ ≤ 1/n.

While it provides an initial result and hints at why the mode
finding problem might be challenging, the above hardness re-
sult leaves a number of open questions. First off, it does not
rule out a constant factor approximation, or a method whose
dependence on the approximation parameter ϵ is exponential
(as in our quasi-polynomial time methods). Moreover, the
result does not apply for kernels like the Gaussian kernel – it
strongly requires that the value of the box kernel differs sig-
nificantly between t = 1 and t = 1 + 1

k2 . Proving stronger
hardness of approximation for the box kernel, or any hard-
ness for kernels used in practice (like a relative-distance
smooth kernel) are promising future directions.

7. Experiments
We support our theoretical results with experiments on two
datasets, MNIST (60000 data points, 784 dimensions) and
Text8 (71290 data points, 300 dimensions). We use both the
Gaussian and Generalized Gaussian kernels with a variety
of different bandwidths, σ. A bandwidth of σ means that the
kernel function as definied in Section 2 was applied to values
t =

∥m−x∥2
2

σ2 . In general, a large σ leads to larger mode
value. It also leads to a smoother KDE, which is intuitively
easier to maximize. We chose values of σ that lead to
substantially varying mode values to check the performance
of our method across a variety of optimization surfaces.

Since these are high-dimensional datasets, it is not compu-
tationally feasible to find an exact mode to compare against.
Instead, we obtain a baseline mode value by running the
mean-shift heuristic (gradient descent) for 100 iterations,
with 60 randomly chosen starting points. To avoid conver-
gence to local optima at KDE centers, these starting points
were chosen to be random linear combinations of either all
dataset points, or a random pair of points in the data set.
The best mode value found was taken as a baseline.

Figure 2. MNIST data using a Gaussian kernel with bandwidths
70, 200, 600, and 1800.

Figure 3. MNIST data using a Generalized Gaussian kernel with
parameter α = .5 and bandwidths 20, 60, 200, and 1100.

Once establishing a baseline, we applied JL dimensional-
ity reduction to each data set and kernel for a variety of
sketching dimensions, w. Again, for efficiency, we use
mean-shift to find an approximate low-dimensional mode,
instead of the brute force search method from Section 5.
We ran for 10 iterations with 30 random restarts, chosen
as described above. To recover a high-dimensional mode
from our approximate low-dimensional mode, we use Al-
gorithm 2, since the kernels tested are convex. For each
dimension w, we ran 10 trials and report the mean and stan-
dard deviation of the KDE value of our approximate mode.
Results are included in Figures 2-5. Note that, for visual
clarity, the y-axis in these figures does not start at zero.

As apparent from the plots, our Johnson-Lindenstrauss di-
mensionality reduction approach combined with the mean-
shift heuristic performs very well overall. In all cases, it was
able to recover an approximate mode with value close to
the baseline with sketching dimension w ≪ d. As expected,
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Figure 4. Text8 data using a Gaussian kernel with parameter with
bandwidths .02, .035, .1, and .4.

Figure 5. Text8 data using a Generalized Gaussian kernel with
parameter α = .5 and bandwidths .004, .01, .03, and .25.

performance improves with increasing sketching dimension.
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A. Additional Proofs
A.1. Proofs for Section 3

Theorem 3.1. Let KM = (κ,M) be a d-dimensional KDE on a differentiable kernel as defined in Section 2 and let
0 < ϵ ≤ 1 be an approximation factor. Let ξ ≥ ξκ(

ϵ
2n ) and let κ′

min ≤ min0≤t≤2ξ
κ′(t)t
κ(t) . Note that κ′

min ≤ 0 since κ is
assumed to be non-increasing. We can assume that κ′

min ̸= 0. Let γ = − ϵ
2κ′

min
> 0. Then with probability (1− δ), for any

Π ∈ Rw×d satisfying the (γ, n+ 1, δ)-JL guarantee, we have:

(1− ϵ) max
x∈Rd

KM (x) ≤ max
x∈Rw

KΠM (x) ≤ max
x∈Rd

KM (x). (2)

Recall that a random Π with w = O
(

log((n+1)/δ)
min(1,γ2)

)
rows will satisfy the required (γ, n+ 1, δ)-JL guarantee.

Proof. First recall the definitions of K̄M (x) and K̄ΠM (x), which are just fixed positive scalings of KM (x) and KΠM (x). It
suffices to prove that:

(1− ϵ) max
x∈Rd

K̄M (x) ≤ max
x∈Rw

K̄ΠM (x) ≤ max
x∈Rd

K̄M (x), (4)

To prove (4) we will apply the guarantee of Definition 2.2 to the n+1 points in {x∗}∪M , where x∗ ∈ argmaxx∈Rd K̄M (x).
This guarantee ensures that with probability (1 − δ), ∥a − b∥22 ≤ ∥Πa − Πb∥22 ≤ (1 + γ)∥a − b∥22 for all a, b in this set,
where Π ∈ Rw×d is the JL matrix from the theorem.

We first prove the right hand side of (4) using an argument identical to the proof of Lemma 10 from (Lee et al., 2021).
Consider the set of n points ΠM that contains Πm for all m ∈ M . Let g be a map from each point in this set to the
corresponding point in M . Since ∥Πm1 −Πm2∥22 ≥ ∥m1 −m2∥22 for all m1,m2 ∈ M as guaranteed above, we have that
g is 1-Lipschitz. From Kirszbraun’s theorem (Fact 2.3) it follows that there is a function g̃ : Rd → Rw which agrees with g
on inputs in ΠM and satisfies ∥g̃(s) − g̃(t)∥22 ≤ ∥s − t∥22 for all s, t ∈ Rd. So for any x ∈ Rw, there is some x′ = g̃(x)
such that, for all m ∈ M ,

∥x′ −m∥22 ≤ ∥x−Πm∥22.

The right hand side of (4) then follows: there must be some point x′ such that for all m, ∥x′ −m∥22 ≤ ∥x̃∗ −Πm∥22 where
x̃∗ ∈ argmaxx∈Rw K̄ΠM (x). Overall we have:

max
x∈Rw

K̄ΠM (x) = K̄ΠM (x̃∗) =
∑
m∈M

κ(∥x̃∗ −Πm∥22) ≤
∑
m∈M

κ(∥x′ −m∥22) ≤ max
x∈Rd

K̄M (x).

In the second to last inequality we used that κ is non-increasing.

We next prove the left hand side of (4). We first have:

max
x∈Rw

K̄ΠM (x) = max
x∈Rw

∑
m∈M

κ(∥x−Πm∥22) ≥
∑
m∈M

κ(∥Πx∗ −Πm∥22) ≥
∑

m∈M,∥x∗−m∥2
2≤ξ

κ(∥Πx∗ −Πm∥22),

where x∗ ∈ argmaxx∈Rd K̄M (x). Applying the JL guarantee to the n + 1 points in {x∗} ∪ M , we have that for all m,
∥Πx∗ −Πm∥22 ≤ (1 + γ) ∥x∗ −m∥22. So plugging into the equation above, we have:

max
x∈Rw

K̄ΠM (x) ≥
∑

m∈M,∥x∗−m∥2
2≤ξ

κ((1 + γ) ∥x∗ −m∥22)

11
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We can then bound:

∑
m∈M,∥x∗−m∥2

2≤ξ

κ((1 + γ) ∥x∗ −m∥22)

≥
∑

m∈M,∥x∗−m∥2
2≤ξ

κ(∥x∗ −m∥22) + γ ∥x∗ −m∥22 min
z∈[∥x∗−m∥2

2,(1+γ)∥x∗−m∥2
2]
κ′(z)

≥
∑

m∈M,∥x∗−m∥2
2≤ξ

κ(∥x∗ −m∥22) + γ · min
z∈[∥x∗−m∥2

2,(1+γ)∥x∗−m∥2
2]
κ′(z) · z

≥
∑

m∈M,∥x∗−m∥2
2≤ξ

κ(∥x∗ −m∥22) + γ · min
z∈[∥x∗−m∥2

2,(1+γ)∥x∗−m∥2
2]
κ′(z) · z ·

κ(∥x∗ −m∥22)
κ(z)

.

The last inequality follows from the fact that κ is non-increasing, so k′(z) · z is negative or zero and κ(∥x∗−m∥2
2)

κ(z) ≥ 1.
Invoking our definition of κ′

min and choice of γ = − ϵ
2κ′

min
we can continue:

∑
m∈M,∥x∗−m∥2

2≤ξ

κ(∥x∗ −m∥22) + γ · min
z∈[∥x∗−m∥2

2,(1+γ)∥x∗−m∥2
2]
κ′(z) · z ·

κ(∥x∗ −m∥22)
κ(z)

≥
∑

m∈M,∥x∗−m∥2
2≤ξ

κ(∥x∗ −m∥22) + γ · κ′
min · κ(∥x∗ −m∥22)

=
∑

m∈M,∥x∗−m∥2
2≤ξ

κ(∥x∗ −m∥22)−
ϵ

2
· κ(∥x∗ −m∥22)

=
(
1− ϵ

2

) ∑
m∈M,∥x∗−m∥2

2≤ξ

κ(∥x∗ −m∥22)

=
(
1− ϵ

2

)∑
m∈M

κ(∥x∗ −m∥22)−
∑

m∈M,∥x∗−m∥2
2>ξ

κ(∥x∗ −m∥22)


≥
(
1− ϵ

2

)( ∑
m∈M

κ(∥x∗ −m∥22)−
ϵ

2

)

=
(
1− ϵ

2

)(
max
x∈Rd

K̄M (x)− ϵ

2

)
≥
(
1− ϵ

2

)2
max
x∈Rd

K̄M (x) ≥ (1− ϵ) max
x∈Rd

K̄M (x)

Note that in the second to last line we invoked the definition of ξ ≥ ξκ(
ϵ
2n ). Specifically, we used that, for any m with

∥x∗ −m∥22 > ξ, κ(∥x∗ −m∥22) ≤
ϵ
2n . In the last line we use that maxx∈Rd K̄M (x) ≥ 1.

Lemma A.1. Let KM = (κ,M) be a KDE for a point set M with cardinality n and relative-distance smooth kernel κ
with parameters c1, d1, q1, c2, d2. Then for any ϵ ∈ (0, 1], ξκ( ϵ

2n ) ≤ c log1/d1
(
2n
ϵ

)
for a fixed constant c that depends on

c1, d1, q1, c2, and d2.

Proof. Since κ is positive, non-increasing, and κ(0) = 1 we can write κ(t) = e−f(t) for some positive, non-decreasing
function f with f(0) = 0. We have −κ′(t)t

κ(t) = f ′(t)t ≥ c1t
d1 − q1 and thus f ′(t) ≥ max(0, c1t

d1−1 − q1
t ). Writing

12
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κ(t) = e−
∫ t
0
f ′(x)dx, we will upper bound κ(t) by lower bounding

∫ t

0
f ′(x)dx. Specifically, we have:∫ t

0

f ′(x)dx ≥
∫ t

0

max
(
0, c1x

d1−1 − q1
x

)
dx

=

∫ t

0

c1x
d1−1dx−

∫ t

0

min(c1x
d1−1,

q1
x
)dx

=
c1
d1

td1 −
∫ (q1/c1)

1/d1

0

c1x
d1−1dx−

∫ t

(q1/c1)1/d1

q1
x
dx

=
c1
d1

td1 − q1
d1

− q1 log(t) +
q1
d1

log(q1/c1).

It follows that κ(t) ≤ e−
c1
d1

td1+
q1
d1

+q1 log(t)− q1
d1

log
q1
c1 . We want to upper bound the smallest t such that κ(t) ≤ ϵ

2n . Let z be
a sufficiently large constant so that:

c1
d1

zd1 ≥ 2

(
q1
d1

+ q1 log(z)−
q1
d1

log
q1
c1

)

Then it suffices to pick t ≥ max

(
z,
(

d1

c1
log( 2nϵ )

)1/d1
)

= O
(
log1/d1( 2nϵ )

)
to ensure that κ(t) ≤ ϵ

2n .

Lemma 3.4. Let Km be a KDE for a relative-distance smooth kernel κ with parameters c1, d1, q1, c2, d2. There is a
fixed constant c′ such that if γ = ϵ

c′ log
−d2/d1

(
2n
ϵ

)
, then with probability (1 − δ), for any Π ∈ Rw×d satisfying the

(γ, n+ 1, δ)-JL guarantee, Equation (2) holds. To obtain this JL guarantee, it suffices to take Π to be a random JL matrix

with w = O
(

log2d2/d1 (n/ϵ) log(n/δ)
ϵ2

)
rows.

Proof. With Lemma A.1 in place, our main result for relatively distance smooth kernels follows directly: By Lemma A.1,
ξ = c log1/d1

(
2n
ϵ

)
≥ ξκ(

ϵ
2n ). And since κ is relative-distance smooth, we have that:

min
0≤x≤2ξ

κ′(x)x

κ(x)
≥ min

0≤x≤2ξ
−c2x

d2 = −c2(2ξ)
d2 ≥ −c′ logd2/d1

(
2n

ϵ

)
,

for sufficiently large constant c′. Let κ′
min = −c′ logd2/d1

(
2n
ϵ

)
. Invoking Theorem 3.1, we require that γ = − ϵ

2κ′
min

=

ϵ
2c′ log

−d2/d1
(
2n
ϵ

)
.

A.2. Proofs for Section 4

Theorem 4.2. Let M be a set of points in Rd and let KM = (κ,M) be a KDE defined by a shift-invariant, non-increasing,
and convex kernel function κ. Let x∗ ∈ argmaxx KM (x). Let Π ∈ Rw×d be a JL matrix as in Definition 2.2 and assume
that w is chosen large enough so that for all a, b in the set {x∗} ∪M ,

∥a− b∥22 ≤ ∥Πa−Πb∥22 (3)

and (1− ϵ) max
x∈Rd

KM (x) ≤ max
x∈Rw

KΠM (x) ≤ max
x∈Rd

KM (x).

Let x̃ ∈ Rw be an approximate maximizer for KΠM satisfying KΠM (x̃) ≥ (1− α)maxx∈Rw KΠM (x). Then if we choose
x′ =

∑
m∈M m · κ′(∥x̃−Πm∥2)∑

m∈M κ′(∥x̃−Πm∥2)
, we have:

KM (x′) ≥ (1− ϵ− α) max
x∈Rd

KM (x).

Proof. We will show that:

KM (x′) ≥ KΠM (x̃) (5)

13
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where x̃ ∈ Rw is the approximate maximizer of KΠM , as defined in the theorem statement. If we can prove (5) then the
theorem follows by the following chain of inequalities:

KM (x′) ≥ KΠM (x̃) ≥ (1− α)max
x

KΠM (x) ≥ (1− α)(1− ϵ)max
x

KM (x) ≥ (1− α− ϵ)max
x

KM (x).

To prove (5), we follow a similar approach to (Lee et al., 2021). Since Π satisfies (3), the function f mapping {Πx∗} ∪
ΠM → {x∗} ∪M is 1-Lipschitz. Accordingly, by Kirszbraun’s Extension Theorem (Fact 2.3), there is some function
g(x) : Rw → Rd that agrees with f on inputs from {Πx∗} ∪ΠM and remains 1-Lipschitz. It follows that, if we apply g to
x̃ then for all m ∈ M ,

∥g(x̃)−m∥2 ≤ ∥x̃−Πm∥2 .

In other words, for our approximate low-dimensional mode x̃, there is a high-dimensional point g(x̃) that is closer to all
points in M than x̃ is to the points in ΠM . In fact, by extending all points by one extra dimension, we can obtain an exact
equality. In particular, let x′′ ∈ Rd+1 equal g(x̃) on its first d coordinates, and 0 on its last coordinate. For each m ∈ M let

m′′ ∈ Rd+1 equal m on its first d coordinates, and
√

∥x̃−Πm∥22 − ∥g(x̃)−m∥22 on its last coordinate. Let M ′′ ⊂ Rd×1

denote the set of these transformed points. First observe that for all m′′ ∈ M ′′

∥x′′ −m′′∥2 = ∥x̃−Πm∥2 . (6)

Accordingly, x′ as defined in the theorem statement is exactly equivalent to the first d entries of the d+1 dimensional vector
that would be obtained from running one iteration of mean-shift on x′′ using point set M ′′. Call this d + 1 dimensional
vector x̄′. By Fact 4.1, we have that:

KM ′′(x̄′) ≥ KM ′′(x′′) = KΠM (x̃).

The last equality follows from (6). Finally, for any non-increasing kernel we have that:

KM (x′) ≥ KM ′′(x̄′),

because ∥x′ −m∥22 ≤ ∥x̄′ −m′′∥22 for all m. This is simply because x′ and m are equal to x̄′ and m′′, but with their last
entry removed, so they can only be closer together. Combining the previous two inequalities proves (5), which establishes
the theorem.

Corollary 4.3. Let KM = (κ,M) be a d-dimensional shift-invariant KDE as defined in Section 2 and let ϵ and γ (which
depends on κ and ϵ) be as in Theorem 3.1. If κ is differentiable, non-increasing, and convex, then Algorithm 2 run with
parameters γ and α returns x′ satisfying:

KM (x′) ≥ (1− ϵ− α) max
x∈Rd

KM (x).

Proof. Corollary 4.3 immediately follows by combining Theorem 3.1 with Theorem 4.2. In particular, if Π is chosen
with w = O

(
log((n+1)/δ)
min(1,γ2)

)
rows (as in Algorithm 2) then with probability 1− δ, we have that both (2) and (3) hold with

probability 1− δ, which are the only conditions needed for Theorem 4.2 to hold.

A.3. Proofs for Section 5

Lemma 5.1. Given a KDE K = (κ,M) in Rd with |M | = n, and parameter δ > 0, let ξ = ξκ(1/n) and let N (K, δ) be a
set that contains all points of the form

m+
d∑

i=1

ki
√
δ√
d

ei,

where m ∈ M , ki ∈ Z, and −
√
dξ√
δ
≤ ki ≤

√
dξ√
δ

. Above ei are the canonical base vectors of Rd. Then for any point p in a

ξ-ball surrounding one of the points in M , there exists a point p′ ∈ N (K, δ) such that ∥p− p′∥22 ≤ δ. Moreover, we have
that |N (K, δ)| = n(2

√
dξ/

√
δ)d.

14
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Proof. The second claim on the size of N (K, δ) is immediate. For the first claim, note that p can be written as p′′+
∑

i
k′
i

√
δ√

d
ei

with p′′ ∈ M and |k′i| ≤
√
dξ√
δ

. Let p′ = p′′ +
∑

i
⌊k′

i⌋
√
δ√

d
ei ∈ N (K, δ). Then we have

∥p− p′∥22 =

∥∥∥∥∥p′′ +∑
i

k′i
√
δ√
d

ei − p′′ −
∑
i

⌊k′i⌋
√
δ√

d
ei

∥∥∥∥∥
2

2

=

∥∥∥∥∥
d∑

i=1

(k′i − ⌊k′i⌋)
√
δ√

d
ei

∥∥∥∥∥
2

=
d∑

i=1

(
(k′i − ⌊k′i⌋)

√
δ√

d

)2

≤
d∑

i=1

(√
δ√
d

)2

= δ.

Theorem 5.2. Given a KDE K = (κ,M) in Rd with |M | = n and a precision parameter ϵ > 0, let ξ = ξκ(1/n) and let δ
be at most the largest number such that κ(c)− κ(c+ δ) ≤ ϵκ(c) for all c ≤ ξ. Then we can find an ϵ-approximate mode in

O
(
n(2

√
dξ/

√
δ)d
)

. In particular, if d ≤ O(logc(n)), ξ ≤ O(nc), and δ ≥ O(n−c) for some constant c, then we can find
an ϵ-approximate mode in quasi-polynomial time in the number of data points n.

Proof. Since there always exists a mode in the critical area of K, we can use Lemma 5.1 to find a point p′ at most δ away
from a mode p of K in O

(
n(2

√
dξ/

√
δ)d
)

. Then we have

K(p′) =
∑
m∈M

κ(∥m− p′∥22) ≥
∑
m∈M

κ(∥m− p∥22 + ∥p− p′∥22) ≥
∑
m∈M

κ(∥m− p∥22 + δ)

≥
∑
m∈M

κ(∥m− p∥22))− ϵκ(∥m− p∥22)) = (1− ϵ)
∑
m∈M

κ(∥m− p∥22)) = (1− ϵ)K(p)

A.4. Analysis for Relative-Distance Smooth Kernels

Let ξ̄ = max(1, ξκ(1/n)). We will prove that for any relative distance smooth kernel κ with parameters c1, d1, q1, c2, and
d2, we have κ(c)− κ(c+ δ) ≤ ϵκ(c) for all c ≤ ξ = ξκ(1/n) as long as:

δ = min

((
d2
c2

ϵ

)1/d2

,
ϵ

c2
(2ξ̄)1−d2

)
.

By the definition of relative distance smooth kernels, we have that −κ′(t) ≤ c2t
d2−1κ(t). Hence,

κ(c)− κ(c+ δ) ≤
∫ c+δ

c

c2t
d2−1κ(t)dt ≤ κ(c)

∫ c+δ

c

c2t
d2−1dt.

The last step follows from the fact that κ(t) is non-increasing in t. Since d2 > 0, this simplifies to

κ(c)− κ(c+ δ) ≤ κ(c)

∫ c+δ

c

c2t
d2−1dt =

c2
d2

κ(c)((c+ δ)d2 − cd2).

So, we need to show that c2
d2

(
(c+ δ)d2 − cd2

)
≤ ϵ. We consider two cases:

Case 1: When d2 is < 1, consider the function f(x) = (x + δ)d2 − xd2 . This function is non-increasing, indeed,
f ′(x) = d2((x+ δ)d2−1 − xd2−1) < 0. Hence, we have that

((c+ δ)d2 − cd2) ≤ δd2 .

We can pick δ = (d2

c2
ϵ)1/d2 .

Case 2: On the other hand, when d2 ≥ 1, the function f(x) = xd2 is convex, so we have:

(c+ δ)d2 − cd2 ≤ δf ′(c+ δ) = δd2(c+ δ)d2−1 ≤ δd22
d2−1 max(ξd2−1, δd2−1) ≤ δd22

d2−1ξ̄d2−1
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In this case, we can choose δ = ϵ
c2
(2ξ̄)1−d2 .

Hence, picking δ = min

((
d2

c2
ϵ
)1/d2

, ϵ
c2
(2ξ̄)1−d2

)
ensures that (c + δ)d2 − cd2 ≤ d2

c2
ϵ, and thus that

c2
d2

(
(c+ δ)d2 − cd2

)
≤ ϵ, as required.

B. Mode Recovery for Non-convex Kernels
In Section 4.1, we show that the mean-shift method can rapidly recover an approximate mode for any convex, non-increasing
kernel from an approximation to the JL reduced problem. In this section, we briefly comment on an alternative method that
can also handle non-convex kernels, albeit at the cost of worse runtime. Specifically, it is possible to leverage a recent result
from (Biess et al., 2019) on an algorithmic version of the Kirszbraun extension theory. This work provides an algorithm
for explicitly extending a function f that is Lipschitz on some fixed set of points to one additional point. The main result
follows:

Theorem B.1 ((Biess et al., 2019)). Consider a finite set (xi)i∈[n] ⊂ X = Rw, and its image (yi)i∈[n] ⊂ Y = Rd under
some L-Lipschitz map f : X → Y . There is an algorithm running in O(nw + nd log n/ϵ2) time which returns, for any
point z ∈ Rw, and a precision parameter ϵ > 0, a point z′ ∈ Rd satisfying for all i ∈ [n],

∥z′ − f(xi)∥
2 ≤ (1 + ϵ)L ∥z − xi∥2

From this result we can obtain a claim comparable to Corollary 4.3:

Theorem B.2. Let KM = (κ,M) be a d-dimensional shift-invariant KDE where κ is differentiable and non-increasing
but not necessary convex. Let ϵ and γ (which depends on κ and ϵ) be as in Theorem 3.1 and let Π be a random JL
matrix as in Definition 2.2 with w = O

(
log((n+1)/δ)
min(1,γ2)

)
rows. Let x̃ be an approximate maximizer for KΠM satisfying

KΠM (x̃) ≥ (1−α)maxx∈Rw KΠM (x). If we run the algorithm of Theorem B.1 with X = ΠM , Y = M , z = x̃, and error
parameter γ, then the method returns x′ ∈ Rd satisfying:

KM (x′) ≥ (1− 2ϵ− α) max
x∈Rw

KM (x).

Proof. For conciseness, we sketch the proof. As discussed, by Definition 2.2, ΠM → M is a 1-Lipschitz map. So it follows
that the x′ returned by the algorithm of (Biess et al., 2019) satisfies for all m ∈ M ,

∥x′ −m∥2 ≤ (1 + γ) ∥x̃−Πm∥2

It follows that:

KM (x′) ≥
∑
m∈M

κ
(
(1 + γ) ∥x̃−Πm∥2

)
.

By the same argument used in the proof of Theorem 3.1, we have that∑
m∈M

κ
(
(1 + γ) ∥x̃−Πm∥2

)
≥
∑
m∈M

(1− ϵ)κ
(
∥x̃−Πm∥2

)
= (1− ϵ)KΠM (x̃).

In turn, since Theorem 3.1 holds under the same conditions as Theorem B.2, we have:

KΠM (x̃) ≥ (1− α)max
x

KΠM (x) ≥ (1− α)(1− ϵ)max
x

KM (x).

The result follows from noting that (1− α)(1− ϵ)2 ≥ (1− 2ϵ− α). By rescaling ϵ we can obtain equivalent precision to
Corollary 4.3.

Note that for the common relative-distance smooth kernels addressed in Theorem 1.1, we have that γ = O(log(n/ϵ)/ϵ). So,
the runtime of recovering a high-dimensional model using the method of (Biess et al., 2019) is O(nd log3(n)/ϵ2). This
exceeds the O(nd) runtime of the mean-shift method. However, in contrast to mean-shift, the method can be applied to
non-convex kernels like generalized Gaussian kernels with α > 1.
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