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A B S T R A C T   

Femtosecond laser surface processing (FLSP) is an emerging fabrication technique to efficiently control the surface morphology of many types of materials including 
metals. However, the theoretical understanding of the FLSP formation dynamics is not a trivial task, since it involves the interaction of various physical processes 
(electromagnetic, thermal, fluid dynamics) and remains relatively unexplored. In this work, we tackle this problem and present rigorous theoretical results relevant to 
low-fluence FLSP that accurately match the outcomes of an experimental campaign focused on the formation dynamics of laser induced periodic surface structures 
(LIPSS) on stainless steel. More specifically, the topography and maximum depth of LIPSS trenches are theoretically and experimentally investigated as a function of 
the number of laser pulses. Moreover, precise LIPSS morphology measurements are performed using atomic force microscopy (AFM). The proposed comprehensive 
simulation study is based on two-temperature model (TTM) non-equilibrium thermal simulations coupled with fluid dynamic computations to capture the melting 
metal phase occurring during FLSP. Our rigorous simulation results are found to be in excellent agreement with the AFM measurements. The presented theoretical 
framework to model FLSP under low-fluence femtosecond laser pulses will be beneficial to various emerging applications of LIPSS on metallic surfaces, such as 
cooling high-powered laser diodes and controlling the thermal emission or absorption of metals.   

1. Introduction 

Femtosecond laser surface processing (FLSP) is an emerging method 
to functionalize various material surfaces at the micro and nanoscale 
[1]. It is a rapid fabrication technique which utilizes ultrashort laser 
pulses to permanently change the morphology of a material interface. 
The change in surface topography can occur at the nano or micron scale 
precision level. Owing to its high precision, fast processing, excellent 
repeatability, and low-cost, the FLSP method has received substantial 
attention regarding applications in different fields ranging from nano
technology and medicine to engineering and science [1–8]. Due to the 
ultrashort femtosecond laser pulses used, FLSP leads to minimal thermal 
damage to the material outside the laser focal spot making it desirable 
property to construct different surface morphologies on temperature 
sensitive delicate structures [9–11]. 

In previous works, during FLSP on metals, it has been demonstrated 
that low laser fluence illumination can lead to laser induced periodic 
surface structures (LIPSS) [8,12–21]. However, the theoretical under
standing of the LIPSS formation dynamics is not trivial, since it involves 

the interaction of various physical processes (electromagnetic, thermal, 
fluid dynamics), and remains relatively unexplored. Interestingly, many 
factors affect the shape formation of LIPSS, which usually depends on 
the laser polarization, illuminated material properties, laser fluence 
value, number of laser pulses, and illumination angle. Based on these 
factors, the surface can form different kinds of periodic nano/micron 
scale structures. For instance, changing the angle of laser incidence al
ters the periodicity of ripple formation on copper due to changes to the 
induced surface plasmon effect [21]. Another study demonstrated that 
increasing the number of pulses during the FLSP method applied to steel 
can transition from ripples to form deeper grooves on the surface [12]. 
In addition, it is possible to change the induced linear- into radial- 
shaped periodic ripples just by changing the linear polarization profile 
of the laser into a cylindrical vector beam [22]. 

Hence, small changes in different factors affecting the LIPSS forma
tion dynamics during FLSP can form different periodic structures on the 
material surface leading to distinct optical properties that can be of in
terest to various applications. Although there has been significant 
experimental progress in employing FLSP to create LIPSS for periodic 
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grating-type sample fabrication, there is still a lack of comprehensive 
theoretical understanding on how the FLSP phenomenon leads to the 
LIPSS formation. The vast majority of studies in FLSP metals has been 
focused on predicting the period of LIPSS [12,21,22]. Very few theo
retical and experimental works exist that are dedicated to the under
standing of the trench depth formation dynamics that metals or 
dielectrics experience during LIPSS [23,24]. The scarcity in relevant 
studies, especially in terms of theory, is mainly because the simulation of 
ultrashort laser pulse interaction with bulk metallic materials is a 
challenging task because it involves different complex physical pro
cesses occurring at an extremely short period of time during laser illu
mination. Moreover, a very limited number of full-wave simulations 
capable of explaining all empirical observations during low-fluence 
FLSP exist in the literature, mainly focused on the LIPSS period pre
diction and not their trough depth [12,21,22,25]. Usually, the simula
tion method of choice highly depends on the specific goals of each 
research problem and the complexity of the constituent processes. Note 
that over the course of FLSP formation dynamics, chemical reactions, 
physical deformations, and mechanical distortions are present. For 
example, molecular dynamics can be used to investigate the material 
response in the extremely small molecular level and may be useful to 
chemical reaction simulations [26–28]. However, this modeling method 
cannot be applied to samples with dimensions more than several tens of 
nanometers due to computational constraints. On the other hand, Monte 
Carlo simulations can be applied to predict statistical fluctuations and 
stochastic propagation of light into larger sample areas but suffer from 
limited accuracy due to various relatively crude approximations 
employed [29,30]. The ultimate solution to these theoretical modeling 
constraints is full-wave simulations that combine multiple physics 
solvers, such as electromagnetic, heat, and fluid dynamics. 

In this work, we develop an accurate multiphysics full-wave simu
lation modeling based on the finite element method to predict the 
temperature-dependent physical properties, heat dissipation, tempera
ture distribution, and resulting fluid flow of the melted metallic mate
rial. We first explain the theory of heat dissipation in metals under 
ultrafast laser illumination by using the two-temperature model (TTM). 
The TTM is one of the most successful models to explain the rapid energy 
transfer during femtosecond laser illumination from energetic (hot) 
electrons to lattice vibrations by avoiding characterizing the chaotic 
behavior details of hot electrons at the early stage of their creation 
[13,31,32]. In the case of high enough laser fluence values, the metallic 
material experiences different structural phase transformations due to 
melting and re-solidification. The phase changes can include solid to 
liquid, liquid to vapor, and solid to vapor when the lattice temperature 
reaches above the melting, vaporization, and critical temperatures, 
respectively. We incorporate melting, vaporization (material removal), 
and re-solidification into our theoretical model. The computed results 
accurately match extensive atomic force microscopy (AFM) measure
ments of the depth of the resulting LIPSS trenches on stainless steel for 
an increased number of laser pulses. We also thoroughly discuss the 
important impacts to the metal surface of recoil pressure and Marangoni 
effect, both playing critical roles in the LIPSS formation dynamics. We 
envision that the presented theoretical LIPSS modeling will contribute a 
useful simulation tool that can be adapted to different materials (both 
dielectric and metal) just by changing the input material properties. It 
leads to an improved understanding of the LIPSS formation process that 
can be used to create electromagnetic absorptive (black) metallic sur
faces, broadband or narrowband thermal emitters, and radiative cooling 
devices [6]. 

2. Theory and simulations 

When ultrashort laser pulses are incident on metals, their free elec
tron gas rapidly oscillates. More specifically, the electrons are excited 
from their ground energy state forming non-thermal energetic electrons, 
also known as hot electrons [33–43]. As the time progresses, the 

electrons energy is relaxed via electron–electron and, subsequently, 
electron–phonon scattering procedures. Over the ultrafast duration of 
femtosecond laser pulse illumination, the temperatures of electrons and 
lattice are in non-equilibrium states. To accurately determine the 
induced heat distribution which results in deformation of the metallic 
surface, we need to attain a precise understanding of the electrons and 
lattice temperatures. 

The most precise method to account for the calculation of electron 
and lattice temperatures under femtosecond laser illumination is the so- 
called two-temperature model (TTM) which consists of two coupled 
partial differential equations [13,31,32]. Interestingly, at the early 
stages of the laser-metal interaction, the electron temperature may reach 
up to tens of thousands of degrees. This accumulation of energy is later 
transferred to the lattice giving rise to the lattice temperature that causes 
the metal to heat up. The TTM is composed of the following Eqs. (1) and 
(2): 

Ce
∂Te

∂t
= ∇ • (ke∇Te) − ge−L(Te − TL) + S(r, t) (1)  

CL
∂TL

∂t
= ∇ • (kL∇TL) + ge−L(Te − TL) (2) 

Considering the index i ≡ eorL, i.e., electron (e) or lattice (L), 
respectively, and Ti, Ci, and ki are the temperature, heat capacity, and 
thermal conductivity of electrons and lattice, respectively, where CL =

CpL • ρL with CpL being the specific heat capacity of the lattice and ρL is 
the lattice material density. The parameter ge−L in Eqs. (1) and (2) rep
resents the electron-lattice coupling factor. The parameters of heat ca
pacity, thermal conductivity, and coupling factor for electrons are 
highly temperature dependent both in terms of electron and lattice 
temperatures. The electron thermal conductivity can be expressed as: 
[31] 

ke = kL
BTe

AT2
e + BTL

(3)  

Where A and B are experimentally measured constants given in Table 1 
that are specific to the material under study [31]. Stainless steel’s main 
ingredient is iron (65 – 75 % by weight for stainless steel 304). Hence, 
throughout the current work we use the physical and thermal properties 
of iron [12] with parameters presented in Table 1. Note that subscripts s 
and l replace subscript L in the solidus and liquidus states of the lattice, 
respectively. Fig. 1(a-c) depict the plots of electron thermal 

Table 1 
Relevant parameters of iron used in our simulations [12,31,45].  

Symbol Parameter Value Unit 

ρs Solidus lattice density 7.874 g/cm3 

ks Solidus lattice thermal conductivity 79.5 W/m/ 
K 

Cps Solidus lattice Specific heat capacity 475 J/kg/K 
ρl Liquidus lattice density 6.90 g/cm3 

kl Liquidus lattice thermal conductivity 38.6 W/m/ 
K 

Cpl Liquidus lattice Specific heat capacity 748 J/kg/K 
A Electron thermal conductivity constant 0.98 × 107 1/s/K2 

B Electron thermal conductivity constant 2.8 × 1011 1/s/K 
Tv Vaporization temperature 3100 K 
Tm Melting temperature 1811 K 
miron Atomic mass 55.845 u 
Lv Latent heat of vaporization 6.088 ×

106 
J/kg 

Lm Latent heat of melting 2.76 × 105 J/kg 
μl Dynamic viscosity of liquidous lattice 0.016 Pa • s 
Amushy Mushy zone constant 107 1 
Ts Solidus temperature in mixed solid–liquid 

phase 
1786 K 

Tl Liquidus temperature in mixed solid–liquid 
phase 

1836 K  
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conductivity, electron heat capacity, and electron-lattice coupling factor 
for this material, where these parameters were obtained by using density 
functional theory calculations [44]. 

As a result of the laser interaction with steel, heat is deposited within 
a thin layer along the surface of this metallic material. The important 
parameter S( r→, t) used as input in Eq. (1) represents the spatiotemporal 
laser heat source obtained in Cartesian coordinates (r ≡ x, y, z) and 
expressed as: 

S(x, y, z, t) = C • Stemporal • Sdecay • SGaussian • SSPP (4)  

where C is a normalization coefficient factor defined as: 

C =
α(1 − R)

̅̅̅̅̅̅̅̅̅̅̅̅̅
4ln(2)

√
F

̅̅̅
π

√
τp

(5) 

with α, R, and τp, being the material (iron) absorption coefficient, 
reflection coefficient, and laser pulse duration, respectively, with values 
given in Table 2. The laser fluence value in this formula is denoted as F. 
As can be seen by Eq. (4), the heat source is defined as the product of 
four terms. The temporal term, Stemporal, is assumed to be Gaussian with 
its maximum value at 3τp that is equal to: 

Stemporal = exp

(

− 4ln(2)

(
t − 3τp

τp

)2
)

(6) 

The laser energy decays along a small depth into the metallic ma
terial (iron) and its eventual total absorption is characterized by the 
decay term, Sdecay, in Eq. (4). If the laser-induced electromagnetic wave is 
incident along the negative z-axis (as schematically depicted in Fig. 3), 
then the decay term, Sdecay, can be simply expressed as: 

Sdecay = exp( − α|z|) (7) 

It is important to note that during the complicated process of laser 
interaction with the material, the topography of the surface changes 
during each laser pulse, mainly due to melting. As a result, the laser 
source interacts with a new updated surface with deeper z-axis trenches 
at each time step. Hence, the variable z needs to be properly adjusted 
along the updated material interface that is always different from the 

initial planar interface geometry. Therefore, the depth variable z needs 
to be dynamically modified at each simulation time step such that the 
correct form of the source decay term (Sdecay) is properly applied at each 
time instance. The spatial part of the laser source, SGaussian in Eq. (4), is 
denoted as a Gaussian function in the x-y plane with beam waist, w, 
given by the following formula: 

SGaussian = exp
(

−
x2 + y2

w2

)

(8) 

In principle, it is impossible to form surface plasmon polaritons 
(SPPs) on a flat metallic surface because the dispersion curves of plas
mon polariton and the laser do not overlap [46,47]. In general, surfaces 
of polished metals always have defects and/or surface roughness which 
can initiate SPP creation eventually leading to ripple formation on the 
metal surface [12,22]. However, even if the surfaces were ideally 
perfectly smooth, the first pulse of laser incidence would roughen the 
surface. In our model, we enter the SPPs formation by using the source 
term, SSPP, in Eq. (4) as: [32] 

SSPP =

(

1 + β • cos
(

2πx
Lp

) )

(9)  

where Lp is the SPP spatial period with the value measured by our ex
periments (see Table 2), and β is the SPP period amplitude in the range 
0 ≤ β ≤ 1. Here, we implicitly assume that the LIPSS period is approx
imately the same as SPP. In our calculations, we set β = 0.5, which 
determines the average non-uniformity of the initial energy deposition 
through the periodic amplitude of the induced LIPSS [32]. This results in 
a three-fold increase in energy deposition at the LIPSS troughs compared 
to their ridges, as has been explained in previous relevant works [32]. 

The parameters of the laser pulse used in our simulation model are 
summarized in Table 2. We demonstrate the different characteristics of 
the laser pulse in Fig. 2. Fig. 2(a) shows the temporal part of the source 
term defined by Eq. (6) with femtosecond pulse duration τp = 35fs. 
Fig. 2(b) depicts the laser energy decay into the metal in the case of steel, 
and Fig. 2(c) is the illustration of the spatial 2D Gaussian term along 
with the SPP source term with beam waist, w = 1.05mm. In this plot, we 
used a smaller value for the beam waist (compared to Table 2) just for 
illustration purposes. As it can be seen, the spatial Gaussian term acts as 
the envelope function for the SPP formation. 

Owing to the high lattice temperature induced mainly along the 
metal surface by the incident laser fluence, the material undergoes 
different phase changes leading to melting and material removal. Un
derstanding the morphology and pattern formation dynamics resulting 
from phase changes within the metal and along its surface requires 
modeling of material flow and heat transport. The response of the ma
terial under these conditions can be conveniently described with the 
Navier-Stokes equations as: 

Fig. 1. Iron parameters of (a) electron thermal conductivity as a function of electron and lattice temperatures in W/m/K, (b) electron heat capacity and (c) electron- 
lattice coupling factor as a function of electron temperature. 

Table 2 
Laser pulse parameters used in the simulations and experiments.  

Symbol Parameter Value Unit 

α Absorption coefficient for iron [12] 7.105 × 105 1/cm 
R Reflection coefficient for iron [12] 0.5 −

τp Laser pulse duration 35 fs 
w Laser beam waist 1.05 mm 
Lp SPP spatial period from our experiments 614.5 nm 
F Laser fluence 0.23 J/cm2  
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ρL
∂u
∂t

+ ρL(u • ∇)u = ∇
→

•
(

− PÎ + μL(∇u) + μL(∇u)
T )

+ FDarcy (10)  

∇ • u = 0 (11)  

CL
∂TL

∂t
+ CL∇ • (uTL) = ∇ • (kL∇TL) (12) 

Equations (10)–(12) are directly related to conservation of mo
mentum, mass, and energy, respectively. The flow of the molten steel is 
assumed to follow the incompressible Newtonian flow response 
[48–50]. The dynamic viscosity of the lattice is denoted by μL, and the 
(⋯)

T symbol is the matrix transpose operator. The vector variable u is 
the local velocity varying both spatially and temporally and P is the total 
pressure specified as the summation of atmospheric pressure Patm and 
the recoil pressure Precoil. The recoil pressure is approximately equal to 
0.54Psat and the saturation pressure Psat is defined as: 

Psat = Patm • exp
(

Lvmiron

kBTm

(
Tm

Tv
− 1

) )

(13)  

where miron and Lv are the atomic mass and latent heat of iron evapo
ration, kB is the Boltzmann constant, and Tm and Tv are the iron’s 
melting and vaporization temperatures, respectively. These parameters 
are provided in Table 1. Any external forces are included by the FDarcy 

term in Eq. (10). In our model, FDarcy is the Darcy damping force 
required to make the velocity to go to zero in the areas where the 
temperature is below the melting point. We will explain more about the 
Darcy force next when we discuss the thermal parameters of the lattice. 

As mentioned earlier, the lattice temperature reaches high values 

which result in different phase formation in the metallic region such as, 
melting, vaporization, and re-solidification. Therefore, one needs to 
consider in the model the physical and thermal parameters of the lattice 
as continuous and well-defined temperature dependent functions. 
Hence, these properties can be defined via a liquid function expressed as 
[51,52]: 

fl =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0T < Ts

T − Ts

Tl − Ts
Ts ≤ T ≤ Tl

1T > Tl

(14)  

where Ts and Tl are the solidus and liquidus temperature states of iron in 
the solid–liquid mixed phase with values given in Table 1. Therefore, we 
can define the physical and thermal lattice material properties as: 

kL = flkl + (1 − fl)ks (15)  

ρL = flρl + (1 − fl)ρs (16)  

CpL = flCpl + (1 − fl)Cps + Lm

(
dfl

dT

)

(17)  

μL =
(
1 + (1 − fl)Amushy

)
μl (18)  

where the subscript s and l refer to lattice solid and liquid states, 
respectively. In addition, μl is the dynamic viscosity of liquidous state of 
the lattice and Lm is the latent heat of melting. The mushy zone constant 
is represented as Amushy in Eq. (18). All values of these parameters are 

Fig. 2. (a) Temporal part of the source. (b) Decay term of the source plotted along the z-axis (depth in metal). (c) SPP term plotted in x-direction only along with the 
x-direction spatial Gaussian part acting as the envelope function. We have chosen small beam waist, w = 2μm for illustration purposes and all quantities are 
normalized. In our actual experiments, the beam waist is given in Table 2. 

Fig. 3. Schematic representation in the 2D x-z plane of a femtosecond laser beam incident on metal (iron) accompanied by molten phase creation. The boundaries are 
the following: a-b, b-c, c-d, and a-d. 
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given in Table 1. Having defined the liquid function in Eq. (14), we can 
express the Darcy force as: 

FDarcy = − C
(1 − fl)

2

(
f 3
l + b

) u (19)  

where C in Eq. (19) is a big number ( 106kg/s/m3) to specify the mushy 
zone morphology and b is a small number ( 10−3) to avoid division by 
zero [53]. Note that the Darcy damping force is derived from the 
Kozeny-Carman equation and characterizes the mushy zone in all our 
simulations [54,55]. 

So far, we have dealt with the governing equations of both laser/ 
matter interactions (TTM model) and material fluid flow and heat 
transport (Navier-Stokes equations). Therefore, we must specify appro
priate boundary conditions (BCs) for both coupled simulations. To 
reduce the computational burden time, we perform 2D simulations 
where only the x-z plane of the metal profile is considered, as it is 
schematically depicted in Fig. 3. Hence, it is assumed that the material 
has infinite length along the y-axis, which is a valid approximation for 
the laser pulse interaction problem under study. This is because the 
beam size ( 1.05mm in Table 2) is much larger than the simulation space, 
so the fluence profile is relatively flat across the entire simulation space. 
Fig. 3 shows a schematic illustration of the simulation domain where the 
laser is incident on the metallic surface from the top. The iron slab is 
shown in the 2D x-z plane. In the case of heat dissipation simulations, the 
surfaces a-b, a-d, and c-d have zero thermal flux BCs to mimic the 
domain termination along the left, right and bottom boundaries. The 
surface b-c is the most important area in our heating simulations since it 
is where the laser directly interacts with the metal and surrounding air 
interface. The heat flux BC for the b-c surface is defined as h(Tv −TL), 
where h is the heat transfer coefficient that can reach very high values 
over the course of melting and vaporization [56–60]. 

In the case of fluid dynamics simulations, the surfaces a-b, a-d, and c- 
d are treated as solid walls to terminate the domain along the left, right 
and bottom. The surface b-c is assumed to be a fluid surface under an 
external Precoil pressure applied to it. This surface undergoes melting 
phase change and, as a result, we define a temperature dependent sur
face tension given by: [50,61] 

σ(T) = 1.93 − 3 × 10−4 • (T − Tm) (20) 

The gradient of the surface tension, with the unit (N/m), causes the 
so-called Marangoni effect which can be considered as an additional BC 
applied to the b-c surface that is equal to: [50] 

n̂ •
(

− PÎ + μL(∇
→

u→) + μL(∇
→

u→)
T )

= − Precoil n̂ + σ(T)(∇t • n̂)n̂ − ∇tσ(T)

(21)  

where ∇t is the tangential gradient and n̂ is the normal unit vector. To 
simulate the material removal in the system, we define a mass flux, ṁ, 
out of the system when the lattice temperature is greater than the 
vaporization temperature. The mass flux is defined as: 

ṁ = h
(Tl − Tv)

Lv
(22)  

where h is the heat transfer coefficient. The same variable was used 
before to define the heat flux BC for the b-c surface shown in Fig. 3. The 
mass flux defined by Eq. (22) produces a velocity that is applied to the 
various mesh nodes defined in our simulation model by the moving 
mesh method. Therefore, we specify the mesh velocity as: 

umesh • n̂ =

(

u −
ṁ
ρL

n̂
)

• n̂ =

(

u −
h(Tl − Tv)

ρLLv
n̂

)

• n̂ (23) 

All these aforementioned equations are used as manual inputs in our 
multiphysics full-wave simulations under the finite element method- 
based COMSOL Multiphysics platform [62] to accurately model the 
LIPSS formation dynamics with results presented in the next section. 

3. Discussion 

3.1. Single pulse theory 

We examine the results of the presented multiphysics simulations in 
two parts. This section is dedicated to single pulse simulation analysis 
which leads to a minimum trench depth on the surface that is very 
difficult to measure, due to its small size, and to compare with the 
theory. In the next section, we discuss the results of multiple pulse 
simulations that lead to deeper trenches and are more appropriate to be 
compared with experiments based on the actual LIPSS fabricated sam
ples produced as a function of the laser pulse count. Fig. 4(a) demon
strates the induced lattice temperature computed at the maximum value 
for a single laser pulse (t 3τp = 105fs), where the periodic heating dis
tribution due to the SPP formation is clearly shown. Since the experi
mentally used laser focal spot (w) is very large compared to our 
simulation domain, it can be safely assumed that all the LIPSS corru
gations created in our 2D simulation domain receive roughly the same 
amount of energy from the laser. Hence, the Gaussian part of the source, 
SGaussian, is uniformly distributed in our simulation domain. 

According to the TTM theory, the electrons’ energy is transferred to 
the material lattice giving rise to increased lattice temperature as time 
progresses. Fig. 4(b) shows our calculations of the electron and lattice 
temperatures (Te and TL) as a function of time at the center point of the 
geometry presented in Fig. 4(a) (Point P). The electron temperature 
reaches tens of thousands of degrees in an ultrafast femtosecond time 
interval (duration of the pulse). These high-energy electrons (a.k.a., hot 
electrons) transfer their energy to the lattice at later times on the pico
second timescale. Eventually, Te and TL converge to the same value, as 
can be seen in Fig. 4(b). 

The remaining results presented in Fig. 4(c)-4(e) are focused on the 
zoomed in area in the middle part of Fig. 4(a). These results provide a 
better understanding of the underlying physics under single laser pulse 
illumination. More specifically, the colormap in Fig. 4(c) demonstrates 
the lattice temperature distribution at a later stage of the time-domain 
simulation (t = 1300fs), where the induced velocity vectors are also 
depicted in the same figure as white arrows. The arrows are proportional 
to the magnitude of the local velocity at each point. The material is 
removed from the system only at high lattice temperature values where 
increased velocity is present. The direction of the velocity vectors is a 
direct indication of the competition between the recoil pressure and 
Marangoni effect. The recoil pressure exerts force along the melted 
surface and pushes the material from the LIPSS trenches to the ridges. 
The Marangoni effect also happens at the same time because there is a 
surface tension gradient due to the temperature dependent nature of 
surface tension. The surface effects of the recoil pressure and Marangoni 
effect are more clearly demonstrated in Fig. 4(e) where the colormap of 
the velocity values for the same time snap as in Fig. 4(c) at t = 1300fs is 
presented. At the center of the LIPSS trench, the material is pushed down 
with higher velocity fields. Similarly, the material is expelled to the 
LIPSS ridges which introduces higher velocity vector fields at each side 
of the LIPSS trench. Finally, Fig. 4(d) shows the created LIPSS at the end 
of the first pulse when the system reaches thermal equilibrium (or t→∞), 
i.e., room temperature, as it is obvious from the temperature colormap. 
We have defined t→∞ as the time it takes for the domain to reach room 
temperature (T0 = 300K). In our model, t→∞ is taken at 100ns. It is 
important to mention that at large pulse duration (nanosecond or 
millisecond) the competition between the recoil pressure and Marangoni 
effect has enough time to push the melted material away from the trench 
to the ridges during the LIPPS formation process. This results in an 
elevated morphology above the initial flat metallic surface even at low 
laser intensity. However, the presented femtosecond pulse laser excita
tion occurs in an extremely short time duration for the Marangoni effect 
and recoil pressure to take the full effect, although extremely small el
evations are still obtained in the geometry but are not visible in current 
results. 
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3.2. Multiple pulse theory 

The laser repetition rate used in our experiments is 50Hz. However, it 
is extremely computationally intensive to consider the 1

50 Hz = 20ms 
duration between each laser pulse to be able to model multiple pulses 
considering the fact that the pulse duration is on the order of femto
seconds. Note that the time is long enough between each pulse for the 
system to reach room temperature before the start of the next pulse. 
Therefore, in our simulations, we consider the start of consecutive laser 
pulses to be when the system reaches room temperature, i.e., thermal 
steady state (t→∞), which happens at much shorter time scales than the 
20 ms spacing between pulses for the experimentally used repetition 
rate. This adjustment makes our multiphysics simulation possible for 
higher number of laser pulses while accurately corresponding to the 
appropriate experimental conditions. Fig. 5(a) depicts 2D views of the 
LIPSS formation dynamics when different number of laser pulses are 
applied to the system but always plotted at the end of the last pulse in 
each view. These results are obtained at room temperature (end of 
pulses) when there is no longer any material removal, and the system 
has reached its thermal steady state with zero material velocity. The 
maximum indentation depth into the material after ten pulses is about 

95nm. The indentation depth becomes 112nm, 132nm, 168nm, and 
208nm after fifteen, twenty, thirty, and forty pulses, respectively. Fig. 5 
(b) depicts a 3D “top” view elongated towards the y-axis of the simulated 
LIPSS formation at the maximum induced temperature of the 10th laser 
pulse, i.e., not at thermal steady state. Additionally, Fig. 5(c) illustrates 
the 3D velocity distribution map at the peak temperature of the 10th 
laser pulse under the same view angle used in Fig. 5(b). Again, the traces 
of the competition between recoil pressure at the trench center and 
Marangoni effect at the ridges are clearly depicted due to the higher 
material velocity fields in these regions. 

3.3. Experiments and theory comparison 

Next, we perform experiments with the goal of verifying the theo
retical results. Eight mirror finished (average roughness of 122nm) 
stainless steel 304 (mainly composed of iron 65 – 75 % by weight) 
samples were illuminated by a Ti:sapphire femtosecond laser (Coherent 
Legend) delivering pulses with a duration of 35 fs and 800 nm central 
wavelength. The Gaussian beam was focused to a 1/e2 diameter of 1.05 
mm in all of the experiments. Single spots were illuminated with the 
pulse energy fixed at 1,010 μJ, resulting in a peak laser fluence of 0.23 J/ 
cm2. The laser repetition rate was reduced from 1 kHz to 50 Hz using a 

Fig. 4. (a) Induced lattice temperature distribution at the laser pulse maximum value time t = 3τp observed in x-z plane. (b) Computed electron and lattice tem
peratures (Te and TL) as a function of time monitored at Point P of Fig. 4(a). (c) Induced lattice temperature distribution in the zoomed area of LIPSS at a later stage in 
the time-domain simulation (t = 1300fs). The white arrows are the induced velocity vectors. (d) Temperature distribution and surface profile of the maximum depth 
trench when the sample has reached thermal steady state, i.e., room temperature. (e) Velocity magnitude distribution monitored at the same time as (c) (t = 1300fs). 
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phase-locked chopping wheel. The total number of pulses was controlled 
using a fast mechanical shutter with an open and close time faster than 
the 20 ms spacing between pulses. Spots were created in pulse count 
increments of 10 ranging from 10 to 60. Scanning electron microscopy 
(SEM) images taken at the center of the resulting craters on the sample 
surface are shown in Fig. 6. In particular, Fig. 6(a) demonstrates that 
after 10 pulses ripples start to faintly appear over the entire metallic 
surface. Between 20 and 30 pulses, the ripples start growing deeper and 
taking on the initial LIPSS shape. For pulse counts greater than 30 (Fig. 6 
(d - f)), the ripples appear fully formed and only continue to increase in 
depth for additional number of pulses. The LIPSS period is measured 
from the SEM images to be equal to 614.5 ± 39.0 nm, which coincides 
with the excited SPP period along this metallic surface as was shown in 
various previous works [12,22,32]. 

The small size of the LIPSS corrugations makes them difficult to 
measure using most surface roughness analysis techniques. Therefore, 
an atomic force microscope (AFM, Bruker Innova) was used to accu
rately measure the depth of the ripple trenches in order to compare the 
experimental results with the simulations. The AFM scans were taken for 
an area of 10 μm × 10 μm. An example of an AFM scan is included in 
Fig. 6(i) for the case of 20 laser pulses. The goal of the currently pre
sented work is to provide an accurate theoretical model to explain the 
experimental LIPSS results. Towards this goal, we compute the depth of 
the resulted LIPSS trenches by using our simulation approach and 

compare the results with the experimentally derived values taken from 
AFM measurements. Fig. 7 is the resulting plot of the LIPSS trench 
maximum depth computed by theory (red dots) and AFM experiments 
(black dots) as a function of number of pulses in increments of ten pulses 
when the laser fluence value is always fixed to 0.23J/cm2. The simula
tion results are in excellent agreement with AFM measurements. It 
should be noted that the stainless-steel alloy 304 sample used in the 
experiments has an average roughness of 122nm before being laser 
processed. Hence, we always subtract this unavoidable roughness from 
the AFM measurements of the fabricated LIPSS trench average 
maximum depth to achieve a fair comparison with theory. The results 
presented in Fig. 7 provide direct proof that the developed full-wave 
multiphysics theoretical model is accurate and can precisely predict 
the experimentally obtained results. The modulation depth increases an 
average of 30.8 nm for every 10 pulses, or 3.08 nm per pulse, which also 
agrees to our simulation results depicted in Fig. 5(a). These type of AFM 
measurements offer valuable insights into the dynamics of FLSP for
mation in metals, especially when combined with the currently pre
sented multiphysics theoretical modeling. 

Finally, it is worth mentioning that the presented theoretical model 
has been realized by using frequency domain electromagnetic wave 
simulations and the time dependent laser source is introduced only in 
the thermal analysis. A more rigorous model will incorporate fully time 
dependent electromagnetic wave computations efficiently coupled to 

Fig. 5. (a) Snapshots of the central LIPSS area induced by 10, 15, 20, 30, and 40 pulses plotted in the x-z plane. These results are obtained at room temperature when 
thermal steady state is reached. (b) Lattice temperature and (c) material velocity 3D distribution maps plotted at the peak temperature of the 10th pulse (not thermal 
steady state). 
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the already time dependent heat dissipation calculations. Furthermore, 
the current model is restricted to pulse counts less than one hundred 
owing to the high computational cost and increased calculation time 
required to perform the presented modeling. Further work to realize 
efficient simulations with pulse counts greater than one hundred will 
require different computational modelling approaches than the current 
one, such as the level-set method [63] where there is no moving mesh 
incorporation and, as a result, the simulations become much faster. 
Moreover, in this work, we did not study the roughness and other defects 
on the initial flat metallic surface. The study of roughness is of essential 
importance to explain the initial SPP formation dynamics and will be the 
subject of our future work. 

4. Conclusions 

We have fabricated various LIPSS samples on stainless steel 304 with 
different laser pulse counts and a fixed laser fluence. For each sample, 

the average value of the resulting maximum LIPSS trench depth has been 
measured by using the accurate AFM method applied to metallic LIPSS 
for the first time in the literature to our knowledge. The experimental 
results are verified by a new multiphysics simulation-based modeling 
approach. In our theoretical framework, we incorporate the two- 
temperature model for the simulation of the complicated non- 
equilibrium heat dynamics induced by the ultrashort femtosecond 
laser illumination of metals. Computational fluid dynamics modeling is 
also incorporated in our theoretical approach to accurately simulate the 
ultrashort laser pulse interaction with metal for high number of pulses 
resulting to deformations in the metallic surface and LIPSS creation. The 
results of the presented full-wave multiphysics simulations are in 
excellent agreement with the AFM-measured LIPSS morphology data. 
More specifically, the simulations can accurately predict the maximum 
LIPSS trench depth for increasing number of incident laser pulses. The 
currently presented theoretical method is general and can be applied to 
different materials (metals, semiconductors, dielectrics) just by 

Fig. 6. (a)-(f) SEM images of LIPSS produced with varying number of laser pulses: (a) 10, (b) 20, (c) 30, (d) 40, (e) 50, and (f) 60. The polarization of the incident 
laser pulse for (a) – (f) is indicated by the double arrow in (a). (g)-(h) SEM images of the unprocessed material. (i) AFM scan of LIPSS formation after 20 laser pulses. 
The scan size in (i) is 10 μm × 10 μm. 
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changing the parameters introduced in the model. It can be a very useful 
theoretical tool to predict the LIPSS formation dynamics that can be used 
in various applications, such as electromagnetic absorbers and radiative 
cooling thermal control devices [64,65]. 
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