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A B S T R A C T

We propose a probabilistic voxel carving algorithm to efficiently reconstruct 3D models of maize plants and
extract leaf traits for phenotyping. Traditional voxel carving algorithm is restricted to a limited number of
views and usually requires multiple coordinated cameras in the imaging setup. They are also not robust small
movements of the object, which introduce noise into the data. These imperfections in data collection can lead
to large regions of the object being carved away during the voxel carving process, leading to incomplete and
disjoint objects. We have developed a probabilistic voxel carving algorithm to overcome these challenges. In
this approach, instead of carving out or keeping a voxel in a binary manner, we associate a probability of a
voxel corresponding to it being part of the plant. We then use a user-defined probability cutoff to obtain the
final voxelized plant geometry. We optimize the data collection procedure by adopting a rotating base to hold
the plant and then capturing videos of the rotating plants, thereby obtaining an arbitrary number of views by
extracting the image frames. Additionally, we leverage GPU computing to implement our voxel carving and
trait extraction pipeline for a large dataset with over 1000 maize plants with high voxel resolutions (such as
10243). Our results demonstrate that our algorithm is robust and can handle an arbitrary number of views,
and can automatically extract plant traits such as the number of leaves and leaf angles. Our approach shows
that 3D reconstructions of plants from multi-view images can accurately extract multiple phenotypic traits,
enabling better plant breeding programs.
1. Introduction

Current trends in global crop yield improvement need to increase to
meet the expected demand for crop production, which is projected to
double from 2005 to 2050 (Tilman et al., 2011; Ray et al., 2013). Previ-
us studies have established that leaf traits and other features of canopy
rchitecture are closely related to crop yield (Westgate et al., 1997;
ammer et al., 2009). Developing high-yielding crops requires under-
tanding the interplay among various traits across diverse genotypes,
nvironments, and crop management systems to understand the genetic
nderpinning resulting in this diversity. This information can assist
reeders in developing crops with specific architectural characteristics.
ut the optimal plant architectures under specific environments and
rop management systems are unknown. Absent these ideotypes (Mock
nd Pearce, 1975), breeders must select genotypes based on empiri-
al crop performance data. However, traits such as leaf angle, plant
eight, total leaf number, etc., can be inputs for process-based crop
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models (Kimball et al., 2023) that could guide breeding decisions. In
addition, accurate 3D reconstructions of the crop canopies of diverse
genotypes would enable the modeling of traits such as light interception
that could also contribute to breeding decisions, potentially further
increasing rates of genetic gain.

Manual trait extraction and analysis can be tedious and time-
consuming for plant phenotyping tasks. High-throughput phenotyping
utilizes various methods that use computer vision and 3D recon-
struction techniques. Computer vision techniques extract traits from
multiple 2D images. However, these techniques may not estimate the
plant traits correctly due to projecting the 3D structures onto 2D
images (McCormick et al., 2016). Alternatively, extracting traits from
the 3D reconstruction of the plant is shown to be more accurate.
However, obtaining the 3D geometry of the plant is challenging. LIDAR
scanning is the most common technique to obtain a 3D point cloud of
the plants, which can then be used for trait extraction (Paulus et al.,
vailable online 28 September 2023
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2014; Garrido et al., 2015; Thapa et al., 2018). However, a high-quality
LIDAR sensor is significantly more expensive than a digital single-lens
reflex (DSLR) camera with high resolution and imaging capabilities.
In addition to cost-related concerns, the lack of data and noise in
certain regions of plants may cause the reconstruction algorithm to
fail (Gaillard et al., 2020). A possible alternative is to collect multiple
views of the plant and reconstruct the 3D geometry from these views.
For example, the structure from motion (SFM) method (Quan et al.,
2006; Lou et al., 2014) uses conventional moving RGB cameras to
reconstruct the plant geometry. However, this method has the same
reconstruction problems as using LIDAR scanning.

Another example of 3D reconstruction is voxel carving or space
carving, a well-developed approach for 3D visual hull reconstruction
from multiple views of an object using silhouettes or segmentation
masks (Schultze et al., 2012; Kutulakos and Seitz, 2000; Yamazaki
et al., 2007). This method has been successfully used in plant pheno-
typing to reconstruct plants from 2D images (Prakash and Robles-Kelly,
2008; Tabb, 2013; Klodt and Cremers, 2015; Golbach et al., 2016;
Cabrera-Bosquet et al., 2016; Roussel et al., 2016; Scharr et al., 2017;
Tross et al., 2021). Voxel carving is suitable for a typical plant science
lab setting because the camera positions are fixed and can be care-
fully calibrated. Voxel-carving-based approaches also perform well in
reconstructing small features or parts of plants such as seeds (Klodt and
Cremers, 2015; Golbach et al., 2016; Roussel et al., 2016). However,
while reconstructing larger plants such as maize, voxel carving can only
be performed with a limited number of views (Cabrera-Bosquet et al.,
2016; Tross et al., 2021). It is not robust for reconstructing large 3D
structures from many views, such as 15 or more. This limitation arises
from small deviations in the location of the parts of the plant between
the views, particularly if the views are not captured using multiple
coordinated cameras. Previous researchers have explored statistical
methods to improve the carving results, given that this uncertainty
exists during the data collection. Prakash and Robles-Kelly (2008)
presented a semisupervised approach to space carving with only one
manually obtained silhouette. Tabb (2013) used silhouette probabil-
ity maps as input and proposed a local minimum search algorithm
to reconstruct thin objects such as leaf-less plants. In our case, the
uncertainty mainly originates due to the vibration of leaves during the
video-capturing process and imperfections in the segmentation process.

To overcome this limitation, we have developed a probabilistic
voxel carving algorithm. In this algorithm, instead of carving out or
keeping a voxel in a binary manner, we associate a probability of a
voxel corresponding to it being part of the plant. We then use a user-
defined probability cutoff to obtain the final voxelized plant geometry.
The probabilistic voxel carving algorithm enables the development of
a streamlined data collection pipeline. We can obtain an arbitrary
number of views by mounting the plant on a rotating platform and
using a fixed camera. This approach significantly reduces the setup cost
without limiting the number of views we can obtain. This approach
is inspired by previous works using either a rotating platform or a
conveyor belt for automatic imaging (Junker et al., 2015; Ge et al.,
2016; Cabrera-Bosquet et al., 2016; Thapa et al., 2018).

Even though voxel carving is faster than SFM at low resolutions
Gaillard et al., 2020), it is still challenging to scale it up to the
igavoxel (10243) range for larger plants. In recent years, there has
een some work on developing an octree data structure (Klodt and
remers, 2015) for accelerating the process. In another recent study on
he 3D reconstruction of plant shoots, Scharr et al. (2017) demonstrated
hat octrees could speed up the computations by two orders of magni-
ude compared to less efficient implementations. Simultaneously, GPU
omputing has emerged as a powerful tool for accelerating geomet-
ic operations. The voxel carving algorithm is already embarrassingly
arallel, and hence GPU computing can be a promising approach for
ccelerating the 3D reconstruction without the need for specialized data
tructures such as octrees. In our work, we use the GPU to compute the
2

ransformations for each voxel in parallel, which significantly speeds a
p the voxel carving process and ultimately improves the efficiency
f plant phenotyping studies. However, one of the challenges in de-
eloping a GPU algorithm without specialized data structures is that
he memory requirements are high, and a large resolution voxel grid
such as 10243) may not fit into the GPU memory. To deal with large
esolutions, we perform space partition on the voxel grid and perform
he voxel carving in batches on the GPU.
After reconstructing the plant model using GPU-accelerated proba-

ilistic voxel carving, we extract morphometric traits (Gaillard et al.,
2020), including the number of leaves, the leaf-stalk angles, the dis-
tribution of leaves, and inter-node distances. These traits can be used
to develop functional, structural models to identify the optimum plant
architecture for a specific location and environment (Soualiou et al.,
2021). In maize, for example, leaf orientation has been shown to play
a role in crop productivity. In an investigation, Pendleton et al. (1968)
manipulated the leaf angle of a commercial hybrid and demonstrated
that grain yield increased with a more upright leaf orientation. In
another study, Pepper et al. (1977) evaluated nine maize inbreds
with different leaf orientations, revealing that genotypes with upright
leaves had yield advantages only at high leaf area indices. Addition-
ally, apparent photosynthesis measurements on individual corn leaves
showed that the relative efficiency of CO2 fixation per unit of incoming
sunlight increased as leaf angle decreased. These researches suggest
that leaf orientation and canopy shape are important traits to consider
in breeding programs.

To summarize, we developed a streamlined process for reconstruct-
ing the 3D plant geometry from a video of a rotating plant using
probabilistic voxel carving. The main contributions of this work are:

1. A probabilistic voxel carving method to reconstruct the 3D
model of a plant efficiently, leveraging multiple views captured
by recording a video of the plant rotating at a constant speed.
Compared to earlier approaches, this method can perform robust
3D reconstruction with an arbitrarily large number of views.

2. Robustness of the algorithm to noise in the data. We achieve
this by introducing a probability threshold in the algorithm
and image processing methods, such as dilation on the binary
silhouette masks.

3. Acceleration of the voxel carving and trait extraction pipeline
using GPU computing and voxel grid partitioning, which enables
gigavoxel carving on a large dataset with over 1000 individual
plants.

4. Automatic trait extraction from the reconstructed plants for a
large-scale plant dataset.

The source code of the whole pipeline, including data preprocessing,
voxel carving, and trait extraction, will be available as open-source
software.

The remainder of this paper is structured as follows. In Section 2,
we provide a detailed exploration of each step in the 3D maize plant
reconstruction pipeline, including data collection (Section 2.1), image
projection (Section 2.2), voxel carving using our probabilistic algorithm
(Section 2.3) the GPU accelerated version (Section 2.4), as well as
trait extraction (Section 2.5). In Section 3, we present the results of
alidation experiments and performance evaluation. The paper con-
ludes with a summary and discussion of future research directions in
ection 4.

. Methods

Our approach (Fig. 1) employing probabilistic voxel carving to
btain phenotypic traits of maize plants consists of capturing a video of
he plant on a rotating base and extracting its frames to obtain the cor-
esponding segmentation masks. Next, we implement our probabilistic
oxel carving algorithm to obtain a 3D model of the plant. Finally, we
keletonize the 3D model and extract the traits of the plants. In the
ollowing sections, we briefly review the related background, explain
he data collection process, and describe our probabilistic voxel carving

lgorithm in detail.
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Fig. 1. Overview of our probabilistic voxel carving approach to obtain phenotypic traits. (1) Video Frame Extraction: We capture a video of the plant rotating inside to obtain
multiple views based on the desired number of views and the rotation speed of the plant. (2) Segmentation: Segmentation is performed on the extracted frames in the HSV color
space to obtain binary silhouette masks. (3) Voxel Carving: We apply our proposed probabilistic voxel carving algorithm to generate the 3D model of the plant. (4) Skeletonization:
We post-process the reconstructed 3D model to compute the skeleton. (5) Trait Extraction: We extract the plant’s phenotypic traits from the skeletonized model.
Fig. 2. Maize plants harvesting and imaging station setup. (a) Labeling plants with unique ID tags during the harvesting process. (b) The setup for capturing videos of the maize
plants. The imaging station is set up in a barn near the maize field. (c) The rotation base (Grizzly Industrial Inc., 2022). (d) The maize plant is fixed on the rotation base.
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2.1. Data collection

The input to our probabilistic voxel carving algorithm is a video
of the target maize plant rotating at a constant speed. We capture
a complete video of the plant rotating at a steady speed, providing
a continuous 360◦ view of the plant. The imaging studio setup for
capturing the video is shown in Fig. 2. A custom fixture was designed
and combined with a 4 − 3∕8 inches power rotary table to enable the
plants to rotate. We use a digital single-lens reflex (DSLR) camera to
capture the video. Our approach of using video capture significantly
simplifies the data capture process, unlike other works that capture the
different views of the plants from multiple viewpoints. We can extract
the frames corresponding to different views from the captured video
based on the rotation speed. Using our setup, we can extract one frame
for every angle degree (1◦). This setup enables us to obtain almost
n arbitrary number of distinct views for performing the probabilistic
oxel carving. Examples of the extracted frames at different angles are
epicted in Fig. 3.
Voxel carving requires a binary mask of the plants from the images.

We perform color segmentation on the extracted frames using the HSV
color space to obtain the masks. The HSV color space provides a better
representation of the base color regardless of the lighting changes in
the environment, as it separates color information from the intensity.
We start by converting the RGB images to HSV color space and then
defining the range of the color we want to segment out, which is green
for our maize plants. This segmentation yields binary masks of the
images, where the green plant area is labeled as 1 (black color) while
3

r

the other areas are labeled as 0 (white color). These binary masks are
used as inputs for probabilistic voxel carving.

We must identify each leaf and its closest stalk segment to calcu-
late the leaf-stalk angles during trait extraction. However, obtaining
the stalk segment directly from the 3D model of the complete plant
obtained after voxel carving using geometry-based methods is challeng-
ing. This is because the stalk could be bent in 3D space and might
require careful segmentation to obtain the geometry. Therefore, we use
a deep learning method to generate binary masks for the pseudo-stalk.
These masks are then used to reconstruct the pseudo-stalk of the plant.
To perform the stalk segmentation, we use a feature pyramid network
(FPN, Lin et al. (2017)) architecture with ResNet34 (He et al., 2015) en-
oder. We use the pre-trained weights from the ImageNet dataset (Rus-
akovsky et al., 2015) and the Dice loss function (Sudre et al., 2017).
lease refer to Appendix for additional details on the architecture of
he deep network and examples of the stalk segmentation.
To validate the accuracy of our trait extraction results, particularly

he stalk-leaf angles, we manually measured the stalk-leaf angles for all
eaves on a small set of maize plants selected at random. The leaf angle
s defined as the angle between the vectors of the leaf and the stalk in
heir growing directions. We use a protractor to measure the leaf angle
nd document the raw data in degrees.

.2. Image projection for voxel carving

An image is commonly represented as a discrete grid of pixels,
hereas a volume can be represented as a grid of volume elements,
eferred to as voxels. Voxel carving is a 3D reconstruction technique
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Fig. 3. Extracted frames from the captured video of the maize plant at different view angles.
Fig. 4. The pinhole camera model and its corresponding viewing frustum.
Fig. 5. The mathematical representation of the pinhole camera model.

hat involves carving out voxels that do not belong to the object from
3D voxel grid. In voxel carving, each camera view is processed to
enerate a segmentation mask, which typically involves thresholding
echniques to create a binary mask that separates the object from the
ackground. The segmentation masks generated from images are then
rojected into the 3D voxel grid to carve out portions of the object.
ach voxel is assigned a binary value based on whether it is inside or
utside the object, as defined by the mask.
Voxel carving utilizes the 2D projection transformation from 3D.
e use the pinhole camera model to formulate the projection trans-
ormation that maps 3D points to 2D points. Fig. 4(a) illustrates the
pinhole camera model, which can be simplified to a viewing frustum,
as shown in Fig. 4(b). We obtain this frustum by taking the pinhole as
the reference point and flipping the projected plane (film) to the same
side of the target object.

The viewing frustum can be further abstracted and mathematically
represented by a model shown in Fig. 5. Let 𝐗𝐰 denote the 3D coor-
dinates of a point in the world coordinate system, and let 𝒙 denote its
corresponding 2D coordinates in the image coordinate system. Using
a camera matrix 𝐏, we can relate 3D points to 2D image points. The
4

camera matrix can project any 3D points to the image plane according
to Eq. (1).

𝒙 = 𝐏𝐗𝐰 (1)

In general, as shown in Fig. 6, the pinhole camera model consists
of three coordinate systems: the world coordinate system, the camera
coordinate system, and the image coordinate system. The camera ma-
trix 𝐏 describes the transformations between these coordinate systems.
Specifically, the camera matrix can be decomposed into the intrinsic
matrix 𝐊 and the extrinsic matrix [𝐑|𝐭].

𝐏 = 𝐊[𝐑|𝐭] (2)

𝐊 =
⎡

⎢

⎢

⎣

𝑓𝑥 0 𝑝𝑥
0 𝑓𝑦 𝑝𝑦
0 0 1

⎤

⎥

⎥

⎦

(3)

𝐗𝐜 = [𝐑|𝐭]𝐗𝐰 (4)

𝒙 = 𝐊𝐗𝐜 (5)

Here, the 3 × 4 extrinsic matrix [𝐑|𝐭] specifies the transformation
from points in world coordinates 𝐗𝐰 to camera coordinates 𝐗𝐜 (Eq. (4)).
It consists of a 3 × 3 rotation matrix 𝐑 and a 3 × 1 translation vector
𝐭. On the other hand, the 3 × 3 intrinsic matrix 𝐊 maps 3D camera
coordinates 𝐗𝐜 to 2D homogeneous image coordinates 𝒙, as defined in
Eq. (5). The intrinsic parameters of 𝐊 include the focal length 𝑓𝑥 and 𝑓𝑦
as well as the principal point (𝑝𝑥, 𝑝𝑦), both in pixels, as seen in Eq. (3).

The intrinsic and extrinsic parameters of the camera can be deter-
mined using camera calibration (Zhang, 2000). During camera calibra-
tion, a set of known 3D points in the world are imaged by the camera
to obtain their corresponding 2D image coordinates. The camera matrix
can be calculated by knowing the true 3D positions of these points
and their observed 2D positions in the image. In our imaging station

(b), the locations of the camera and the rotating
setup shown in Fig. 2
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Fig. 6. The transformations from the world coordinate system to the camera coordinate system (left) and the camera coordinate system to the image coordinate system (right).
Fig. 7. Calculate IoU to validate the voxel carving result. We perform reprojection of the 3D model onto a 2D plane, with a randomly selected view angle that has not been used
n the voxel carving process. Subsequently, we compare the resulting reprojected mask with the corresponding ground truth mask and compute their Intersection over Union (IoU)
core.
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ase are fixed. Therefore, obtaining an accurate camera matrix through
alibration is straightforward. For the extrinsic matrix, we can obtain
he values based on the rotation angle of the plant relative to the first
rame. The rotation matrix 𝐑 is updated based on each view angle. Once
e have the camera matrix 𝐏, we can use it to reconstruct the 3D object
rom its 2D images.
To validate and evaluate the accuracy of our output models, we

eproject our output models back to the 2D plane and calculate the
ntersection over Union (IoU) score between the reprojected masks and
round truth masks (Fig. 7). IoU, also known as the Jaccard index,
s a common evaluation metric used in object detection and segmen-
ation tasks to measure the overlap between the predicted bounding
ox/segmentation mask and the ground truth. The IoU score is cal-
ulated as the ratio of the intersection of the predicted bounding
ox/segmentation mask and the ground truth to the union of both. The
ormula for IoU can be expressed as:

oU = Area of Intersection
Area of Union (6)

ere, the Area of Intersection is where the predicted bounding box/
egmentation mask overlaps with the ground truth, while the Area
f Union is the total area covered by both the predicted bounding
ox/segmentation mask and the ground truth. Specifically, the Area of
ntersection represents the number of object pixels correctly classified.
he Area of Union, on the other hand, is the total sum of the number of
bject pixels correctly classified, the number of empty pixels classified
s objects, and the number of object pixels classified as empty. The IoU
core ranges from 0 to 1, where 0 indicates no overlap between the
redicted and ground truth, and 1 indicates a perfect overlap. A higher
5

oU score, in our case here, indicates a better-reconstructed 3D model. t
.3. Probabilistic voxel carving algorithm

In this section, we provide a detailed description of our probabilis-
ic voxel carving algorithm. Our probabilistic voxel carving approach
ddresses uncertainty in the 3D reconstruction process caused by noise,
ibrations in the data, and the need to handle a large number of
mages. In contrast to traditional voxel carving methods (presented
n Section 2.2) that rely on binary 0–1 output and may result in
ncomplete models due to input deformations or noise, our technique
ssigns a probability value between 0 and 1 to each voxel in the recon-
truction. These probability values represent the likelihood of a voxel
elonging to the reconstructed object, with higher values indicating
reater confidence and lower values implying less certainty.
We begin the probabilistic voxel carving with a data preparation

tep that involves creating a set of binary segmentation mask images
rom multiple object views (We provide more information on segmen-
ation in Section 2.1). Once the masks are obtained, we start the voxel
arving algorithm by initializing a voxel grid with each voxel value
et to a probability 1. Given the viewing angle, each voxel center is
rojected onto the 2D image plane where the 2D image (binary mask
mage) lies. The projected point is checked to determine whether it lies
nside the object or not.
In the traditional voxel carving method, voxels that project to pixels

nside the object contour in all images are classified as object voxels
nd kept, while others are deleted (or carved out). This is achieved by
ssigning a true or false label to each voxel (0 or 1 value). In contrast,
ur probabilistic voxel carving algorithm reduces the voxel probability
alue by a factor of s, where 0 < 𝑠 ≤ 1, for voxels not projected inside

he object instead of discarding them directly. The parameter 𝑠 can
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Algorithm 1: Probabilistic Voxel Carving (CPU)
Input : Voxel grid dimensions: 𝑚, 𝑛, 𝑙

Threshold 𝜏
Number of views 𝑁
Silhouette mask set 𝐈
Dilation kernel size 𝛿 pixels
Intrinsic parameters of the camera 𝐊

Output: Voxel grid of size 𝑚 × 𝑛 × 𝑙
Initialize:
Reduction step 𝑠 = 1∕𝑁 .
/* 𝒖 represents the probability density for the voxel

grid and 𝒗 represents the coordinates for the
voxel centers */

Voxel Probability, 𝒖 = 𝟏𝑚×𝑛×𝑙
𝒗 = 𝑚𝑒𝑠ℎ𝑔𝑟𝑖𝑑(𝑚, 𝑛, 𝑙)
Run:
for each view 𝑤 = 0 ∶ 𝑁 do

/* Dilate the silhouette mask 𝐈𝑤 by 𝛿 pixels */
𝐈′𝑤 = 𝐷𝑖𝑙𝑎𝑡𝑒(𝐈𝑤, 𝛿)
/* Calculate the camera matrix 𝐏𝑤 given the view

angle. */
𝐏𝑤 = 𝐊[𝐑𝐰|𝑡] /* The following operations below are

running using vectorized operations */
/* Project 𝒗 back to 𝐈𝑤: */
𝒙 = 𝐏𝑤𝒗
if 𝒙 is not in silhouette 𝐈𝑤 then

𝑢 = 𝑢 − 𝑠
end

end

be computed as 𝑠 = 1∕𝑁 , where 𝑁 is the number of views used to
econstruct the model. A threshold 𝜏 is then set to determine whether
voxel is considered an object voxel after the carving process. If the
oxel value is not less than 𝜏, it is regarded as part of the 3D object.
he complete algorithm is presented in Algorithm 1. This approach
f reducing the value of each voxel based on the probability of 𝑠 =
∕𝑁 enables us to handle inconsistencies between the views caused by
actors such as mild wind or vibrations.

.4. Parallel GPU algorithm

We leverage the graphics processing unit (GPU) to accelerate the
robabilistic voxel carving (PVC) process. GPUs have many specialized
rocessing cores that work together in parallel, providing a significant
peedup in computations compared to the CPU. This acceleration par-
icularly benefits PVC, which involves repetitive and compute-intensive
rojection operation for each voxel. Profiling the CPU code revealed
hat the iteration loop corresponding to the coordinate projection and
educing the probability of voxels (in Algorithm 1, the loop with
= 0 ∶ 𝑁) is the most compute-intensive step. Hence this step was
arallelized using the GPU.
The projection operation involves projecting voxel coordinates (𝒗𝑖𝑗𝑘)

nto 2D mask images and checking if the projected coordinates fall
ithin the plant area of the mask. If not, the corresponding voxel
robability is reduced by a factor of 𝑠 = 1∕𝑁 , where 𝑁 is the number of
iews. This compute-intensive step exploits the concept of Tensor Com-
rehension to execute on the GPU. Tensor Comprehension operations
re amenable to massively parallelized execution where each element
n the tensor is broadcast (copied) to several elements of another tensor
o perform computations simultaneously (e.g., a batch of matrix pairs,
ike 𝐏𝑤 and 𝑣𝑖𝑗𝑘, can be simultaneously multiplied by the use of Tensor
omprehension). While Tensor Comprehensions are implemented for
vectorized execution in the CPU, the numerous processing cores of
he GPU efficiently handle these operations in parallel. Therefore, the
rojection of all the voxels to the silhouette mask is implemented using
6

ensor Comprehension, resulting in faster execution on a GPU. m
Algorithm 2: Probabilistic Voxel Carving (GPU)
Input : Voxel grid dimensions: 𝑚, 𝑛, 𝑙

Threshold 𝜏
Number of views 𝑁
Silhouette mask set 𝐈
Dilation kernel size 𝛿 pixels
Intrinsic parameters of the camera 𝐊

Output: Voxel grid of size 𝑚 × 𝑛 × 𝑙
Initialize:
Reduction step 𝑠 = 1∕𝑁 .
/* 𝒖 represents the probability density for the voxel

grid and 𝒗 represents the coordinates for the
voxel centers */

Voxel Probability, 𝒖 = []
Pre-compute:
for each view 𝑤 = 0 ∶ 𝑁 do

/* Dilate the silhouette mask 𝐈𝑤 by 𝛿 pixels */
𝐈′𝑤 = 𝐷𝑖𝑙𝑎𝑡𝑒(𝐈𝑤, 𝛿)
/* Calculate the camera matrix 𝐏𝑤 given the view

angle. */
𝐏𝑤 = 𝐊[𝐑𝐰|𝑡]

end
Run:
/* First calculate the voxel batches */
(𝑚′, 𝑛′, 𝑙′) = 𝑐𝑒𝑖𝑙((𝑚, 𝑛, 𝑙)∕256)
/* For each voxel batch, perform voxel carving */
for 𝑖 = 0 ∶ 𝑚′ do

for 𝑗 = 0 ∶ 𝑛′ do
for 𝑘 = 0 ∶ 𝑙′ do

Initialize 𝒖𝑖𝑗𝑘 = 𝟏256×256×256, 𝒗𝑖𝑗𝑘 = 𝑚𝑒𝑠ℎ𝑔𝑟𝑖𝑑(𝑖, 𝑗, 𝑘)
/* Transfer the 𝒖𝑖𝑗𝑘 from CPU to GPU memory */
for 𝑤 = 0 ∶ 𝑁 do

/* Transfer 𝐈𝑤 from CPU to GPU */
/* The following operations below are

running on GPU */
/* Project 𝒗𝑖𝑗𝑘 back to 𝐈𝑤: */
𝒙𝑖𝑗𝑘 = 𝐏𝑤𝒗𝑖𝑗𝑘
if 𝒙𝑖𝑗𝑘 is not in silhouette 𝐈𝑤 then

𝑢𝑖𝑗𝑘 = 𝑢𝑖𝑗𝑘 − 𝑠
end

end
/* Transfer 𝒖𝑖𝑗𝑘 from GPU to CPU */
Append 𝒖𝑖𝑗𝑘 to 𝑢

end
end

end

In our GPU-based PVC algorithm (Algorithm 2), one of the crucial
aspects is the efficient data transfer between CPU and GPU memory.
Due to the lower capacity of GPU memory relative to the voxel size, the
algorithm implements space partitioning and breaks the voxel grid into
smaller batches of size (2563). The batch size has been chosen based
n the biggest chunk that could fit into the GPU memory in one data
tream. Transferring each batch (𝒖𝑖𝑗𝑘) from CPU to GPU memory allows
the voxel probabilities to be processed on the GPU, where the compute-
intensive projection operations take place. To create batches based on
the resolution and voxel size, a series of points on each dimension are
created; we then group these points into 256 size partitions and create
a batch mesh grid out of these partitions; For each batch, calculated
image masks transferred from CPU to GPU one by one and then carving
process occurred. Finally, we stacked up all the carved points and
returned them to the CPU again. Fig. 22 shows the processing time of
arving, specifying the time allocated for each step.

.5. Traits extraction

The reconstructed 3D model of the maize plant, along with the
odel of the stalk created from the pseudo-skeleton of the stalk,
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Fig. 8. Create masks for trait extraction. (1) The plants are shaking during the rotation. It is necessary to dilate the original masks to reduce disconnected components in
reconstructed models. The traits we need in our application are leaf count, leaf-stalk angle, and inter-node distance. Therefore the negative impact of dilation on our reconstruction
is acceptable. (2) For the pseudo-stalk masks, we apply dilation twice to obtain two sets of masks, differing in kernel size.
Fig. 9. After obtaining the dilated masks of the full plant, we use them to generate the 3D model of the entire plant. Next, we utilize the dilated stalk masks with a larger kernel
to crop the leaves, retaining only the parts connected to the stalk. We then skeletonize the cropped model and remove the stalk from it using the dilated stalk masks with a
smaller kernel, resulting in disconnected leaf components.
Fig. 10. Traits extraction and calculation. (a) Find the endpoints of a branch given the stalk’s top and bottom points. (b) Calculate the stalk-branch angle. (c) Calculate the
inter-node distances.
c
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allows us to automatically estimate morphometric traits, including the
position, angle, and count of the leaves. A segment of the leaves close
to the stalk is initially cropped out. Subsequently, the orientation of the
leaves relative to the stalk is identified, and the traits are estimated. An
overview of the trait extraction process is illustrated in Figs. 8–10.

To isolate the leaf segments, we employ a method that involves cre-
ating two masks by dilating the reconstructed stalk with two differently
sized kernels, as depicted in Fig. 8. The size of the smaller kernels
7

t

orresponds to the average width of the stalk, while the size of the
arger kernel depends on the average length of the leaf segment from
he center of the stalk. The dilation step is necessary to prevent gaps or
isconnected components from being introduced in the reconstruction.
ince the leaves are thin components, certain views might have mul-
iple components of the leaves due to the leaf thickness being smaller
han the pixel size. This might lead to multiple plant components in
he 3D reconstruction, making trait extraction challenging. Next, we
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Fig. 11. The stalk and leaves (branches) can be treated as disconnected components.
The number of components can then be counted to get the total leaf count.

crop out the portion of the full plant contained within the dilated stalk
with the large kernel, as illustrated in Fig. 9. We then skeletonize the
cropped-out plant and isolate the individual leaf segments by removing
the stalk from the skeleton using the dilated stalk with the small kernel.
The number of individual leaf segments (as shown in Fig. 11) is then
counted to calculate the number of leaves of the plant.

The orientation of the stalk and leaf segments is identified by
labeling the endpoints, as shown in Fig. 10(a). In the case of the stalk,
the lowest point in the vertical direction between the endpoints is the
bottom point. For the leaf segments, the point closest to the stalk (𝑃1)
is determined by computing the sum of distances from the endpoints to
the stalk endpoints and selecting the point with the lowest value. The
stalk is oriented from bottom to top, while the leaf segment is oriented
from the closest point (𝑃1) to the furthest endpoint (𝑃2).

We then proceed to identify the segment of the stalk near the
closest endpoint of the leaf and use principal component analysis
(PCA) (Jollife and Cadima, 2016) to determine the angle/direction of
the leaf segment and stalk. The angle between the two directions is
subsequently calculated, as depicted in Fig. 10(b). Finally, we order
the leaf segments based on the vertical coordinates of the closest
endpoints and assign the leaf number. The closest endpoints are treated
as nodes, and the distance between subsequent nodes is computed as
the inter-node distance, as shown in Fig. 10(c).

. Results

In this section, we present the results of performing the voxel
arving using a large dataset of more than 1000 plants. For our study,
nbred lines from the Shoot Apical Meristem (SAM) diversity panel
ere cultivated at the Curtiss farm at Iowa State University during the
ummer of 2022. We considered 350 lines/genotypes grown in a row
f 20 plants with two replicates each. Two plants from each row were
arvested when they reached vegetative maturity and transported to
n indoor room for video capturing.
To capture the video, a Canon EOS 5D Mark IV (DS126601) camera

ith a 24 mm lens was mounted on a tripod in portrait mode at 1.37 m.
he video was recorded at a resolution of 1080 × 1920 and a frame rate
f 30 fps. In total, 1070 plants were recorded, with each video taking
pproximately 3 min. The video-capturing process took approximately
3.5 h. The parameters of the intrinsic matrix for our imaging setup
re listed in Table 1.
Our implementation of the GPU algorithm utilized the PyTorch
8

ibrary version 1.12.1 for an NVIDIA GPU. For all the results in this
Table 1
The intrinsic parameters of the Canon EOS 5D Mark IV (DS126601) camera we used
during the experiment.
Camera parameters Values (pixel)

𝑓𝑥 1760
𝑓𝑦 2050

𝑝𝑥 612
𝑝𝑦 926

Table 2
The actual dimension of each resolution setup. We use 𝑟𝑒𝑠𝑋, the size in the X-axis of
the voxel grid to represent each resolution setup.
resX Actual dimension

32 32 × 57 × 32
64 64 × 114 × 64
128 128 × 228 × 128
256 256 × 455 × 256
512 512 × 910 × 512
1024 1024 × 1820 × 1024

Fig. 12. Accuracy results, i.e., the Chamfer distance and the Hausdorff distance of the
output model with respect to the number of views. Here, 𝑟𝑒𝑠𝑋 = 512, 𝛿 = 2, 𝜏 = 0.8.

ection, we used an NVIDIA A100 GPU with 80 GB VRAM running on
CPU with Intel Skylake Xeon processors with 512 GB RAM.
As a first step, we need to determine a suitable set of parameters

or the algorithm. These parameters comprise the number of views, the
esolution of the voxel grid, 𝑟𝑒𝑠𝑋 (or grid size), the dilation size, 𝛿 em-
loyed in binary segmentation mask preprocessing, and the probability
hreshold 𝜏 in the voxel carving algorithm. Our implementation of the
oxel carving algorithm can handle different resolutions. To maintain
consistent aspect ratio of the reconstructed plants, we increase the
esolution of the voxel grid along the height direction of the plant.
his will result in the voxels having a consistent cubical aspect ratio.
he exact resolution of the voxel grid for each resolution is shown in
able 2. For ease of discussion, we use the 𝑋-axis resolution, denoted
as 𝑟𝑒𝑠𝑋, to represent each resolution.

We performed a series of parameter-tuning experiments on a virtual
plant model to fine-tune and identify the parameters above. To evaluate
the effectiveness of our algorithm, we analyzed the Chamfer distance
and Hausdorff distance of our output model with respect to the number
of views and resolution of the voxel grid, using different combinations
of dilation, 𝛿, and threshold, 𝜏.

Chamfer and Hausdorff distances gauge the similarity between two
point sets. Chamfer distance (Fan et al., 2017) determines the mean
distance between each point in one point set and its nearest neighbor
in the other set. It is calculated by identifying the distance between each
point in one set and its closest neighbor in the other and averaging the
distances. Hausdorff distance (Huttenlocher et al., 1993), conversely,

evaluates the maximum distance between each point in one point
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Fig. 13. The reconstructed models of the synthetic plant (Ground Truth/Reference) for the corresponding numbers of views (#𝑣𝑖𝑒𝑤𝑠) in Fig. 12. Here, 𝑟𝑒𝑠𝑋 = 512, 𝛿 = 2, 𝜏 = 0.8.
Fig. 14. (a) The Chamfer distances and (b) the Hausdorff distances of the output models for different grid sizes of the voxels. Here the size of the bounding box remains the
same, so the resolution controls the grid size. 𝛿 is the dilation used in the binary mask preprocessing; 𝜏 is the threshold set in the algorithm (See Algorithm 1). The number of
views is fixed as 24.
set and its nearest neighbor in the other set. It is determined by
ascertaining the distance between a point in one set and its closest
neighbor in the other set and then selecting the maximum of these
distances. Chamfer and Hausdorff distances are routinely utilized to
assess the performance of point set registration algorithms and com-
pare the resemblance between point sets in object recognition and 3D
reconstruction tasks.

Fig. 12 demonstrates that augmenting the number of views en-
hances the precision of the carved model. A greater number of views
provides more information, which facilitates the creation of a 3D model
of the maize plant with finer details. The graph exhibits some leaps
as we increase the number of views. This is possible because when
only a limited number of view images are chosen, the angles at which
they are viewed may greatly impact the resulting model. Nevertheless,
we noticed that when a smaller set of views is included within a
larger set, the resulting model generated from the larger set of view
images tends to be more precise than that from the smaller one. Some
sample reconstructed models for the corresponding numbers of views
are shown in Fig. 13.

In Fig. 14(a) and (b), it is evident that carving with a smaller
grid size, i.e., a higher resolution of the voxel grid, generally yields
better results than carving with a lower resolution. The rationale is that
carving with a lower resolution tends to generate a coarser model. The
𝛿 = 2 and 𝜏 = 0.8 produce reasonably good results among the tested
combinations.

After determining the algorithm parameters, we validated the pro-
cess by reconstructing eight randomly selected maize plants with manu-
ally collected ground truth data on leaf numbers and leaf-stalk angles.
All eight plants we selected are shown in Fig. 15. We use 𝜏 = 0.8 as
a threshold and set every value below this to be zero to obtain the
9

final Binary voxelized model of the object for further trait extraction.
Table 3 compares the result of the number of leaves extracted by our
algorithm with the ground truth. The RMSE of the leaf count for these
eight sample plants is 1.84.

We use the marching cubes algorithm (Lorensen and Cline, 1987) to
create triangular mesh models of the carved voxel grid for rendering.
Fig. 16 compares the output models obtained using the traditional
voxel carving algorithm and our proposed probabilistic voxel carving
algorithm. In the traditional voxel carving algorithm, the object is
represented as a set of 3D voxels, each of which is either inside or
outside the object. However, this algorithm can be prone to errors due
to noise in segmentation masks and slight deformations in the object,
which can lead to disconnected components or holes in the resulting
models. As shown in Fig. 16(a), several parts of the plant are carved
away due to segmentation errors or vibrations of the plant during video
capture. Our probabilistic voxel carving algorithm considers the uncer-
tainty in the voxel labels. As seen in Fig. 16(b), our proposed algorithm
exhibits a significant improvement in resolving these reconstruction
errors, resulting in a more accurate representation of the plant.

Fig. 17 shows the output models with different combinations of
thresholds 𝜏 and the number of used view images in a matrix of 4 × 4. It
demonstrates the impact of the parameters on the algorithm’s behavior
and output’s visual quality. When the number of views is fixed, the
model tends to be finer as we increase the threshold. However, when
the threshold gets close to 1, the same noise issues in traditional voxel
carving appear, leading to disconnected components. When the thresh-
old equals 1, our algorithm turns into the traditional voxel carving
algorithm. Therefore, the selection of the threshold needs to balance
this trade-off.

We used volume rendering (Drebin et al., 1988; Kaufman and
Mueller, 2005; Shah et al., 2021; Young and Krishnamurthy, 2018)
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Fig. 15. The different samples of the maize plants used for validating the extracted traits using our framework.
Fig. 16. A comparison between results of traditional voxel carving and probabilistic voxel carving algorithms. The resolution is set as 𝑟𝑒𝑠𝑋 = 256 and the dilation 𝛿 = 2. The plant
we show here is Sample 1. (a) The result of the traditional voxel carving algorithm. A lot of disconnections can be spotted in the output model. (b) The result of the probabilistic
voxel carving algorithm with the threshold 𝜏 = 0.8.
Fig. 17. A 4 × 4 matrix of output models with different combinations of thresholds (𝜏) and the number of used view images (#𝑣𝑖𝑒𝑤𝑠). The resolution is set as 𝑟𝑒𝑠𝑋 = 256 and
the dilation 𝛿 = 2. The plant we show here is Sample 1. The green box marks the combination setting for the best output model we observed.
of the predicted probabilities for 3 sample plant geometries (Fig. 18)
o further demonstrate the effectiveness of our approach. The visu-
lization shows that areas with multiple leaves nearby have a lower
robability than other areas of the plants. It also demonstrates regions
hat would be carved off using the traditional voxel carving approach,
or example, the tips of the leaves or leaves farther away from the stalk,
hich are prone to vibrations during data collection.
Another trait that we evaluated is the leaf-stalk angle. Table 4 shows

he RMSE results of the leaf-stalk angle measurements. We noticed the
resence of a constant bias in angle measurement, as the extracted
ngles were typically larger than the ground truth values. This can be
ttributed to some consistent bias in the ground truth measurements
ince the leaf angles are very sensitive to the measurement plane.
10
However, the relative trend of the leaf angles with the plant height
is maintained. To remove this bias, we use mean-centered angles. The
mean-centered leaf angles as a function of normalized height are shown
in Fig. 19, which shows good agreement with the measurements.

We analyzed the impact of voxel grid resolution on the accuracy
of leaf-stalk angle estimation. Fig. 20 shows the mean-centered angle
error of eight sample plants at different voxel grid resolutions. Our
algorithms were executed across different resolution settings (Table 2),
including 𝑟𝑒𝑠𝑋 = 128, 𝑟𝑒𝑠𝑋 = 256, and 𝑟𝑒𝑠𝑋 = 512. Our results suggest
that a resolution setting of 𝑟𝑒𝑠𝑋 = 512 provides better angle estimation
than 𝑟𝑒𝑠𝑋 = 128 and 𝑟𝑒𝑠𝑋 = 256. This is because output models
with higher voxel resolution contain finer details. The skeletonization
algorithm (Lee et al., 1994) we used tends to remove branches with
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Fig. 18. Volume rendering of predicted probability of voxels for plant Sample 1, plant Sample 4, and plant Sample 6. Here, 𝑟𝑒𝑠𝑋 = 512, 𝛿 = 2, 𝜏 = 0.8.
Fig. 19. Mean-centered leaf angle distribution as a function of normalized height for (a) plant Sample 1, (b) plant Sample 4, and (c) plant Sample 6, along with their RGB images
nd reconstructed 3D models. Here, 𝑟𝑒𝑠𝑋 = 512, 𝛿 = 2, 𝜏 = 0.8.
Table 3
Leaf counting results of 8 randomly-selected maize plants. The RMSE of the number
of leaves is 1.84. (𝑟𝑒𝑠𝑋 = 512, 𝛿 = 2, 𝜏 = 0.8.)
Plant ID Genoytpe Ground truth Result

Sample 1 Ki43 8 7
Sample 2 78551S 8 8
Sample 3 A679 9 8
Sample 4 Tzi18 13 12
Sample 5 CML333 13 9
Sample 6 T8 12 12
Sample 7 CI90C 9 11
Sample 8 NC33 11 9

Table 4
The RMSE results of the leaf-stalk angles for each tested maize plant. (𝑟𝑒𝑠𝑋 = 512, 𝛿 =
2, 𝜏 = 0.8.)
Plant ID RMSE of leaf-stalk angles (◦)

Sample 1 14.50
Sample 2 15.55
Sample 3 15.40
Sample 4 14.96
Sample 5 8.04
Sample 6 14.42
Sample 7 13.61
Sample 8 9.61
11
Fig. 20. The mean-centered angle error histograms for eight sample plants with varying
voxel grid resolution.

very few voxels, which could remove leaves in the lower-resolution
models by mistake. Considering the accuracy-cost trade-off, the figure
also indicates that a resolution setup of 𝑟𝑒𝑠𝑋 = 512 is sufficient for
angle extraction.

To evaluate the performance of our voxel carving and trait ex-
traction algorithm, we performed automated runs on more than 1000
plants and assessed the total computational time. Performing the voxel
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Fig. 21. Time performance comparison between CPU and GPU computing (left) and the speedup using the GPU (right) with respect to voxel resolution 𝑟𝑒𝑠𝑋.
Fig. 22. Time for performing each step of voxel carving on the GPU. Calculating the
voxel coordinates at higher resolutions dominates the total time, emphasizing the need
for GPU parallel computing. The calculation time for image masks remains the same
for different resolutions. Transferring voxel coordinates data from GPU to CPU took
(<0.005) for all resolutions.

Fig. 23. The histogram of total time for voxel carving and trait extraction of all 1070
aize plants.

arving computation on the GPU resulted in a marked improvement
n computation time. To measure the improvement, we measured the
verage computational time for the 3D reconstruction of ten plants over
ix voxel resolutions, as shown in Fig. 21. Our observations indicate
hat the logarithm of CPU computation time increases linearly, which
12
is not the case for the GPU at lower resolutions. This is because trans-
ferring the data from the CPU to GPU at low resolutions dominates the
computational time. The greatest speed improvement is associated with
the resolution setup of 𝑟𝑒𝑠𝑋 = 256. However, for higher resolutions,
where the voxel size exceeds the GPU size, the data must be sliced
into smaller chunks and processed separately. This process requires
additional processing time, resulting in relatively lower speed-up for
𝑟𝑒𝑠𝑋 = 512 and 𝑟𝑒𝑠𝑋 = 1024 resolution configurations.

The distribution of the total computational time for 1070 plants at
𝑟𝑒𝑠𝑋 = 512 is shown in Fig. 23. As the resolution of the voxel grid is
the same for all plants, the time for voxel carving remains constant.
The primary factor affecting the computational time for each plant is
the number of leaves since the trait extraction step is directly dependent
on this factor. However, te median time cost is less than 100 s, making
the process computationally tractable for a large data set.

4. Discussion and conclusions

In summary, our probabilistic voxel carving algorithm accurately
reconstructs the voxelized 3D model of the plants, which can then be
further used to extract morphometric traits. As discussed in Section 3,
we undertook a series of experiments to assess and validate our pro-
posed approach. Firstly, we conducted parameter-tuning experiments
on a synthetic plant to identify suitable parameters for our algorithm.
Our results indicate that increasing the number of views enhances the
accuracy of voxel carving. We then validated our approach by applying
it to ten randomly selected plants. Our results demonstrate that our
approach effectively captures the trends of leaf growth in the plants,
except for outlier plants where leaves are close to the stalk. Finally, we
evaluated the computational performance of our approach by running
it on over one thousand plants. Our results reveal that, with the aid of
GPU acceleration, the entire pipeline is computationally feasible on a
large-scale dataset.

One main limitation of our 3D reconstruction approach is that the
leaves of the 3D models are thicker than actual plants. This is due
to two reasons: the threshold value used in our probabilistic voxel
carving algorithm; and the dilation applied to the 2D masks extracted
from the plant images to prevent disconnected components in the 3D
reconstruction. Hence, the threshold value needs to be chosen very
carefully; if the value is too high, it will lead to some leaves getting split
into multiple components, while a lower value might lead to multiple
leaves fusing together. Both will lead to incorrect traits being extracted
from the 3D reconstruction. Since the main goal of this work is to
automatically extract the morphometric traits of plants, we chose a
slightly conservative threshold value, which allows us to accurately
extract the traits, specifically for the leaf angle and number of leaves.
However, this threshold has to be carefully selected for accurate 3D
reconstruction, based on the final application.

Some of the parameters used in the current algorithm require fur-
ther experimentation to better understand the reconstruction process.
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Fig. 24. Two failure sample cases for trait extraction.

For instance, the threshold used for the voxel probability could be a
dynamic value rather than a fixed one. Additionally, identifying the
endpoints to calculate the leaf-stalk angle in trait extraction may not
work for overlapping leaves as well as small leaves that could be
discarded.

Further investigations are required to reconstruct plants with leaves
close to the stalk, as predicting their pseudo-stalks with the current
deep-learning model proves challenging. This could lead to incorrect
values for the extracted traits. Two failure sample cases are shown
in Fig. 24. One way we can mitigate this is to have a filter on the
extracted traits. If the number of leaves extracted using our approach
is significantly small or large (<5 or >20), we could flag these plants
for further manual review.

Finally, it should be noted that we are using a deep learning-based
approach for segmenting the stalk, while we use the voxel carving
approach for segmenting the leaves. We need to identify each leaf
and its closest stalk segment to calculate the leaf-stalk angle. It was
challenging to obtain a clean stalk by voxel carving; therefore, we used
a deep learning method to segment the stalk. It is worth exploring if
we can simplify the pipeline to use the voxel-carving approach for the
complete trait extraction pipeline.

Overall, our results suggest that the algorithm is robust to varying
numbers of views and can efficiently handle large datasets due to GPU
acceleration. Leveraging this algorithm provides a powerful tool for
plant phenotyping, enabling the rapid generation of plant and pseudo-
stalk models and the extraction of various traits such as leaf number,
stalk-leaf angles, inter-node distances, and more. Our work contributes
to developing automated plant phenotyping tools to aid plant breeding
and crop improvement efforts.
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Appendix. Stalk detection

In order to predict the stalks of plants, a deep neural network
model is employed, utilizing the FPN architecture (Lin et al., 2017),
ResNet34 encoder (He et al., 2015), and sigmoid activation. The dataset
consists of images from 100 randomly-selected plants, with each plant
having one image that has been manually labeled with its correspond-
ing pseudo-stalk. This dataset is divided into three parts: training,
validation, and test sets, with 68 images being allocated for training,
16 images for validation, and 16 images for testing.

During training, the weights from pre-training on the ImageNet
dataset (Russakovsky et al., 2015) are employed, along with the Adam
optimizer, for 100 epochs. The Dice loss function (Sudre et al., 2017)
is used to optimize the model, which is commonly used for image seg-
mentation tasks. This function measures the degree of overlap between
the predicted and ground truth masks, indicating their similarity. In
Fig. A.1, we show some results of our pseudo-stalk detection.
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