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Abstract

Employing large antenna arrays is a key characteristic of millimeter wave (mmWave) and terahertz

communication systems. Due to the hardware constraints and the lack of channel knowledge, codebook

based beamforming/combining is normally adopted to achieve the desired array gain. However, most of

the existing codebooks focus only on improving the gain of their target user, without taking interference

into account. This can incur critical performance degradation in dense networks. In this paper, we propose

a sample-efficient online reinforcement learning based beam pattern design algorithm that learns how

to shape the beam pattern to null the interfering directions. The proposed approach does not require

any explicit channel knowledge or any coordination with the interferers. Simulation results show that

the developed solution is capable of learning well-shaped beam patterns that significantly suppress the

interference while sacrificing tolerable beamforming/combing gain from the desired user. Furthermore,

a hardware proof-of-concept prototype based on mmWave phased arrays is built and used to implement

and evaluate the developed online beam learning solutions in realistic scenarios. The learned beam

patterns, measured in an anechoic chamber, show the performance gains of the developed framework

and highlight a promising machine learning based beam/codebook optimization direction for mmWave

and terahertz systems.

I. INTRODUCTION

Millimeter wave (mmWave) and terahertz (THz) communication systems need to employ large

antenna arrays to combat the severe path-loss and achieve sufficient receive signal power. Given

the high cost of the mixed-signal components, these systems rely mainly on fully-analog or

hybrid analog-digital architectures with much smaller number of RF chains compared to the
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number of antennas [2], [3]. These architectures, however, make it hard to explicitly estimate

the wireless channels, which motivated these systems to rely on pre-defined beam codebooks

for both initial access and data transmission [3], [4]. Being pre-defined, however, those beams

are normally designed in a way that focuses solely on improving the beamforming/combining

gain from specific directions, without taking interference into account. This leads to sub-optimal

performance in dense deployments or in scenarios with intended interference/jamming. This

urges the research for advanced analog/hybrid beam design approaches that are interference-

aware. Realizing that, however, is challenging because (i) these beams need to be designed

online in the filed and (ii) without explicit channel knowledge which is hard to acquire for

analog/hybrid architectures (especially for the interfering transmitters). With this motivation,

this paper focuses on developing a beam learning framework that is able to learn interference

nulling beam patterns while respecting the hardware and system operation constraints.

A. Prior work

Achieving effective interference suppression and management is a key research topic that

attracted significant interest in various systems, such as network MIMO [5], [6], distributed

antenna/coordinated multipoint (CoMP) systems [7]–[9], cell free massive MIMO [10], [11], and

spectrum sharing and radar/communication coexistence [12]–[14]. The approaches developed in

[5]–[14], however, considered conventional fully-digital MIMO transceiver architectures where

the precoding and combining are implemented completely in the digital domain. With the recent

evolution towards high frequency bands (e.g., mmWave and terahertz) and the utilization of even

larger antenna arrays, new transceiver architectures (e.g., fully analog and hybrid analog/digital

architectures) are introduced to reduce the hardware cost and power consumption. These archi-

tectures rely on implementing the beamforming in the analog domain or distribute it between

the analog and digital domains. This required revisiting the precoding design problem for single-

user hybrid analog/digital architectures [15]–[17], multi-user mmWave MIMO systems [18]–[20],

mmWave full-duplex and relay systems [21]–[24], among others.

To address some of the limitations of the classical approaches, deep learning-based beam-

forming solutions have been recently proposed and shown promising gain over the conventional

ones thanks to their data-driven and site-specific natures [25]–[29]. Among those, reinforcement

learning-based approaches are of particular interest for their practicality and the relaxed system

requirements. For instance, [28] leverages deep reinforcement learning for fast beam steering that
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reduces communication overhead and achieves high energy efficiency. In [29], a multi-agent deep

reinforcement learning framework is proposed for downlink sum-rate maximization problem in

heterogeneous networks. In addition to the applications of deep learning, recent advancement in

computing also brings surrogate model/digital twin-assisted training and optimization frameworks

into attention. These novel frameworks have demonstrated promising potential in enabling a wide

range of applications [30]–[34]. For instance, in [30], a digital twin-aided approach is leveraged

to learn the generative process of wireless channels based on precoder matrix indicator feedback.

In [34], by using the 3D model of the communication environment and ray tracing technology,

the algorithm is trained in the digital replica while tested in the real world.

The existing precoding/beamforming approaches in [15]–[24] and [25]–[29], however, have

certain practical limitations. First, most of the classical solutions mandate either full or par-

tial channel state information in order to design the corresponding transmit/receive schemes.

Similar requirement holds for the deep learning-based solutions where most of the algorithms

require explicit channel state information (CSI) during the training stage. Acquiring this channel

knowledge is challenging in realistic mmWave analog/hybrid architectures and is normally

associated with large channel estimation and system coordination overhead (synchronization,

information sharing among BSs or UEs, etc.). Second, the existing approaches normally lack

the capability/flexibility of performing online adjustment in order to account for imperfections

in the hardware fabrication/calibration, errors in estimated channels, or changes in the surround-

ing environment. Moreover, utilizing surrogate model/digital twin for beamforming task has

received relatively limited attention. The efficient implementations of these digital replicas as

well as their interactions with the design algorithms are important research problems that need

further study. This motivates the development of sample-efficient interference-aware beam

learning approaches that do not require explicit channel knowledge of both the desired

transmitter and the interfering transmitters, and do not any require coordination between

the considered receiver and the interferers (which can not happen in practice).

B. Contribution

Designing analog beam patterns that are aware of interference is an important problem and

can be found in a variety of practical scenarios. However, the hardware constraints associated

with the fully analog transceiver architectures along with the scarcity of the accurate channel

knowledge make the problem quite challenging. In this paper, we propose a deep reinforcement

This article has been accepted for publication in IEEE Transactions on Wireless Communications. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TWC.2023.3324621

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.  See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: ASU Library. Downloaded on March 24,2024 at 06:41:34 UTC from IEEE Xplore.  Restrictions apply. 



4

learning based beam pattern design framework that can efficiently adapt the beam pattern to avoid

interference sources while maximizing the beamforming/combining gain of the desired user. This

is done by not requiring any explicit channel knowledge of the target user or the interferers,

and by only relying on the power measurements. The proposed framework also respects the key

hardware constraints of the analog/hybrid transceiver architectures, such as the quantized phase

shifter and constant modulus constraints, making it a hardware compatible solution. The main

contributions of this paper can be summarized as follows:

• Designing a deep reinforcement learning based beam pattern design framework that can

learn how to shape nulls towards the directions of the interference. The developed solution

relies only on receive power measurements and does not require any coordination between

the considered receiver and the interfering transmitters. A 3GPP standard-compatible signal

power estimation method is proposed to evaluate the signal reception performance under

the presence of the always-on interfering transmitters.

• Developing a surrogate model assisted learning framework that improves the sample

efficiency. This is achieved by better leveraging the underlying signal relationship of the

considered system in the surrogate model design. The improvement on the sample efficiency

has the potential of reducing the beam learning overhead as well as shortening the conver-

gence time of the proposed solution. The proposed surrogate model also provides flexibility

to the practical deployment in terms of enabling data sharing and cooperation (hence better

learning) in complex scenarios.

• Extensively evaluating the proposed interference-aware beam learning solutions using

numerical simulations. This provides a comprehensive assessment of the capability of

the proposed learning approaches in nulling interference without requiring any knowledge

about the channel, array geometry, or user location. The results also evaluate the potential

performance and practical gains of the developed surrogate-model based learning framework.

• Demonstrating the performance using a real-world proof-of-concept prototype. To do

that, we built a hardware prototype based on mmWave phased arrays and implemented

the online beam learning solutions to run in real-time. The developed solutions are tested

in the field under realistic conditions and the learned beam patterns are measured in an

anechoic chamber. This provides important insights about how the proposed beam learning

approaches perform in real-world scenarios and with practical hardware.
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The real-world prototyping results show that the developed beam learning solution, which rely

only on power measurements, can effectively suppress the interference with minimal impact on

the desired signal gain. The simulation results also show that proposed surrogate model assisted

learning framework significantly improves the sample efficiency by integrating the underlying

signal relationship into the framework design, highlighting a promising interference-avoidance

path for future mmWave and THz communication systems.

The rest of this paper is organized as follows. Section II presents the system and channel

models adopted in this work. Section III formulates the interference nulling beam design problem

addressed in this paper. Section IV provides details of the proposed online beam learning solution

for shaping interference nulling beam patterns. Section V introduces the proposed surrogate

model assisted beam learning framework for improving the practicality of the proposed solution.

Section VI provides the numerical results for the proposed solutions. Section VII introduces

a real-world mmWave prototyping platform and shows the real measurements of the proposed

online beam learning solution. Finally, Section VIII concludes the paper by discussing the main

takeaways.

II. SYSTEM AND CHANNEL MODELS

Our objective in this paper is to investigate the online design of interference-aware beam

patterns, i.e., the online learning/design of beam patterns that achieve their original objectives

while nulling the interference introduced by other sources in the environment. To study this

problem, we consider a communication system where a mmWave MIMO base station (BS),

equipped with M antennas, is communicating with a single-antenna user equipment (UE) in

an uplink mode. Moreover, we assume that there exist K (≥ 1) non-cooperative interference

transmitters1 in the vicinity of the BS, operating at the same frequency bands and hence causing

interference to the BS receiver. Such interference, for instance, could be from the sidelinks of a

vehicular network communicating over the 5G NR unlicensed band at frequency range 2 [35],

as illustrated in Fig. 1. Therefore, if the UE transmits a symbol x ∈ C to the BS, and the other

K interference transmitters also transmit symbols xk ∈ C, k = 1, . . . , K at the same time and

frequency slot, such that all the transmitted symbols satisfy the same average power constraint,

1For ease of exposition, each interference transmitter is also assumed to have a single antenna. This means that the interference

signals are being transmitted omni-directionally.
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Fig. 1. The considered uplink scenario where a mmWave base station, operating in a receive mode, is communicating with

its target user under the presence of non-cooperative interference transmitters. This could be the case, for instance, where the

mmWave road side units of a vehicular network are broadcasting traffic messages to the surrounding vehicles, which interferes

the civilian data communication link, as depicted in the figure.

i.e., E[|x|2] = Px and E[|xk|2] = Px, ∀k, the received signal at the BS after combining can then

be expressed as

y = wHhx+
K∑
k=1

wHhkxk +wHn, (1)

where h ∈ CM×1 is the channel between the BS and the UE, hk ∈ CM×1 is the channel between

the BS and the k-th interference transmitter. It is worth pointing out here that for clarity, we

subsume the factors such as path-loss and transmission power into the channels. n ∼ CN (0, σ2I)

is the receive noise vector at the BS with σ2 being the noise power and w ∈ CM×1 is the

combining vector used by the BS. Furthermore, given the high cost and power consumption of

the mixed-signal components, we consider a practical system where the BS has only one radio

frequency (RF) chain2 and employs analog-only beamforming/combining using a network of

2It is very important to note that the RF precoder in a system with hybrid architecture is normally constructed using pre-defined

codebooks that have pre-determined beams. Therefore, the learned beams in this paper can be included in such codebooks and

be used in the hybrid analog/digital architectures as well.

This article has been accepted for publication in IEEE Transactions on Wireless Communications. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TWC.2023.3324621

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.  See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: ASU Library. Downloaded on March 24,2024 at 06:41:34 UTC from IEEE Xplore.  Restrictions apply. 



7

r-bit quantized phase shifters. Therefore, the combining vector at the BS can be written as

w =
1√
M

[
ejθ1 , ejθ2 , . . . , ejθM

]T
, (2)

where each phase shift θm, ∀m = 1, . . . ,M is selected from a finite set Ψ with 2r possible

discrete values drawn uniformly from (−π, π]. The normalization factor M−1/2 is to make sure

the combiner has unit power, i.e., ∥w∥22 = 1.

We adopt a geometric channel model for the channel between BS and UE, as well as the

interference channels between BS and any interfering transmitters. Hence, the channel between

BS and its served UE takes the following form (the channel between BS and any interference

transmitter takes similar form)

h =
L∑

ℓ=1

αℓa(ϕℓ, ϑℓ), (3)

where L is the number of multi-paths. Each path ℓ has a complex gain αℓ, which includes the

path-loss. The angles ϕℓ and ϑℓ represent the ℓ-th path’s azimuth and elevation angles of arrival

respectively, and a(ϕℓ, ϑℓ) is the BS array response vector. The exact expression of a(ϕℓ, ϑℓ)

depends on the array geometry and possible hardware impairments.

III. PROBLEM FORMULATION

In this paper, we investigate the design of the analog combining/beamforming that achieves

interference awareness (i.e., attempts to address the interference) without explicitly knowing any

channel state information. Given the receive signal (1) at the BS, the achievable rate of its target

user can be written as

R = log2

(
1 +

|wHh|2Px∑K
k=1 |wHhk|2Px + σ2

)
. (4)

The objective is to design the combining vector w such that the achievable rate of the target user,

i.e., (4), can be maximized. Given the monotonicity of the logarithm function, this is equivalent to
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maximize the signal-to-interference-plus-noise ratio (SINR) term in (4). Therefore, the problem

of designing interference-aware beam pattern3 can be cast as

w⋆ = argmax
w

|wHh|2Px∑K
k=1 |wHhk|2Px + σ2

, (5)

s. t. wm =
1√
M

ejθm , ∀m = 1, ...,M, (6)

θm ∈ Ψ, ∀m = 1, ...,M, (7)

where wm is the m-th element of the combining vector w. The interference-aware beam pattern

design problem formulated in (5) has the following challenges: (i) The constraint (6) requires

constant-modulus on all the elements of the combining vector, which is a non-convex constraint,

(ii) to respect the discrete phase shifter hardware constraint, wm can only take finite number

of values based on all the possible phase shifts given by (7), (iii) the target UE’s channel h is

assumed to be unknown, since it is hard to acquire CSI in practice, especially with analog/hybrid

architectures, (iv) the channels of the interfering transmitters, i.e., hk, ∀k, are also unknown,

since there is normally no coordination with the interfering transmitters, and (v) the possible

hardware impairments are also assumed to be unknown.

Given these aforementioned difficulties, it is hard to solve (5) using the conventional optimiza-

tion methods [8], [37], [38]. An important observation, however, is that for a given combining

beam w, evaluating the SINR requires only the power values (after combining) of the desired

and interference signals, and does not require explicit knowledge about the channel vectors.

Fortunately, it is less hard and more robust to acquire the receive power measurements for both the

desired and interference signals, which requires much less training/signaling overhead and more

relaxed synchronization constraints compared to the channel estimation process. With this obser-

vation, we cast our problem as developing an online machine learning approach that learns how

to design an interference-aware beam pattern w that optimizes (5), given only the receive power

measurements for the signal plus interference and noise,
∣∣wHh

∣∣2 Px +
∑K

k=1

∣∣wHhk

∣∣2 Px + σ2,

and the interference plus noise,
∑K

k=1

∣∣wHhk

∣∣2 Px + σ2.

In the next section, we provide a detailed description of the proposed solution for tackling

the beam learning optimization problem in (5). Then, in Section V, we introduce a surrogate

3It is important to note that the proposed interference-aware beam learning approach can be straightforwardly extended to

learning a codebook with multiple beams by, for example, using the user clustering and assignment algorithm proposed in [36].
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Fig. 2. An illustration of the operation flow of the proposed interference-aware beam pattern learning solution, where the signal

power is estimated by configuring the desired UE to transmit the signal in an on/off fashion.

model assisted learning approach which achieves better sample efficiency as well as enhances

the deployment flexibility of the proposed interference-aware beam learning framework.

IV. ONLINE LEARNING OF INTERFERENCE AWARE BEAM PATTERN DESIGN

In this section, we present the proposed online reinforcement learning based interference-

aware beam pattern design approach. The motivation of using reinforcement learning is twofold:

First, the lack of the channel knowledge renders most of the existing beamforming design

approaches, such as [15]–[24] and [25]–[29], hard to apply, as most of them assume the explicit

CSI is available during training. To address this problem, by viewing the unknown channels as

environment, the proposed solution learns an implicit representation of the channel behavior

based only on power measurements. Second, the beam design problem can be regarded as a

search problem over a very huge space. Hence, we consider leveraging the powerful exploration

capability of reinforcement learning to efficiently navigate through this large space to find the

optimal or near-optimal beam patterns. Next, we first discuss the proposed system operation in

Section IV-A. Then, we provide the details of the proposed solution in Section IV-B.

A. Practical System Operation

In this subsection, we discuss how to acquire the power measurements that are used for

evaluating the objective function of the formulated beam design optimization problem (5), which

will also be used in the proposed beam learning approach. As will be discussed in Section IV-B,

the proposed beam learning solution relies only on the power measurements in its operation.

In particular, it needs to measure the power of the received signal from the target user as well

as the interference power incurred from the other undesired transmitters. Given that the BS
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can coordinate with its served UE to know when it is transmitting, this knowledge could be

leveraged to enable the required power measurements. To be more specific, to estimate the

SINR performance of a certain beam w̃, the BS first measures the interference plus noise level,

i.e., PI+N =
∑K

k=1 |w̃Hhk|2Px + σ2, when the target UE is not transmitting. Then, when the

target UE starts transmitting reference signals, the BS uses the same beam to measure the signal

plus interference plus noise level, i.e., PS+I+N = |w̃Hh|2Px+
∑K

k=1 |w̃Hhk|2Px+σ2. The receive

power of the target UE can hence be determined by subtracting the previously measured power

PI+N from the new power measurement PS+I+N, and the SINR can be approximately obtained as

(PS+I+N−PI+N)/PI+N. To this end, it is worth mentioning that, in practice, zero power reference

signals, such as the Sounding Reference Signal (SRS) that is not scheduled for any UE in the 5G

NR, could be potentially leveraged to measure the interference plus noise level [39], i.e., PI+N.

In the next subsection, we present the basic idea of the proposed online reinforcement learning

approach for learning interference-aware beams based solely on these power measurements.

B. Reinforcement Learning based Interference Aware Beam Pattern Design

Given the system operation in Section IV-A, we now describe our proposed reinforcement

learning based solution for addressing the interference-aware beam pattern design problem (5).

To do that, we first formulate our beam design problem as a reinforcement learning problem.

Then, we present the proposed deep reinforcement learning architecture for solving this problem.

Reinforcement Learning Formulation: To solve the problem with reinforcement learning, we

first fit all the ingredients of problem (5) into a general reinforcement learning framework as

follows (as also illustrated in Fig. 2):

• State: We define the state st as a vector that consists of the phases of all the phase shifters

at the t-th iteration, that is, st = [θ1, θ2, . . . , θM ]T . This phase vector can be converted to

the actual combining vector w by applying (2). Since all the phases in st are selected from

Ψ, and all the phase values in Ψ are within (−π, π], (2) essentially defines a bijective

mapping from the phase vector to the combining vector. In this paper, we will use the term

“combining phase vector” to refer to this phase vector and use the term “combining vector”

to refer to the actual combining vector.

• Action: We define the action at as the element-wise changes to all the phases in st. Since

the phases can only take values in Ψ, a change of a phase represents the action that a phase

shifter selects a value from Ψ. Therefore, the action is directly specified as the next state,
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i.e., at = st+1, which can be viewed as a deterministic transition in the Markov Decision

Process (MDP).

• Reward: We define a binary reward mechanism, i.e., the reward rt takes values from

{+1,−1}. Since the objective of (5) is to maximize the SINR performance, we compare

the SINR achieved by the current combining vector, denoted as SINRt, with the previous

one, i.e., SINRt−1. The reward is determined according to the following rule: rt = +1, if

SINRt > SINRt−1; rt = −1, otherwise.

It is worth highlighting that the above reinforcement learning formulation is fully compatible

with the original problem (5) in the following aspects. First, since the state and action are

directly specified as phase shifts of the discrete analog phase shifters, the constraints (6) and (7)

are automatically satisfied. Second, to obtain the reward, the objective function of (5), i.e., the

SINR performance, needs to be evaluated, which can be done in a way that does not rely on

the channel state information of both the target user and the interfering transmitters, the details

of which has been provided in Section IV-A.

Deep Reinforcement Learning Architecture: Given the reinforcement learning formulation

above for the interference-aware beam learning problem, we adopt an actor-critic based deep

reinforcement learning architecture. This follows the learning framework that we proposed earlier

in [36]. In summary, both the actor and critic networks are implemented using fully-connected

(FC) feed-forward neural networks. The input of the actor network is the state and the output

is the action, while the critic network takes in the state-action pair and outputs the predicted Q

value.4 Moreover, to respect the discrete phase shifter hardware constraint (7), we perform an

element-wise quantization to make the predicted action a valid one. To be more specific, assume

that ât is the predicted action from the actor network at time t. Then, the action that finally gets

implemented to the system is given by

[at]m = argmin
θ∈Ψ

|[ât]m − θ| , ∀m = 1, . . . ,M. (8)

It is worth emphasizing that such quantization operation is only activated when the system is

actually implementing the predicted action by the actor network to obtain reward. It is not

involved in the training process of the actor network due to its non-differentiability.

Despite its full compatibility with the considered system as well as the 3GPP standards [39],

the proposed interference-aware beam learning solution still has two drawbacks. First, it requires

4The detailed architectures and the parameters of the adopted neural networks are provided in Section VI-B.
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a relatively large number of iterations to find a qualified beam pattern, especially when the number

of antennas is large. As a result, this incurs a large beam learning overhead, since these iterations

are done over the air. Second, as indicated by the objective function of (5), the SINR performance

of a given beam is determined by two factors: (i) The desired beamforming gain and (ii) The

effectiveness of suppressing the undesired interference. However, the proposed solution does not

fully leverage this information as it only focuses on the overall SINR performance. It turns out

that the decomposition of these two factors, as will be further discussed in the next section,

makes the data sharing among the learning processes of different beams possible, which has the

potential of improving the convergence behavior of the beam/codebook learning algorithm With

this motivation in mind, in the next section, we introduce a modified learning framework which

includes a surrogate model that assists the beam learning process. The adopted surrogate model

better utilizes the underlying signal model and hence the sample efficiency (a measure for the

number of real measurements) is further improved. It also provides more deployment flexibility

and enables other features such as data sharing.

V. SURROGATE MODEL ASSISTED BEAM LEARNING FRAMEWORK

In this section, we describe in detail the proposed surrogate model assisted interference-

aware beam pattern learning framework. The motivations of introducing the surrogate model are

mainly two-folds. First, it has the potential of improving the sample efficiency (i.e., reducing the

number of interactions with the actual environment) of the learning process by leveraging the

underlying signal models. Second, it facilitates other more complex tasks (than learning a single

beamforming vector), such as data sharing (which can be very useful in learning interference-

aware beam codebook) and cooperative learning5 (among multiple BSs to avoid interfering each

other). The overall objective is to have a simulated environment that can provide the DRL agents

with authentic feedback as if the agents are interacting with the actual environment. Next, we

first introduce the adopted surrogate model in Section V-A. Then, we provide more details about

how to integrate the surrogate model with the RL beam learning algorithm in Section V-B.

Finally, we discuss several practical aspects of the learning framework in Section V-C.

5For instance, as the system has full knowledge of its simulated environment, it can assign accurate reward to each agent.

This has the potential of mitigating the non-stationary environment problem that exists in most of the multi-agent learning tasks.
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A. Surrogate Model for Beam Pattern Learning

In this subsection, we introduce the proposed surrogate model that assists the learning of

interference-aware beams. As can be seen from Section IV-A, in order to acquire the reward signal

that is used for training the RL agent, the system needs to estimate two quantities, i.e., the signal

power, PS =
∣∣wHh

∣∣2 Px, and the interference plus noise power, PI+N =
∑K

k=1

∣∣wHhk

∣∣2 Px+σ2.

Therefore, correspondingly, there are two major components in the considered surrogate model

that provide the agent with such information, i.e., an interference predictor and a signal predictor,

as will be discussed in this subsection.

1) The key idea of surrogate model: The machine learning model that virtually interacts with

the agent can be considered as a surrogate model. This model is used to imitate the behavior

of the actual environment, aiming to reduce the expensive (sometimes, even impossible) actual

evaluations of the design. In this paper, we design the surrogate model with a particular emphasis

on two important aspects:

• Prediction accuracy: As the name suggests, a surrogate model is essentially a prediction

model which imitates (or predicts) the behavior (or response) of an unknown environment

to a certain input action. Hence, being accurate is undoubtedly the most important property

of the considered surrogate model.

• Data requirement: Another important property of a surrogate model, in the considered

interference-aware beam learning task, is data requirement. This refers to the amount of

data that is required by the surrogate model for the training purposes, in order to reach

a certain prediction accuracy constraint. Generally speaking, a surrogate model is more

valuable if it requires less data to achieve a satisfactory performance.

With these important criterions in mind, we next describe the adopted surrogate model. As

mentioned before, the considered surrogate model consists of two major components, i.e., an

interference prediction model and a signal prediction model. Formally, the interference prediction

model predicts the interference plus noise power based on the configuration of the receive

combining vector, which can be expressed as

P̂I+N = fin(w;Θin), (9)

where w ∈ CM×1 is the input of the model, representing the designed receive combining vector,

and the output is the predicted interference plus noise power, i.e., P̂I+N ∈ R. The model is
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parameterized by Θin. Similarly, the signal prediction model predicts the signal power of a

given receive combining vector, which can be written as

P̂S = fs(w;Θs), (10)

where P̂S ∈ R is the predicted signal power value and Θs denotes the model parameters. It is

worth mentioning that the architecture of fin and fs is not unique and is a design choice. Next,

we present two candidates that could be used in the considered beam learning task.

2) Surrogate model architecture: As mentioned before, the choice of fin and fs is not unique.

In this paper, we study two specific designs: (i) A model-based prediction architecture, and (ii)

a fully-connected neural network based prediction architecture.

Model-based architecture: The model-based architecture, as its name suggests, is inspired by

the underlying signal model. For instance, as can be seen from the expression of the interference

plus noise power, i.e., PI+N =
∑K

k=1

∣∣wHhk

∣∣2 Px + σ2, it takes a quadratic form of the receive

combining vector w. To see this, by defining H = [h1,h2, . . . ,hK ], PI+N can be expressed as

PI+N =
∥∥HHw

∥∥2
2
Px + σ2, (11)

= wH
(
PxHHH + σ2I

)
w, (12)

= wHAw, (13)

where A = PxHHH + σ2I. The signal power can be expressed in the similar form, i.e., PS =

wHPxhh
Hw. Therefore, the interference prediction network is essentially leveraged to learn the

relationship (13). Inspired by this, we design the interference prediction network with a focus

on imitating the “behavior” of A. Specifically, the interference prediction network is chosen to

take the following form

fin(w) = wHQinQ
H
inw, (14)

where Qin ∈ CM×rin with rin being a hyperparameter. Therefore, the parameter of the interference

prediction network is essentially Qin, i.e., Θin = {Qin}. The signal prediction network takes the

similar form, i.e., fs(w) = wHQsQ
H
s w, where Qs ∈ CM×rs with rs being a hyperparameter as

well, which makes Θs = {Qs}.

Fully-connected neural network based architecture: Despite being lightweight and a better

fit to the signal model, the model-based architecture, fundamentally, suffers from any mismatch

between the assumed signal model and the actual signal relationship. For instance, there are
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normally unknown non-linearities in the practical hardware that undermine the validity of the

assumed relationship between the receive combining vector and the interference plus noise power

(similarly for the signal power). As a result, the signal model cannot always be met and the

model-based architecture will show up certain level of residual prediction errors that are very

hard to be eliminated given the less powerful expressive capability of its architecture. Motivated

by this, we also investigate a more general architecture, which is built upon fully-connected

neural network, given its powerful universal approximation capability [40]. Specifically, both fin

and fs are modeled with feed-forward fully-connected neural networks. The detailed network

parameters will be provided in Section VI-B.

3) Training dataset and loss function: We denote the dataset used for training the interference

prediction network as

Din =

{(
w(n), P

(n)
I+N

)Nin

n=1

}
, (15)

where each data sample is comprised of a combining vector and its corresponding interference

plus noise power value obtained from the actual environment, i.e., from the real measurement.

Nin is the total number of data samples in the dataset, i.e., |Din| = Nin. And the dataset used

for training the signal prediction network can be similarly denoted as

Ds =

{(
w(n), P

(n)
S

)Ns

n=1

}
, (16)

with Ns being its size. We will discuss how to efficiently collect these datasets in Section V-C.

Since the target of these two networks is to predict the power values, we pose the learning

problem as a regression problem conducted in a supervised fashion. Furthermore, we employ

mean squared error (MSE) as the training loss function. Using the interference prediction network

as an example, for the n-th data sample in Din, the loss function is defined as

L
(
P

(n)
I+N, P̂

(n)
I+N

)
=
∣∣∣P (n)

I+N − P̂
(n)
I+N

∣∣∣2 , (17)

=
∣∣∣P (n)

I+N − fin(w
(n);Θin)

∣∣∣2 . (18)

The loss function used for the signal prediction network is identical.

B. Surrogate Model Assisted Learning

In this subsection, we discuss how to integrate the surrogate model with the proposed RL based

beam learning framework. Since the surrogate model is essentially used to provide the RL agent
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Fig. 3. An illustration of the proposed surrogate model assisted interference-aware beam pattern learning framework.

with a simulated environment to interact with, it plays the same role as the actual environment.

However, in order to provide high quality synthetic feedback, it requires training process that

relies on the authentic data collected from the actual environment. Based on the trained surrogate

model, the system can virtually evaluate its designed beams without measuring the physical

signals. Moreover, the system might require constantly switching between the surrogate model

and the actual environment, triggered by the demand for the authentic data. Next, we summarize

the key components of the proposed surrogate model assisted beam learning.

1) Initial interaction and data acquisition: The system starts with the normal interaction

between the RL agent and the actual environment. To be more specific, upon forming a new

beam w̃, the BS follows the procedures presented in Section IV-A to estimate the interference

plus noise power PI+N and the signal power PS. The reward signal used for RL agent learning

will then be generated. Moreover, these authentic power measurements together with the beam

will be stored in the two datasets, i.e., Din and Ds, respectively. During this interaction process,

two initial datasets are established.

2) Surrogate model training: Based on the collected initial datasets Din and Ds, the two

sub-networks of the surrogate model, i.e., the interference prediction network fin and the signal

prediction network fs, are trained in a supervised manner. After the training process saturates,

the surrogate model is ready to interact with the RL agent.
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3) Environment switching and virtual interaction: The switching from the actual environment

to the surrogate model is triggered based on multiple factors, which will be discussed in detail

in Section V-C. As a result, after the switching is finished, the reward signal required by the

RL agent will be provided by the trained surrogate model instead of the actual environment.

The agent keeps interacting with the surrogate model until it does not improve, which marks

the saturation of the agent learning and the end of the virtual interaction process.

4) Demand based switching and active data acquisition: The system might require executing

the above steps multiple times, based on the achieved performance. The motivation of such

repetition can be summarized as follows. From the model training perspective, the quality of the

collected datasets, i.e., Din and Ds, has significant influence on the prediction accuracy of the

trained surrogate model. To be more specific, during the initial interaction process, most of the

beams tried out by the agent are relatively random and hence have relatively poor quality in terms

of SINR performance. This means that the datasets are, intuitively speaking, biased towards the

“poor-quality” beams. As a result, the trained surrogate model will have relatively inaccurate

predictions on the beams that actually have better performance. The incurred residual prediction

error will in turn influence the learning of the agent, leading to unsatisfactory performance.

However, as the policy of the RL agent gets improved over time, the actions performed by

the agent, i.e., the beams, are more likely to be in the beam space where the achieved SINR

is high. Therefore, it is advisable to switching back to the actual environment to re-collect data

(through agent-environment interaction). Such active data acquisition can enhance the training

datasets with “high-quality” beams. Using those better data samples to refine the parameters of

the surrogate model can help achieve higher prediction accuracy in the interested beam space,

which further helps the learning of the agent. By alternatingly performing these steps, the system

has higher chance to collect data samples that are more useful for the agent learning, which has

the potential of further enhancing both sample efficiency and learning convergence. We show

such interplay between the RL agent, actual environment and the surrogate model in Fig. 3.

C. Practical Considerations

In this subsection, we discuss some practical considerations of the proposed surrogate model

assisted interference-aware beam pattern learning solution.

1) Dataset collection: An important observation is that for any given beam, its achieved signal

power remains the same regardless of the presence of the interference signals. This implies that
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the interference power dataset Din and the signal power dataset Ds, i.e., (15) and (16), can be

collected in a “non-synchronized” way, which facilitates the data collection in few cases. For

instance, on one hand, if the interference transmitters are not transmitting signals, the system

can only collect data samples and store them into Ds. In this case, the interference plus noise

power PI+N becomes the noise power PN, and the signal power can be measured in a similar

fashion. On the other hand, if the interference happens aperiodically and sparse, the system can

be dedicated to measure PI+N whenever the interferers are present, i.e., without measuring the

signal power during this period.

2) Data sharing: The aforementioned non-synchronized measurement strategy also implies

that data sharing is possible. To be more specific, if the interference transmitters are fixed, the

collected interference dataset Din can be reused for different target UEs. This has the potential

of accelerating the learning process as well as reducing the memory requirement (i.e., to store

the measurement dataset). It is also particularly interesting when learning a codebook.

3) Switching trigger: Another important problem is how to design the conditions that control

the switching between the surrogate model and the actual environment. Although such criterion

is a design choice and is normally determined by a variety of factors, it would be beneficial

if the design can somehow reflect the intentions of introducing a surrogate model, which are:

(i) To support the continuous learning (when the actual environment cannot provide immediate

feedback), and (ii) to reduce the expensive evaluations. For instance, it is reasonable to switch

to the actual environment when the training processes of both the surrogate model and the RL

agent saturate. However, when the surrogate model can provide very accurate predictions, the

switching should be avoided to reduce the unnecessary overhead.

4) Parallel computing: The proposed surrogate model assisted optimization framework can

support parallel computing that has potential to accelerate learning as well as to improve the

optimization performance. To accelerate learning, it is possible to perform the training of the

surrogate model and the learning of the agent simultaneously. This can be done, for instance, by

duplicating the surrogate model, where one of the duplicates (with its parameters being frozen)

will be used to interact with the RL agent. The other is trained with the up-to-date datasets, and

after the training finishes, its parameters can be used to update the one that is interacting with

the RL agent. This implies that the second and third steps mentioned in the previous subsection

can be executed in parallel, which can help improve the convergence of the proposed solution.

To improve the performance, there could be multiple randomly initialized agents interacting
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with the same surrogate model to perform the same task. The finally learned beam could be the

best one among all the learning results. Through this way, it has higher chance to avoid very

bad local minima, considering that the underlying optimization problem is non-convex. And

importantly, such gain is attained without requesting any additional real measurements.

5) Quantized measurements: The proposed surrogate model also supports the case when the

measurements are quantized power levels, which is used more commonly in practice [41]. In

such case, the output layer of both interference prediction network and signal prediction network

can be changed to a classification layer, and the training loss function, i.e., (17), can also be

modified accordingly.

VI. SIMULATION RESULTS

In this section, we numerically evaluate the performance of the proposed reinforcement learn-

ing based interference-aware beam pattern design approach. We will first describe the adopted

simulation setup in Section VI-A. Then, in Section VI-B, we provide more details about the

adopted architectures of the deep learning models as well as the training procedures. Finally, in

Section VI-C, we present the numerical results of the proposed solutions.

A. Simulation Setup

In this simulation, we consider the case where a BS receiver adopts uniform linear array

(ULA) with half-wavelength antenna spacing. Each antenna of the ULA is followed by a 3-bit

analog phase shifter. Besides, for a better demonstration, we adopt the following simulation

steps: (i) We generate the channel of the target user based on (3), where, for simplicity, we

consider the case when the user only has a line-of-sight (LOS) connection with the BS, i.e.,

L = 1 in (3); (ii) We then learn a beam pattern assuming there is no interference and this learned

beam is referred to as “interference-unaware” beam, since it solely focuses on maximizing the

combining gain of the desired signal; (iii) After this beam is learned, we intentionally position

the interfering transmitters at the directions aligning with the strongest side lobes of the learned

beam and also assume that they only have LOS channels with the considered BS, which causes

non-negligible interference; and (iv) We finally take the interference into account and re-design

an “interference-aware” beam that learns how to manage the interference in such a way that

improves the SINR performance.
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B. Deep Learning Models and Training Procedures

In this subsection, we provide more details about the adopted deep learning architectures for

both the DRL agent and the surrogate model. We also provide the parameters regarding the

training processes of these models.

1) DRL agent architecture: Since the input of the actor network is the state and the output

is the action, the size of both the input and output of the actor network is M , i.e., the number

of antennas. The critic network takes in the state-action pair and outputs the predicted Q value

and hence it has an input size of 2M and an output size of 1. Both the actor and critic networks

have two hidden layers in our proposed architecture, with the size of the first hidden layer being

16 times of the input size and the size of the second hidden layer being 16 times of the output

size in both networks. All the hidden layers are followed by the batch normalization layer for an

efficient training experience and the Rectified Linear Unit (ReLU) activation layer. The output

layer of the actor network is followed by a Tanh activation layer scaled by π to make sure

that the predicted phases are within (−π, π] interval. The output layer of the critic network is

a linear layer. Moreover, it is worth mentioning that we adopt the same DRL architecture for

both solutions, regardless of having surrogate model or not.

2) Surrogate model architecture: We describe the two different architectures of the surrogate

model studied in this paper. Also, as the signal prediction network and the interference prediction

network have identical architecture in both solutions (i.e., model-based solution and fully-

connected neural network based solution), for brevity, we only use the interference prediction

network as an example.

Signal model-based prediction network As mentioned before in (14), the interference prediction

network is essentially devised to take a quadratic form of the combining vector determined

by a positive semi-definite matrix QinQ
H
in , leaving the matrix Qin to be the model parameter.

Moreover, Qin has a shape of M × rin with M being the number of antennas and rin being a

hyper-parameter. The choice of rin is empirically guided by the following rules: (i) rin should

not be too large as it will increase the model complexity and hence the required amount of

training data; (ii) rin should not be too small as it will limit the expressive capability of the

model, leading to unsatisfactory prediction accuracy.

Fully-connected neural network based prediction network: We adopt the fully-connected

neural network with two hidden layers to be the interference prediction network. The input layer

of the network has M neurons, which is equal to the number of antennas. The output layer of
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the network has only one neuron with linear activation. Both hidden layers have M ′ neurons.

Similar to rin in the model-based architecture, the selection of M ′ needs to strike a balance

between model complexity and model expressive capability. Moreover, all the hidden layers are

followed by the batch normalization layer and ReLU activation layer.

3) Training parameters: As mentioned before, the surrogate model is trained in a supervised

fashion, based on the collected power datasets, i.e., Din and Ds. Moreover, the interference predic-

tion network and the signal prediction network are independently trained, and we adopt the same

training hyper-parameters for these two prediction networks. We notice that, however, when the

following factors are different, it might need additional adjustments of the training schedule: (i)

The model-based and FC-based architectures present noticeably different convergence behavior

and hence require different training designs; (ii) When the number of antennas changes (e.g., 8

or 256 antennas); (iii) When the size of training dataset changes. The detailed hyper-parameters

used for training different kinds of surrogate models with various system configurations can be

found in [42].

C. Numerical Results

In this subsection, we provide the simulation results of the proposed interference-aware beam

learning solutions. Moreover, to better present the results, in Section VI-C1, we first evaluate the

reinforcement learning based beam design solution proposed in Section IV that keeps interacting

with the actual environment. This is to demonstrate the achieved performance by the proposed

beam learning algorithm without knowing the channel knowledge. Then, in Section VI-C2, we

test the surrogate model assisted beam design framework proposed in Section V, with a focus

on evaluating the validity and efficacy of using surrogate model to reduce the beam learning

overhead, as well as comparing different surrogate model architectures.

1) Interference nulling without knowing the channels: Based on the aforementioned simulation

setup and deep learning architecture, in Fig. 4, we demonstrate the learning results when there

are two interfering transmitters. We show the beam patterns learned with and without taking

the interference into account, together with the receive patterns (i.e., the distribution of receive

power strength in angular domain from the BS’s perspective) of the selected interfering sources.

As shown in Fig. 4(a), the two interferers are present at the directions aligning with the two most

strongest side-lobes of the interference-unaware beam, which incurs significant interference and

causes performance degradation. The learned interference-aware beam is plotted in Fig. 4(b).
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Fig. 4. The beam pattern learning results in an environment with two interfering transmitters, where (a) shows the learned beam

pattern when ignoring the surrounding interfering transmitters, and (b) shows the interference-aware beam pattern. (c) shows

the interference-aware beam pattern learning process.

As can be seen, the interference-aware beam shapes nulls that have very low receive gains

at the directions of the interferers, which nearly eliminates the severe interference. To be

more specific, in the interference-unaware case, the signal-to-interference ratio (SIR) levels are

10.56 dB and 13.71 dB with respect to the two interfering transmitters. By contrast, the SIR

levels are improved to 28.63 dB and 26.28 dB when using the interference-aware beam, which

only incurs a loss of 0.8348 dB for the combining gain of the target user.

In Fig. 4(c), we show how the combining gains of the received signals from the target user

and the interfering transmitters are changing as the learning proceeds, as well as the overall SIR

performance. As can be seen, the combining gain of the target user and the combining gains of the

two interfering transmitters start from almost the same level, since a random beam is used as the

starting point. As learning proceeds, the combining gain of the target user maintains, generally

speaking, an increasing trend, while the combining gains of the two interfering transmitters

are gradually decreasing. The overall SIR, however, maintains a monotonically increasing trend.

Furthermore, as can be observed from the figure, the combining gain of the target user has a high

spike (achieved by a certain learned beam) at the beginning of the learning process. However,

despite the good performance on the target user, that beam also incurs strong interference from

other undesired transmitters, hence resulting in an unsatisfactory SIR performance. Therefore, it

is finally replaced by other beams that have slightly lower combining gain to the target user but

are very effective in suppressing the interference. Fig. 4(c) also shows that with only around

1000 iterations, the SIR performance improved from around −10 dB to around 20 dB,

without knowing the channels (for both the target user and the interfering transmitters).
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Fig. 5. The prediction accuracy of different surrogate model architectures. It shows that the proposed signal model-based

prediction network requires much less data samples to outperform the FC-based prediction network in both cases, i.e., the base

station equipping (a) M = 8 antennas, and (b) M = 256 antennas.
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(b) Interaction with the surrogate model

Fig. 6. The learning experience of the DRL agent when interacting with (a) the actual environment and (b) the surrogate model

trained with 1000 data samples.

2) Surrogate model assisted learning: We also evaluate the performance of the surrogate

model assisted learning framework, which has the potential of significantly reducing the number

of interactions with the actual environment.

In Fig. 5, we first evaluate the prediction accuracy of the two proposed prediction network

architectures, which provides insight on how much data samples are required in order to have

a reasonable performance as well as the practicality of the solutions. We show the prediction
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accuracy of both the signal power and the interference power. As can be seen, the signal model-

based architecture requires much less data samples to achieve higher prediction accuracy than

the FC-based architecture trained with much more data samples. For instance, as indicated in

Fig. 5(a), with only 50 samples, the signal model-based prediction architecture can achieve

even more accurate interference prediction than the FC-based architecture trained with 10, 000

samples. This saves almost 99.5% of the measurements, yielding a more sample-efficient

solution for the practical system deployment. Moreover, as there are more data samples, the

prediction accuracy of the signal model-based architecture also gets improved quite significantly.

Such performance is achieved by better leveraging the underlying signal relationships and hence

the model parameters are essentially searched over a much smaller space. Finally, by comparing

Fig. 5(a) and Fig. 5(b), it can be observed that with more antennas, the system needs to collect

more data samples to train the prediction networks in order to maintain the similar prediction

accuracy when the number of antennas is small.

The trained surrogate model is utilized to interact with the DRL agent, aiming to reduce the

expensive actual measurements conducted by the hardware. In Fig. 6, we show the performance

of the DRL agent when interacting with the actual environment as well as the surrogate model.

The training of the DRL agent is repeated for 100 times and the average performance as well

as the standard deviation are reported in Fig. 6. We test the performance of a system with 8

antennas, and the surrogate model is trained using 1, 000 data samples, i.e., |Din| = |Ds| = 1000.

As can be seen, the learning experience based on the surrogate model is quite similar to that of

the one based on the actual environment. This empirically shows the effectiveness of using the

surrogate model in training the DRL agent. As a result, although the DRL agent requires almost

a total number of 5, 000 interactions with the environment to converge, in the surrogate model

assisted learning framework, all these interactions are with the surrogate model and hence

the expensive evaluations on the real hardware are avoided.

VII. REAL MEASUREMENT RESULTS

In this section, we further evaluate the performance of the proposed interference-aware beam

pattern learning algorithm in Section IV-B using a real-world mmWave prototyping platform.
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(a) Prototyping setup in an outdoor environment
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Fig. 7. The prototyping setup and the outdoor measurement environment for evaluating the proposed interference-aware beam

pattern design algorithm. The adopted setup consists of a receiver, a desired transmitter and an interferer, as shown in (a). The

upper right figure in (a) shows the EXP-1 of the conducted measurement campaign, as depicted in (b), where we provide an

illustration of the relative positions of the receiver, transmitter and interferer in the outdoor measurements.

A. Hardware Platform Description

As shown in Fig. 7(a), we build a test platform comprised of a receiver, a transmitter, and

an interferer. The radio frontend of all three components is the same type of mmWave phased

array, which employs a 16-antenna uniform linear array (ULA) and transmits/receives signals at

an operating frequency of 62.64 GHz. The control units of the transmitter and the interferer are

identical, while the control unit of the receiver includes a laptop. The laptop is used for several

tasks: (i) It controls the phased array at the receiver; (ii) It executes the deep reinforcement

learning algorithm; (iii) It connects to a wireless router and can remotely control the transmitter

and the interferer. During the measurement, it controls the on/off status of the transmitter. It is

worth mentioning that although the transmitter and interferer are equipped with phased arrays,

they both transmit signals in an omnidirectional way for an effective and fair evaluation of

the proposed algorithm. For the phased array at the receiver, only 2 bits are used for the phase

encoding of each phase shifter to form the directional beam, which means that the signal received

by each antenna can only be adjusted with 4 different phase values.
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(c) Beam Pattern

Fig. 8. The learning results of the interference-unaware beam pattern, where (a) shows the real-time power measurement, (b)

shows the anechoic chamber setup for measuring the learning beam pattern, and (c) shows the learned beam pattern with the

black dashed line representing the direction of the desired signal and the red dashed lines representing the directions of the

interfering sources which will be presented later.

B. Experiment Description

In this subsection, we describe in detail how the experiments are designed to effectively

evaluate the performance of the proposed algorithm. As can be seen in Fig. 7(a), we consider

the scenario where both transmitter and interferer have a direct LOS connection with the receiver.

To better reflect the interference suppression capability, we first turn on only the transmitter and

use the algorithm proposed in [36] to learn the “interference-unaware” beam, which focuses only

on maximizing the receive power from the desired transmitter. Then, we turn on the interferer

and run the algorithm proposed in Section IV. This forms the “interference-aware” beam, which

focuses on maximizing the SINR performance. For a better understanding of the measurement

results, we also depict the relative positions of the receiver, transmitter and interferer in Fig. 7(b).

It is worth pointing out that, during the measurement, we fixed the positions of the transmitter

and receiver, which maintains a distance of 9.12m. We change the position of the interferer

to get multiple angle differences that are of interest between the two LOS links. For example,

as shown in Fig. 7(b), in the EXP-1, the distance between the receiver and the interferer is

10.08m, and the distance between the transmitter and the interferer is 6.68m, which forms a

angle difference of around 40.33◦ from the receiver’s point of view. Finally, we also visualize

all the learned beams by measuring their patterns in an anechoic chamber as shown in Fig. 8(b),

which provides useful information in understanding and validating the achieved performance.
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TABLE I

PERFORMANCE OF THE INTERFERENCE-UNAWARE BEAM

EXP-1 EXP-2 EXP-3

Angular Separation 40.33◦ 2.16◦ 2.13◦

Signal Plus Noise Level 0.92 0.86 0.903

Interference Plus Noise Level 0.32 0.915 0.94

SIR Performance 6.96 dB −0.33 dB −0.22 dB

INR Performance −0.47 dB 6.56 dB 6.29 dB

C. Measurement Results

In Fig. 8(a), we plot the learning process of the interference-unaware beam pattern, where

the real-time performance of the DRL-based beam pattern learning algorithm is presented. To

better understand the learning process and make sure that the learning result is meaningful, we

compare the performance achieved by the learned beam with a built-in beam codebook. To be

more specific, the phased array adopted in the experiment includes a default codebook that has

64 beams. This codebook is essentially a beamsteering-like codebook with its beams covering

−45◦ to +45◦ azimuth angular space. In order to find the beam with the best performance, we

perform a beam sweeping and calculate the receive power after combining by each of the beams.

The one that achieves the highest receive power is determined as the best beam. As can be seen

in the Fig. 8(a), the learned beam finally achieves a normalized receiver power of around 0.9,

significantly outperforming the best beam in the codebook. Moreover, we also measure the beam

pattern of the learned interference-unaware beam (plotted in Fig. 8(c)) in an anechoic chamber

as shown in Fig. 8(b). After the interference-unaware beam is learned, the beam weights are

saved and the interferer is turned on. We then measure the signal and interference levels (with

noise) of this learned interference-unaware beam. It is worth mentioning that the interference

levels also depend on the position of the interferer. In our experiments, we select 3 different

interferer positions. The measurement results of the interference-unaware beam with the different

interferer placements are summarized in Table I.

The performance of the interference-aware beam pattern learning algorithm is then bench-

marked with that of the interference-unaware beam. Before we delve into the detailed measure-

ment results, it is worth pointing out that, since both the transmitter and the interferer have a

direct LOS connection with the receiver, and given the channel characteristics in the mmWave
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bands, it is reasonable to assume that the existing LOS link has stronger power than the other

NLOS links (if any) and hence is the dominant factor in the learning process. Furthermore, due

to the finite number of antennas at the receiver (which leads to the limited angular resolution),

intuitively speaking, what really matters is the angle difference between the transmitter-receiver

LOS link and the interferer-receiver LOS link. And in general, the “closer” the transmitter

and the interferer are, the harder for the receiver to distinguish between them. Specifically, we

classify whether a pair of positions (of transmitter and interferer) being well-separated or not

by comparing the angle difference with respect to the receiver with the half-power beam-width

(HPBW). For a ULA with half-wavelength antenna spacing, the HPBW can be approximately

calculated as 1.78
N

rad with N being the number of antenna elements [43]. Therefore, the HPBW

of our adopted 16-antenna phased array is around 6.37◦. Next, based on the angular separation

of the transmitter and the interferer of the considered scenarios (i.e., Fig. 7(b)), we divide the

measurement results into two categories and discuss them respectively.

1) When the transmitter and the interferer are well-separated: We first study the case when

the transmitter and the interferer are relatively well-separated, i.e., the angular separation is

greater than that of the HPBW, in the experiment 1 (EXP 1 in Fig. 7(b)). In Fig. 9(a) and

Fig. 9(b), we plot the learning process of the experiment 1, where the angular separation of the

transmitter and the interferer is around 40.33◦. As can be seen in the figure, the performance of

the interference-unaware beam is actually quite decent, yielding a SIR of 6.96 dB and a INR of

−0.47 dB, thanks to the significant angular separation. However, it still introduces a certain level

of interference which makes it comparable to the noise level and raises the interference plus noise

level noticeably above the noise floor. By contrast, the learned interference-aware beam is able

to further suppress the interference to a great extent, making the INR even below −10 dB, i.e.,

achieving a nearly 10 dB gain in INR, while only sacrificing around 10% of the desired signal

power. It is also worth mentioning that such performance is achieved with only 3, 500 iterations

and without knowing the channels of both the desired transmitter and the interferer. Such

relaxation on the system operations (such as synchronization and channel estimation) makes the

proposed solution implementation friendly in most of the practical systems.

2) When the transmitter and the interferer are extremely close: Next, we study the case when

the transmitter and the interferer are extremely close, i.e., the angular separation is much smaller

than the HPBW, in the experiment 2 and 3 (EXP 2 and 3 in Fig. 7(b)). The angular separations

of the transmitter and the interferer in both experiments are around 2◦, which is only one third of
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(a) EXP 1: Power Measurement
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(b) EXP 1: SIR and INR Performance
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(c) EXP 1: Beam Pattern
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(d) EXP 2: Power Measurement
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(e) EXP 2: SIR and INR Performance
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(f) EXP 2: Beam Pattern
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(g) EXP 3: Power Measurement
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(h) EXP 3: SIR and INR Performance
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(i) EXP 3: Beam Pattern

Fig. 9. The measurement results of the three experiments illustrated in Fig. 7(b), where the first column of figures shows the

real-time receive power measurements and the second column of figures shows the corresponding SIR and INR performance. All

these results are processed with a moving average of 100 samples to smooth out the effect of noise. Finally, the third column of

figures shows the learned interference-aware beam patterns with the black dashed line representing the direction of the desired

signal and the red dashed line representing the direction of the interfering source.

the HPBW of the adopted phased array receiver. It turns out that the proposed algorithm is still

quite capable of suppressing the interference level. As can be seen in Fig. 9(e) and Fig. 9(h), the

SIR in both experiments all finally reaches over 10 dB, and the INR level is also reduced to −8

dB and −10 dB respectively, achieving almost the similar performance when the transmitter
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and the interferer are well-separated. However, different from the previous case, such great

SIR and INR performances are traded with the significant sacrifices of the desired signal power.

As indicated in Fig. 9(d) and Fig. 9(g), the signal power is only around 50% of that achieved

in experiment 1, for instance. This also implies that when the directions of the signal and

interference are well aligned, the system normally needs to strike a delicate balance between

SIR and SNR performances, in order to yield a meaningful SINR value. Such observation

is also empirically confirmed by the measured learned beam patterns. As can be seen from

Fig. 9(f) and Fig. 9(i), the receiver intelligently shapes deep nulls towards the directions of the

interference, which explains the achieved well interference suppression capability. However, as a

compromise, the main-lobes of the beams are no longer pointing towards the desired transmitter,

leaving only the side of the main-lobes leveraged to serve the target transmitter. This makes

the receive signal power much weaker than that of the interference-unaware beam. In summary,

the real-world prototype confirms the effectiveness and robustness of the proposed solution in

learning interference nulling beam patterns based solely on the power measurements. It also

shows the promising gains brought by the intelligent online beam learning solution in realistic

scenarios when compared with the off-the-shelf beams.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we developed a sample-efficient online reinforcement learning based approach

that can efficiently learn interference-aware beams. The proposed solution learns how to design

beam patterns that can effectively manage interference, relying only on the power measurements

and without any channel knowledge. This solution also relaxes the coherence/synchronization

requirements of the system and respects the key hardware constraints of practical mmWave

transceiver architectures. The results show that the proposed solution is capable of shaping

nulls towards the interfering directions while maximizing the reception quality of the desired

signal. When tested on a hardware proof-of-concept prototype based on real-world measurements,

the proposed interference-aware beam learning framework also demonstrating efficient beam

pattern optimization performance. Specifically, the developed solution was shown to improve

the SNR and INR performance by at least 10 dB compared to the interference-unaware beams

in all the tested scenarios. This is particularly important when the interferer is close to the

transmitter. These SNR/INR gains can be translated to more than double the data rate in the

considered scenarios. For the future work, it is important to extend the proposed framework

This article has been accepted for publication in IEEE Transactions on Wireless Communications. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TWC.2023.3324621

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.  See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: ASU Library. Downloaded on March 24,2024 at 06:41:34 UTC from IEEE Xplore.  Restrictions apply. 



31

to network settings with multiple basestation and decentralized beam learning capabilities. It

is also interesting to investigate the application of the developed beam learning approaches to

full-duplex networks and cell-free massive MIMO architectures.
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