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Abstract: Combining the diffusive laser excitation and the photoacoustic signals detection, photoacoustic computed 

tomography (PACT) is uniquely suited for deep tissue imaging. A diffraction-limited ultrasound point detector is 

highly desirable for maximizing the spatial resolution and the field-of-view of the reconstructed volumetric images. 

Among all the available ultrasound detectors, micro-ring resonator (MRR) based ultrasound detectors offer the lowest 

area-normalized limit of detection (nLOD) in a miniature form-factor, making it an ideal candidate as an ultrasound 

point detector. However, despite their wide adoption for photoacoustic imaging, the underlying signal transduction 

process has not been systematically studied yet. Here we report a comprehensive theoretical model capturing the 

transduction of incident acoustic signals into digital data, and the associated noise propagation process, using 

experimentally calibrated key process parameters. The theoretical model quantifies the signal-to-noise ratio (SNR) 

and the nLOD under the influence of the key process variables, including the quality factor (Q-factor) of the MRR 

and the driving wavelength. While asserting the need for higher Q-factors, the theoretical model further quantifies the 

optimal driving wavelength for optimizing the nLOD. Given the MRR with a Q-factor of 1×105, the theoretical model 

predicts an optimal SNR of 30.1 dB and a corresponding nLOD of 3.75×10-2 mPa mm2/Hz1/2, which are in good 

agreement with the experimental measurements of 31.0 dB and 3.39×10-2 mPa mm2/Hz1/2, respectively. The reported 

theoretical model can be used in guiding the optimization of MRR-based ultrasonic detectors and PA experimental 

conditions, in attaining higher imaging resolution and contrast. The optimized operating condition has been further 

validated by performing PACT imaging of a human hair phantom.

Keywords polymer micro-ring resonator; ultrasound detector; photoacoustic imaging; photoacoustic computed 

tomography
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Photoacoustic (PA) imaging enables noninvasive volumetric imaging of biological tissues by capturing the 

endogenous optical absorption contrast [1-3]. PA employs incident short-pulsed light irradiation to excite molecules 

through optical absorption. The resulting energy transfer into heat promotes a local tissue vibration, which 

subsequently generates readily detectable ultrasonic waves. Since the amplitude of the generated ultrasonic waves is 

determined by the product of the optical absorption coefficient and the optical fluence, a PA image reflects the 

volumetric optical absorption distribution in the tissue. Because the tissue scattering of ultrasonic waves is two orders 

of magnitude lower than that of optical scattering, PA is better suited for deep tissue imaging [4, 5]. For the interest 

of high resolution for deep tissue imaging, optical resolution photoacoustic microscope (OR-PAM) employs a focused 

incident laser beam to spatially confine the PA generation. The significantly reduced scattering of the ultrasonic waves 

makes it possible to image deeper into the tissue compared with confocal microscopy at a given optical irradiation 

wavelength. However, the attainable imaging depth is still constrained by the optical scattering of the incident focused 

illumination. Photoacoustic computed tomography (PACT) mitigates this issue by exploiting the diffusive light to 

illuminate deep into the tissues, delivering ultrasonically defined spatial resolution at depths far beyond the optical 

diffusion regime around 1 mm, which exceeds the reach of conventional ballistic optical imaging modalities [6].

In PACT imaging, the size of the ultrasound detector determines the point spread function when sampling 

the complex acoustic wavefront, which ultimately determines the lateral resolution [7-9]. Furthermore, its maximum 

angular detection range is inversely proportional to the detector size, due to the diffraction nature of the acoustic wave. 

The angular detection range, the total array aperture size, and the working distance will collectively determine the 

field-of-view (FOV). Thus, the desire to resolve fine details in PACT images necessitates an ultrasonic point detector 

with high sensitivity over a broad ultrasound frequency range. Despite their popularity, ultrasound detectors using 

piezoelectric materials are facing difficulties in scaling down the sensing area to a size comparable with the acoustic 

wavelength in water. This is largely due to the limited sensitivity per unit area. Furthermore, the optically opaqueness 

nature of commonly used piezoelectric materials often obstructs the incident PA excitation. Recently, transparent 

piezoelectric ultrasound detectors [10-13] have been demonstrated to overcome the limitation of conventional 

ultrasound detectors in OR-PAM by simplifying coaxial alignment of optic and acoustic paths and realizing integration 

with other imaging modalities. However, the transparent piezoelectric transducers need further improvements to 

increase the optical transmission, the detection sensitivity, and frequency bandwidth [14]. The recent emergence of 

optical-based detectors has thus offered an attractive solution towards miniaturizing the sensing area without 

compromising the ultrasound detection sensitivity [15, 16]. A variety of optical-based ultrasound detectors being

developed have shown promise in greatly improving the detection sensitivity over a wide frequency range. Examples 

of optical-based ultrasound detectors include free space optics-based sensors [17-20], prism-based sensors [21-23], 

and optical fiber-based sensors [24-28]. Further exploiting strong optical resonance, integrated photonic devices, 

including silicon-on-insulator resonators with Bragg gratings [29, 30] and polymer micro-ring resonators (MRRs) [31-

34], significantly reduced the detection limit and sensing areas comparable to or even smaller than the subjecting 

acoustic wavelength. Among them, a polymer MRR has been proven to be the most versatile choice due to its high 

sensitivity and frequency bandwidth over a miniaturized form-factor, optical transparency, and low-cost fabrication. 

It provides a high sensitivity with high Q-factor of ~105, a broad detection frequency range up to 250 MHz, a small 
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detection area with a size less than 80 μm, and the highly desirable optical transparency. Collectively, the resulting

detector has an nLOD of 1.8 × 10−3 mPa·mm2/Hz1/2, which represents more than one order of magnitude improvement

compared with all other ultrasonic detectors, as reported in a recent review article [16]. Furthermore, its optical 

transparency minimizes the interference with the incident photoacoustic excitation beam, allowing photoacoustic 

detection at increased detection sensitivity and frequency bandwidth. Finally, a scalable nanofabrication method of 

the polymer MRR based on soft nanoimprinting lithography significantly reduces the fabrication cost and improves 

the fabrication yield. Over the past decade, its broad detection bandwidth has thus enabled isometric multimodal PAM

[35]; its optical transparency and miniature form-factor has granted the development of PA endoscope [36] and smart 

cranial window for longitudinal in vivo PAM imaging [37]. More recently, its point-like form-factor and high 

sensitivity allowed the development of deep-tissue high-frequency three-dimensional (3D) PACT with a large field-

of-view [38].

Despite its broad applications, the lack of a systematic study of the underlying signal transduction process 

compromises the ability to fully optimize the operating conditions of MRRs to maximize their ultrasound detection 

sensitivity. To address this issue, we develop a comprehensive signal-transduction model that accounts for all the 

major noise factors influencing the detection limit of the MRR-based ultrasound detector, with the key parameters 

being measured experimentally. The nLOD is theoretically and experimentally investigated under the varying Q-

factors and the driving wavelengths of MRR-based ultrasound detector. The optimized operating condition has been 

further validated in the context of PACT imaging using a phantom consisting of a human hair sample.

2. Material and methods

2.1. PA signal transduction in the MRR-based PACT system

A representative MRR-based PACT system used in this study is schematically illustrated in Fig. 1a. A ns-

pulsed Nd: YAG laser (Q-smart 850, Quantel) with a wavelength of 532 nm and a pulsed repetition frequency of 10 

Hz is used as the PA excitation source. The laser beam was expanded and homogenized using an optical diffuser 

(DG10-220-MD, Thorlabs) and then illuminated onto the sample. A second tunable narrow band laser (TLB-6172, 

Newport) is used to drive the MRR near its resonance for detecting the generated PA pressure waves. The polystyrene

MRR with a radius of 40 μm was fabricated on a quartz substrate using a soft-nanoimprinting lithography process

(Fig. 1b) [37, 38]. The MRR was butt-coupled to a single mode fiber (SMF, S630-HP, Thorlabs) as an input port and 

a multimode fiber (MMF, GIF625, Thorlabs) as an output port. The narrow band laser output was conditioned using 

an attenuator (AT) and a polarization controller (PC) and then coupled into the input port of a MRR using an objective 

lens (OL). The detection of the PA signal constitutes multiple sequential signal transduction steps. First, an incident 

pulsed laser photoacoustically generates the ultrasonic pressure wave, which propagates towards the MRR-based 

ultrasound detector. The incident pressure wave deforms the polystyrene MRR waveguide and results in a change of 

its effective optical pathlength due to the elasto-optic effect, and subsequently causes a wavelength shift in MRR’s

resonance modes (Fig. 1c). The use of a narrow band laser allows the shift in the resonance wavelength to be monitored 

as the intensity modulation of the transmissive optical signal at the output port (Fig. 1d), which is then converted into 
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a voltage signal using a photodiode detector (PD, APD430A, Thorlabs) and then digitized using a data acquisition 

(DAQ) card (ATS9350, Alazar) at a sampling rate of 500 MHz.

2.2. Comprehensive theoretical model

The above-mentioned signal transduction processes are summarized into a flow-chart shown in Fig. 2a. The 

signals and the noises associated with each of the transduction steps are respectively represented in blue and yellow 

colors. As illustrated in Fig. 1d, coupling the narrow-band laser at the driving wavelength λE and the power Plaser into 

the MRR with a resonance wavelength at λR generates a base-line transmissive optical power P=P0. In the event of PA 

detection, the acoustic pressure p0 acting on the MRR shifts the resonance from λR to λR , which changes the optical 

transmission at λE to P0+ΔP, where ΔP represents the changes in the optical transmission. The baseline optical 

transmission P0 is the product of the transmittance of the MRR at λE and the incident laser power Plaser. The optical 

signal variation, ΔP, is proportional to the input pressure and the detection sensitivity of the MRR. Therefore, the 

transmissive optical signal is defined as

, (1)

where T(λE) is the transmittance of the MRR at the driving wavelength λE, S is the calibrated transmittance sensitivity 

of the detecting pressure change through the MRR. The calibrated detection sensitivity S is defined by

, (2)

where p is the pressure, neff is the effective refractive index of the guided mode, and the coefficient C will be

determined experimentally [33, 39]. The first term defines the pressure-induced change of the effective 

refractive index in the polymeric waveguide, which is collectively determined by the cross-sectional area of the 

waveguide, as well as the Young’s modulus and elasto-optic coefficient of the waveguide materials. Using the 

commercial finite element analysis software (COMSOL Multiphysics Version 6.0, COMSOL Inc.), we determined the 

to be -5×10-5 MPa-1 in the current MRR configuration. The second term can be approximated as

= 780 nm/1.5 = 520 nm under a small perturbation in . The third term can be defined as the slope 

of the resonance spectrum at λE, Note that the resonance spectrum of an MRR can be approximated using a Lorentzian 

form with a Q-factor defined by , where FWHM is the full width at half maximum of the resonance curve 

[40], and the minimum transmittance of 0.01 at .

Then, the output optical signal from the MRR is converted into a photocurrent:

, (3)

where GA is the responsivity of the PD. The photocurrent idet is then converted into a voltage with the transimpedance 

amplifier as an integral part of the PD. The PD used in this study has a responsivity GA of 53 AW-1 and a 

transimpedance gain RF of 10 kVA-1 [41].

, (4)
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where is the transimpedance gain and is the load resistance. As the transimpedance gain is in general much 

greater than the load resistance RL, the voltage output from the PD can be approximated as

(5)

The first term in Eq. (5) represents the DC components originated from the based-line optical transmission of the

MRR and thus noted as VDC, while the second term represents the oscillating components proportional to the time-

varying PA-induced pressure wave and thus noted as VPA. The digitization of the voltage signal creates the final PA 

induced acoustic waveform in the data form.

While the incident acoustic pressure wave has been converted and amplified into the final data form, a wide 

variety of noises are also propagated and amplified through the same signal transduction process (Fig. 2a). The limit 

of detection (LOD) of an MRR is ultimately determined by the SNR of the final recorded signals. Thus, we have 

identified and included the major noise factors in the forms of optical noises and electrical noises in the theoretical 

model. Firstly, the optical noises originate from the power fluctuation and spectral instability of the narrow-band laser 

used to drive the MRR and the MRR resonance drift due to ambient temperature fluctuations. Secondly, the electrical 

noises are induced when the PD transduces the optical signals into the voltage signals, including shot noise and 

Johnson noise.

Contributions of major noise factors in the final voltage signals are theoretically calculated and quantified as 

follows. Power fluctuation of the narrow-band laser is generally defined as the relative intensity noise (RIN) = 

, where is the power spectral density and is the system frequency bandwidth [42]. As the 

laser power fluctuation propagates through the signal transduction process described in Eq. (5), the resulting variation

in the final voltage output is

. (6)

On the other hand, the statistic spectral instability (Δλspec) of the narrow-band laser with a linewidth of is defined 

as . As the narrow-band laser is tuned into resonance with the MRR as illustrated in Fig. 1c, the resulting 

variation is

. (7)

The shot noise originates from the discrete nature of photons and electrons. Its contribution to the final electronic 

noise is [43]

, (8)

where M is the gain of the PD, e is the charge of electrons, and is the excess noise factor 

given the excess noise index x.

The Johnson noise generated by the thermal agitation of the charge carriers is defined as 

(9)
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where the is the Boltzmann constant, and the is the temperature. Since all noise sources are uncorrelated, the 

total electric noise VN is herein calculated as

(10)

The final readout electric signal (Vtotal) including all the noise terms is described as

. (11)

Their contributions in a representative recorded voltage waveform are illustrated in Fig. 2a. We 

experimentally calibrated the correction coefficient C in Eq. (2) by using the experimental setup illustrated in Fig. 2b.

The calibration setup consists of an acoustic source (V213-BC-RM, Olympus) being suspended 2 mm above the MRR 

ultrasound detector being attached to the bottom of a water tank. The acoustic source and the MRR are immersed in 

the water, which serves the purpose as the ultrasound coupling media in this study. The MRR was connected to the 

narrow-band laser and the matching electronics as shown in Fig. 1a. We first measured the acoustic pressure reference 

at the location of the MRR detector to be p0=1,142 Pa using a calibrated hydrophone (HNC-1000, Onda). We then 

replace it with the MRR for sensitivity calibration. The optical power of the narrow band laser (Plaser) coupled into 

MRR is 2.83 μW. It was determined by measuring the optical transmission through the MRR at the off-resonance 

wavelengths. The recorded voltage output, the measured acoustic pressure p0, and other key process parameters are 

used in Eq. (2) and Eq. (5) to determine the coefficient C. The coefficient C is determined by the average ratio of the 

recorded PA voltage output from the measurement setup in Fig. 2b to the calculated PA signal without calibration, 

defined by , from Eq. (2) and Eq. (5). The coefficient C values are 912, 546, 622, and 390 for 

the Q-factor of 1×104, 2×104, 5×104, and 1×105, respectively. The calibration step allows our theoretical signal 

transduction model to closely represent the real experimental conditions.

3. Results

3.1. PA signal and noises from the comprehensive theoretical model

We use the calibrated signal transduction model to quantitatively investigate the influence of Q-factors and 

the driving wavelength on the voltage signals and the associated noises. The ratio of voltage signal and the noise will 

ultimately determine the nLOD for the MRR. Fig. 2c shows the calculated PA signal (VPA) for MRRs with varying 

Q-factors of 1×104, 2×104, 5×104, and 1×105. For the convenience of comparison, the wavelength in the horizontal 

axis shows the wavelength offset to its resonance being further normalized by the product of its resonance wavelength 

and the Q-factor ( ). As such, the resonance curves of MRRs with different Q-factors are consolidated into a 

single Lorentzian form shown as the dash line in Fig. 2c. Since the sensitivity to the acoustic pressure is proportional 

to the slope of the resonance curve, , as described in Eq. (2), the calculated VPA has the maximum value at 

the normalized wavelength of ±0.29/Q where the is maximized. The maximum value of VPA is proportional 

to the Q-factor, as expected. Fig. 2d shows the calculation of all the resulting noise terms using Eq. (10). Specifically, 

VRIN was calculated in Eq. (6) where RIN = 0.02 was determined using the SRIN of the laser of -120 dB and the of 

the 400 MHz from the system bandwidth limited by the bandwidth of PD [42]. Vspec was calculated in Eq. (7), where
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Δλspec of the laser source is 0.4 fm, the is 200 kHz [44], and the λ is 780 nm. Vshot was calculated using Eq. (8), 

where the e is 1.6×10-19 C, and the M is 100 and the x is 0.3 for avalanche PD at a wavelength of 780 nm [43]. VJohnson

was calculated using Eq. (9), where the is 1.38×10-23 J·K-1 and the is the temperature 298.15 K for room 

temperature. The VRIN from the laser power fluctuation and the shot noise Vshot are found to be the primary noise 

sources. In the case of an MRR with Q of 1×105, VRIN and Vshot have a peak value of 6.8×10-2 V and 4.2×10-2 V, 

respectively. In comparison, Vspec has a rather low peak value of 1.0×10-4 V due to the extremely low Δλspec of 0.4 fm

in the narrow-band laser. VJohnson has a constant value of 2.6×10-4 V and it is expected for commercial Si based 

avalanche PD modules with a of at least tens of MHz and an of at least a few kΩ. Similar behaviors are observed 

for all MRRs with different Q-factors (Fig. 2d). It is worthwhile to note that for an MRR with a higher Q-factor, VN

exhibits a distinct peak near the slope of the resonance spectra, which suggests a strong contribution from oscillating

components of the voltage output (VPA). On the other hand, monotonic increase of VN found in MRRs with lower Q-

factor further suggests the strong contribution of the DC components of the voltage output (VDC).

3.2. Theoretical and experimental study for the detection limit

The detection limit of MRR based ultrasonic detectors ultimately relies on the competition among the signals 

and the noises, as both are proportional to the increase of the Q-factors. To better understand the detection limit, we 

experimentally measured VPA, VN, SNR, defined as VPA/VN, and the nLOD for MRRs with varying Q-factors and 

driving wavelength λE (Fig. 3). The NEP can be calculated by , where is the detection 

bandwidth of the MRR. The and the sensing area of the MRR in the PACT system are 23 MHz [38] and 5×10-

3 mm2 for the ring radius of 40 μm, respectively. The Q-factor of the MRR is fundamentally determined by the energy 

dissipation associated with the optical resonance. Specifically, it comprises the contribution of absorption loss, 

scattering loss, and the coupling loss. In this study, we intentionally perturbed the optimized device configuration and 

the nanofabrication conditions to create a set of MRRs with varying range of Q-factors from 1×104 to 1×105. 

Specifically, fabricated MRRs with a Q-factor of 1×104 and 2×104 using an UV-curable PDMS (KER-4690, Shin-

Etsu) cladding/protection layer and MRRs with a Q-factor of 5×104 and 1×105 using a low refractive index (MY-

131MC, MY Polymer, Inc.) cladding/protection layer. The range of Q-factors was chosen to cover the lower bound to 

the higher bound of Q-factors commonly seen in ultrasound detection. λE is expressed as the percentage of each 

FWHM, which can equivalently indicate the wavelength is how far away from the resonance dip of the MRR for each 

Q-factor. For example, 0% of FWHM represents the resonance dip.

Experimental results show good agreements with the theoretical model. The VPA and VN values tend to 

increase as the Q-factor increases because of the increase of the sensitivity (Fig. 3a and b). Both theoretical and 

experimental results tend to decrease as λE moves to the off-resonance region with lower resulting in lower 

sensitivity, while the calculated VPA values have their maximum values at 29% of FWHM consistently in the 

theoretical model and the experimental VPA values have the maximum at 47%, 36%, 6%, and 28% of FWHM for Q-

factors of 1×104, 2×104, 5×104, and 1×105, respectively. In the theoretical model, the VN values show two different 

trends depending on the Q-factor, one tends to gradually increase with the convergence value of 4.1×10-2 V, and the 

other tends to decrease with the same convergence value after having the maximum value, because the sensitivity term 
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is converted to zero as λE moves away from the resonance curve. The experimental VN values gradually increase as 

the λE increases similar to the theoretical model.

Both theoretical and experimental results clearly show that the higher Q-factor and an optimal λE at close to 

~20% of FWHM can provide higher SNR and lower nLOD in the PA measurement (Fig. 3c and d). The theoretical 

SNR has optimal values of 24.4, 24.9, 29.3, and 30.1 dB at the λE of 20%, 20%, 22%, and 23% of FHWM for Q-

factors of 1×104, 2×104, 5×104, and 1×105, respectively. The experimental SNR has optimal values of 17.4, 22.3, 28.9, 

and 31 dB at λE of 30%, 13%, 6%, and 24% of FHWM for Q-factors of 1×104, 2×104, 5×104, and 1×105, respectively

(Fig. 3e). The optimal nLOD for Q-factors of 1×104, 2×104, 5×104, and 1×105 are 7.21×10-2, 6.80×10-2, 4.13×10-2, and 

3.75×10-2 mPa mm2/Hz1/2 in the theoretical results and 1.64×10-1, 9.30×10-2, 4.28×10-2, and 3.39×10-2 mPa mm2/Hz1/2

in the experimental results, respectively (Fig. 3f). Thus, the MRR can provide significantly improved nLOD, up to 

177 times lower than nLOD of 6 mPa mm2/Hz1/2 from a commercialized piezoelectric transducer (V214-BB-RM, 

Olympus NDT) with a sensing area of 30 mm2 [16], thanks to the small size and the high detection sensitivity of MRR

compared to piezoelectric transducers. The difference in absolute values and the optimal driving wavelengths between 

the theoretical and the experimental results is because the limitation of fine tuning of the wavelength of the narrow-

band laser in the PA signal measurement unlike in the theoretical model.

3.3. PACT imaging with the MRR ultrasound detector

We have also demonstrated PACT imaging of three human hair samples at varied depths using MRRs with 

different Q-factors at two different λE conditions to characterize PA imaging resolutions for different conditions of the 

MRR ultrasound detector (Fig. 4 and Fig. S1 in the Supporting Information). Two different λE close to the dip and far 

from the dip are chosen as the optimal (λoptimal) and the non-optimal driving wavelengths (λnon) to compare the highest 

and the lowest SNR conditions in PA imaging. In details, the λoptimal is 30%, 13%, 6%, and 24% of FWHM for the Q-

factor of 1×104, 2×104, 5×104, and 1×105, respectively, based on the experimental results of SNR in Fig. 3c. The λnon

is 76% of FWHM for all Q factors. The PACT images were acquired by using the MRR based PACT system described 

in Fig. 1a and reconstructed by using a 3D delay-and-sum algorithm [45, 46]. The optical energy was 10 mJ/pulse at

532 nm to image a human hair and a total imaging time was ~1.6 seconds for a scanning distance of 1 mm with the 

laser repetition rate of 10 Hz and a scanning step size of 60 μm.

We acquired normalized x-z slice images of the reconstructed PACT images of the three human hair samples 

at varied depths for Q-factors of 1×104, 2×104, 5×104, and 1×105 and λE at λoptimal and λnon (Fig. S1 in the Supporting 

information). Each hair is located at z of ~ 9 mm, ~12.5 mm, and ~15.4 mm. Enlarged reconstructed images of the 

hair sample at z of ~15.4 mm, yellow dashed rectangular boxes in Fig. S1, for Q-factors of 1×104, 2×104, 5×104, and 

1×105 are shown in Fig. 4a-d for λoptimal and Fig. 4e-h for λnon. For the convenience of comparison, the x-z slice images 

are normalized by the maximum PA amplitude of the x-z image with a Q-factor of 1×105 and λoptimal. The MRR with 

a Q-factor of 1×105 provides clear images with a maximum normalized PA amplitude of 1 at λoptimal (Fig. 4d), while 

the MRR with a Q-factor of 1×104 shows blurred image with a maximum normalized PA amplitude of 0.09 (Fig. 4a).

In contrast, the MRRs with the Q-factor of 1×104 and 1×105 provide a maximum normalized PA amplitude of 0.02 
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and 0.50 at λnon (Fig. 4e and h), which are much lower than the maximum values from the optimal condition. The one-

dimensional (1D) signal profiles in the lateral and axial directions are extracted from the normalized x-z slice images 

in Fig. 4a-h to compare the PA signal and signal contrast between the λoptimal and λnon conditions for different Q-factors. 

The lateral signal profiles in the x-direction (Fig. 4i-l) and the axial signal profiles in the z-direction (Fig. 4m-p) clearly 

indicate that the higher Q-factor and the λoptimal condition can provide higher PA amplitude and signal contrast. In 

addition, we measured sizes of the human hair sample, defined by the FWHM of the lateral and the axial signal profiles

in Fig. 4i-p, for different Q-factors and λE (Table 1). The measured lateral and axial sizes of the human hair sample 

are 308 μm and 136 μm, respectively, for a Q-factor of 1×104 under the λoptimal condition, i.e, λE at 30% of FWHM. 

Meanwhile, the measured sizes in the lateral and axial axes are 243 μm and 93 μm, respectively, for the Q-factor of 

1×105 under the λoptimal condition, i.e, λE at 24% of FWHM. The spatial resolution of PACT is eventually determined 

by the SNR in the detected ultrasound signal, particularly in the high frequency band. The slope of the resonance dip 

is proportional to the Q-factor. as shown in Fig. 1d. It determines the magnification ratio when transducing the incident 

ultrasonic pressure wave into the temporally modulated electrical signal. Thus, a higher Q-factor is expected to 

produce a better detection sensitivity and thus a higher SNR in the detected ultrasound signal. The increased SNR will 

positively influence both the axial resolution ( ) and the lateral resolution ( ) in PACT, which are defined as: [7-

9]

(12)

(13)

where is the acoustic wavelength at the high cut-off frequency, is the speed of sound in the medium, is the 

cut-off frequency, and is the diameter of the MRR. Higher SNR will improve the detection frequency bandwidth 

from the white noise background and thus, improve both the axial resolution and the lateral resolution.

4. Discussion

While the trends of VPA, VN, SNR, and nLOD along exhibit consistent alignment with values of the same order in 

both the theoretical and experimental results for all Q-factors, some of the noise values show a difference in between 

the theoretical and experimental results. The errors in precisely modeling the contribution of different noise sources 

may collectively contribute to the apparent differences between the theoretical model and the experiment. One of the 

reasons can be the contribution of the excess noise factor in the Eq. (8). We set an excess noise index of 0.3 

for of Vshot in the Eq. (8) with assuming that the PD follows a -M relationship of a near infrared type [41, 

43]. If an actual value of of the PD is higher than 0.3, the Vshot value will increase thus, the VN value increase.

We compared theoretical results for two different excess noise indexes, 0.3 and 0.5, for the same conditions of other 

parameters described in the section above. Vshot values increase when the excess noise index increases from 0.3 to 

0.5. (Fig. S2 in the Supporting Information). When is 0.3 as in the literature, the Vshot is lower than the VRIN value 

for a Q-factor of 1×105 and 5×104 and the VN and the VRIN are almost same for a Q-factor of 2×104 and 1×104. When 

is 0.5, the Vshot is similar to VRIN for a Q-factor of 1×105 and the VN is higher than the VRIN for a Q-factor of 5×104, 
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2×104 and 1×104. As a result, VN, SNR, and nLOD values in the theoretical results are closer to the experimental 

results because the VPA values are the same for different values (Fig. S2 and S3 in the Supporting Information).

The minimum transmittance value at can affect the output signal and noise, while the Q-factor of the MRR 

is the critical parameter to determine the performance of the ultrasound detector including the detection sensitivity, 

SNR, and nLOD based on the theoretical and experimental results. For the same , , and Q-factor, as the minimum 

transmittance at the resonance wavelength increases, the slope of the resonance curve, , decreases 

and the transmittance at increases. The decrease of affects mainly VPA and subsequently the VN. The 

decrease of induces the decrease of the detection sensitivity resulting in the decrease of VPA for the same 

calibration parameter C based on Eq. (1-5). This further affects VRIN, Vspec, and Vshot based on Eq. (6-8). While both 

and are related to the noise values, the change in is dominant. In the theoretical model, 

we assume that the normalized transmittance curve of the resonance spectrum of the MRR follows the Lorentzian 

form and is 0.01, which is ideally close to zero for the critical coupling condition. As increases from 

0.01 to 0.50, both VPA and VN values decrease for all Q-factors (Fig. S4 in the Supporting Information). The maximum

value of VPA for a Q-factor of 1×105 is reduced by half and the maximum VN decreases to 75% of the original value 

when increases from 0.01 to 0.50. Consequently, the SNR values decrease and the nLOD values increase for 

all Q-factors, which means performance of the MRR ultrasound detector is worsen. Therefore, the MRR ultrasound 

detector can provide the best detection sensitivity, SNR, and nLOD for higher Q-factor and the critical coupling 

condition under the optimal driving wavelength.

5. Conclusions

In conclusion, we developed a comprehensive theoretical model to comprehend the PA signal transduction 

process considering all the major noise factors in the MRR based ultrasound detectors. We quantitively studied the 

contribution of the major noise factors to the SNR and the ultrasound detection limit using both a theoretical model 

and experimental measurements. The Q-factor and the driving wavelength of the MRR directly related to the detection 

sensitivity are major parameters for the SNR and the nLOD in the system. The theoretical model and the experimental 

result clearly show that the higher Q-factor and the optimal driving wavelength exhibit optimal SNR and nLOD. Given 

an MRR with a Q-factor of 1×105, the theoretical model predicts an optimal SNR of 30.1 dB and a corresponding 

nLOD of 3.75×10-2 mPa mm2/Hz1/2, which are in good agreement with the experimental measurements of 31.0 dB 

and 3.39×10-2 mPa mm2/Hz1/2, respectively. In addition, we demonstrated that a higher Q-factor MRR with the optimal 

driving wavelength can provide higher imaging resolution and contrast in PACT imaging. This work can provide 

guidance in understanding comprehensive PA signal transduction processes and contributions of major noises to

optimize the SNR and nLOD in the MRR based PACT system, in attaining higher imaging resolution and contrast.
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Fig. 1. a) A schematic illustration of micro-ring resonator (MRR) based photoacoustic computed tomography (PACT) signal 

acquisition. AT: attenuator, PC: polarization controller, OL: objective lens, APD: avalanche photodetector, FC: fiber 

connector, DAQ: data acquisition.  b) SEM image of the MRR with a radius of 40 μm. scale bar: 20 μm. c) A numerically 

calculated electric field in the ring waveguide for the fundamental transverse electric (TE) mode. Ultrasonic pressure (p0) 

changes the resonance spectrum of the ring waveguide by changing the dimension of the waveguide and the refractive index 

of the materials. scale bar: 200 nm. d) A principle of PA signal transduction through the MRR. A shift of the MRR resonance 

spectrum by ultrasonic pressure induces the modulation of transmitted optical power through the MRR for the fixed driving

wavelength (λE). The optical signal can be transduced to an electrical signal through the PD.  
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Fig. 2. a) A schematic flow of MRR based PA signal transduction and major noises in the system. p0: input acoustic pressure. λE: 

driving wavelength. P0: Initial optical power through the MRR at λE. ΔP: Optical power variation for p0. GV: photoelectric 

sensitivity of the PD module. VDC: DC electric signal. VPA: PA signal. VN: total noise. VDC, VPA, and VN correspond to DC bias 

voltage, peak-to-peak voltage, and root-mean-square voltage in the experimentally measured readout. b) A schematic illustration 

of the measurement setup of the MRR detection sensitivity. c) The normalized transmission spectrum of the MRR is generated 

based on a Lorentzian curve (dash line). The calculated absolute value of the acoustic signal (solid line) for the MRR with a Q-

factor of 1×105, 5×104, 2×104, and 1×104 and an input pressure of 1142 Pa. d) Calculated noise values for a Q-factor of 1×105, 

5×104, 2×104, and 1×104 and an input pressure of 1142 Pa.
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Fig. 3. Theoretical and experimental results of VPA (a), VN (b), SNR (c), and nLOD (NEP × sensing area) (d) for MRRs with 

different Q-factors of 1×104, 2×104, 5×104, and 1×105.  e) The optimal values of the theoretical and the experimental SNR for 

different Q-factors. f) The optimal values of the theoretical and the experimental nLOD for different Q-factors.
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Fig. 4. PACT imaging under the optimal and non-optimal driving wavelength conditions for MRRs with different Q-factors. (a-d)

The normalized x-z slice images of the reconstructed 3D PACT images of a human hair sample under the optimal driving

wavelength condition (λoptimal) for Q-factors of 1×104, 2×104, 5×104, and 1×105, respectively. Scale bar: 500 μm. (e-f) The 

normalized x-z slice images of the reconstructed 3D PA images of a human hair sample under non-optimal driving wavelength 

condition (λnon) for Q-factors of 1×104, 2×104, 5×104, and 1×105, respectively. Scale bar: 500 μm. (i-l) The normalized lateral signal 

profiles under λoptimal and λnon for Q-factors of 1×104, 2×104, 5×104, and 1×105, respectively. (m-p) The normalized axial signal 

profiles under λoptimal and λnon for Q-factors of 1×104, 2×104, 5×104, and 1×105, respectively. 

Table 1. Measured lateral and axial sizes of the human hair sample.

Q-factor
lateral size (μm) axial size (μm)

at λoptimal at λnon at λoptimal at λnon

1×10
4 308 1193 136 263

2×10
4 320 347 126 130

5×10
4 250 293 104 145

1×10
5 243 210 93 96

Jo
urn

ahe optimal and nonimal and non-optim

images of the reconstrues of the re

(λoptimal) for Qfor Q--factors fa

ice images of the reconsmages of the re

n)) for Qfo --factors offactors o 1×104

der λoptimalimal and and λλnonnλ for 

λoptimaltimal and an λno



Biographies

Youngseop Lee is currently a postdoctoral researcher in the Department of 

Biomedical Engineering and the Department of Mechanical Engineering at 

Northwestern University. He received his PhD in Bio and Brain Engineering from 

KAIST in 2017 after BS and MS degrees in Bio and Brain Engineering from KAIST 

in 2010 and 2012, respectively. His research interests include nanophotonic 

materials and devices for biomedical imaging and sensing.

Qiangzhou Rong is a research scientist in the BME department at Duke University. 

He received his Ph.D. degree from the School of Physics, Northwest University, 

China in 2015. His current research interest focuses on the system development and 

biological application of photoacoustic imaging, especially in all-optical 

photoacoustic imaging and hyperspectral photoacoustic microscopy.

Ki-Hee Song is a senior researcher in Quantum Optics Research Division of Korea 

Atomic Energy Research Institute. He received his Ph.D. at the biomedical 

engineering department from Northwestern University in 2020. He worked as a 

postdoctoral research fellow at the Northwestern University from 2020 to 2021. His 

research interests are the development of super-resolution imaging techniques for 

biology and laser decommissioning techniques in nuclear engineering.

David A. Czaplewski is a Scientist at the Center for Nanoscale Materials at 

Argonne National Laboratory. He received his BS degree in Physics from 

University of Illinois at Chicago and his MS and PhD degrees in Applied Physics 

from Cornell University. His research interests include the design, fabrication, and 

testing of micromechanical and nanomechanical devices, developing novel methods 

to realize nanoscale devices for use as sensors and actuators, studying the non-linear 

dynamics of M/NEMS resonators and oscillators, including synchronization and 

modal coupling, studying plasmonic behavior and light scattering, ranging from 

Rayleigh to Mie, for the formation of metamaterials, including applications such as 

flat lenses, and creating quantum systems of quantum dots coupled with mechanical 

vibration to a carbon nanotube.

Jo
urn

al 
Pre-

pro
of

epartment at ment

of Physics, Northweysics, North

focuses on the system dses on the syst

stic imaging, especiimaging, 

ectral photoacoustic mal photoacoust

f

ng is a senior researchea senior

Energy Research Innergy Researc

gineering department fring depart

postdoctoral researchstdoctoral rese

research interestresearch in

biology and biology

P

ur
Jo



Junjie Yao is currently an Associate Professor at the Department of Biomedical 

Engineering at Duke University. Dr. Yao received his B.S. (2006) and M.S. (2008) 

degrees in Biomedical Engineering from Tsinghua University (Beijing, China), and 

his Ph.D. degree in Biomedical Engineering at Washington University in St. Louis 

in 2013. More information about Dr. Yao’s research at 

http://photoacoustics.pratt.duke.edu/

Hao F Zhang is a professor of biomedical engineering at Northwestern University. 

He received his BS and MS degrees from Shanghai Jiao Tong University and his 

PhD from Texas A&M University. His research interests include optical coherence 

tomography, super-resolution imaging, vision science, and genomics.

Cheng Sun is a Professor of Mechanical Engineering at Northwestern University, 

where he has been since 2007. He received his PhD in Industrial Engineering from 

Pennsylvania State University in 2002 and went on to work as a research scientist 

at UC Berkeley. His work focuses mainly on advanced micro-/nano-manufacturing 

technologies and applications in photonics and biomedical devices and systems.

Declaration of Competing Interest

C. S. and H. F. Z. have financial interests in Opticent Inc., which did not support this work. The other authors 
declare no conflict of interest.

Jo
urn

al 
Pre-

pro
ofngineering at Northweeering at Nort

om Shanghai Jiao Tonhanghai Jia

His research interests iresearch i

maging,g vision sciencevision scie

oo

a Professor of Mechaa Professor of M

has been since 2007. Hhas been since

sylvania State Universania Sta

t UC Berkeley. His woBerkeley. Hi

technologies and apechnologies an

Pr

uuruu


