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Truly collaborative scientific field data collection between human scientists and autonomous robot systems requires a shared
understanding of the search objectives and tradeoffs faced when making decisions. Therefore, critical to developing intelligent
robots to aid human experts, is an understanding of how scientists make such decisions and how they adapt their data
collection strategies when presented with new information in situ. In this study we examined the dynamic data collection
decisions of 108 expert geoscience researchers using a simulated field scenario. Human data collection behaviors suggested
two distinct objectives: an information-based objective to maximize information coverage, and a discrepancy-based objective
to maximize hypothesis verification. We developed a highly-simplified quantitative decision model that allows the robot to
predict potential human data collection locations based on the two observed human data collection objectives. Predictions
from the simple model revealed a transition from information-based to discrepancy-based objective as the level of information
increased. The findings will allow robotic teammates to connect experts” dynamic science objectives with the adaptation of
their sampling behaviors, and in the long term, enable the development of more cognitively-compatible robotic field assistants.
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1 INTRODUCTION

Robots and rovers are beginning to assist human field scientists in a range of planetary and earth science mission
tasks [21, 30]. Mobile robotic platforms can move through increasingly complex natural environments while
measuring environment properties, bringing the precision of laboratory experimentation to the field [4, 13, 24~
26, 31]. Due to the uncertainty and dynamic nature of some natural environments, multi-stream data need to be
considered simultaneously to understand the mechanisms underlying natural processes. The use of robots for
data collection has already helped further geoscientists’ understanding of desert sediment dynamics. For example,
in prior work, we deployed a legged robot, RHex [28], to assist human geoscientists in field data collection
across deserts in NM and CA [25], to reveal how environmental properties such as soil strength and vegetation
density influence sediment transport and desertification processes. The robot provided human geoscientists
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with high spatiotemporal resolution data on leg-soil interactions in-situ. Access to this data allowed scientists to
test hypotheses about soil strength in the field, update their beliefs, and dynamically adapt their data collection
strategies to enable important scientific discoveries [35].

Most state-of-the-art robots assisting in data collection - including the robot RHex used in our research [25, 35]
— are used as mobile sensor suites, taking low-level command from humans to execute the navigation, sensing
and sampling, while human experts bear the full burden of integrating and interpreting data for future data
collection decision making. Cognitive science literature has shown that when this burden exceeds the processing
capacity of the human mind, experts are likely to rely on mental shortcuts and rules-of-thumb (heuristics) [5, 20]
and have trouble flexibly adapting thinking and behavior in response to new information [2]. This leaves expert
scientists vulnerable to decision biases that can lead to missed scientific discoveries [34]. Robots could help
human teammates to make better decisions by taking on increased responsibility in collaborative exploration,
e.g., through autonomous low-level data collection decisions or in-situ decision support.

Here we take the position that, in order for robots to truly understand and anticipate expert data collection
needs and recognize potential human decision pitfalls, we must first understand how scientists make and
adapt data collection decisions. In this study, we combine human cognitive experiments and quantitative robot
reward functions, to allow robots to connect the adaptation of scientists’ sampling behaviors with their dynamic
science objectives. We study the cognition and behavior of a diverse pool of possible expert geoscientist end-
users, to understand how experts update data collection objectives in response to incoming information. The
observed human abstract objectives are then represented as hypothesized reward functions for robots to predict
corresponding sampling locations. These hypothesized reward functions serve as a simplified and testable model
of human behavior, and allow systematic investigation of the effect of different decision parameters. Comparison
between robot-predicted sampling locations and human-experts’ decision data reveals key decision factors
governing experts’ data collection strategies, and informs how experts tradeoff different objectives to select
and adapt strategies in response to new data. With this work, we take the first necessary step towards a robot
inferring scientist objectives and predicting data collection behavior; where the aim is not to replicate how
humans make decisions, but rather for a robot to have a representation of thought processes (theory of mind)
that lead to scientists’ actions or goals [7]. In this manner, robots can begin to move from mobile sensor suites
to more supportive and intelligent teammates — with the ability to infer and flexibly support experts’ dynamic
objectives, or even identify biased behavior and provide targeted support.

2 BACKGROUND

The majority of past research has approached mobile robotics for science exploration and data collection as
a coverage (mapping) problem [32] or a simple search (target detection) problem [27]. Much progress has
been made in these areas with autonomous path planning solutions, for example using adaptive sampling
algorithms [11, 14] to generate trajectories that maximize information gain [10], minimize uncertainty [17, 33],
or minimize risk [12, 23] while minimizing costs. Some research has integrated expert prior knowledge with
adaptive sampling algorithms; for example, by having scientists represent their prior beliefs as spatial probabilities
on a “hypothesis map” [3] that can be used to generate trajectories that maximize scientific information gain
[22]. Existing adaptive sampling algorithms present implicit tradeoffs between various sampling objectives - e.g.,
exploration-exploitation [9], shortest-smoothest-safest [16] — but we do not yet understand how such tradeoffs
align with those made by human scientists during field data collection. In the absence of this understanding,
robots cannot predict how algorithmic tradeoffs in sampling objectives might differ from human tradeoffs and
therefore cannot support human teammates when their judgments are vulnerable to bias.

The primary approach taken to align algorithmic tradeoffs in sampling objectives with how humans dynamically
prioritize objectives has been to learn from human input. While methods such as coactive learning [31] and
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inverse reinforcement learning [1, 15] could be used to infer human priorities over different trajectories, the
goal of these methods often focus on finding a reward function that allows the robot to best imitate human
demonstrations. Without a general representation of decision process, the selected optimization could sensitively
depend on the scientists’ preference from the training set, making it challenging to cope with variations from a
broader set of human subjects. Methods from human modelling studies [8] have shown promise in formulating
the representation of thought process, and equipping robots with explicit models of why and how a human
teammate would make one tradeoff over another. The benefit of such an approach is that the human model
can directly come from human decision data, resulting in better alignment with human reasoning patterns and
improved explainability [19]. The challenge, however, is how to connect the implicit human decision making
principles [35] with explicit mathematical expressions that can guide robot-aided information search behaviors.
As a first step towards connecting human theory of mind with robotics algorithms, the goal of our study is to
find a simple, explainable principle that can help understand why humans make their sampling decisions, and
how these sampling decisions were related to their scientific beliefs. Such understanding can allow future robots
to understand the reasons behind human actions and offer explainable decision suggestions.

3 STUDYING HUMAN SPATIOTEMPORAL DATA COLLECTION BEHAVIOR WITH A FIELD
SAMPLING INSPIRED SIMULATED SCENARIO

A. Field Scenario B. Simulated Scenario
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Fig. 1. (A) Field site at White Sands, NM, a dune field in the southwest of United States (i), where the RHex [28] robot (ii)
assisted human scientists by collecting soil property measurements [25, 26] along a sand dune. Black line highlights the
transect of a dune where we observe the largest gradient in soil properties (iii). At the crest of the dune, where the soil was
driest because of its distance from the groundwater table (orange line), soil strength was expected to be low. As moisture
increased on the stoss face moving towards the interdune, strength was expected to also increase before leveling of at the
point of moisture saturation. This pattern of expected results, Ha1, is displayed in blue and is provided to participants in the
simulated scenario. Through field work, geoscientists discovered that soil strength actually increases rapidly to its maximum
as soil becomes slightly wet, and then decreases slightly as soil moisture becomes more saturated nearing the interdune
area just before leveling off [26]. This alternative pattern of results, Hay, is displayed in green. Participants in the simulated
scenario were randomly assigned to sample from data sets supporting Hq; or Hyz. (B) The interactive data collection page
of the web-based decision-making scenario, which was inspired from the robot-assisted field data collection scenario. Expert
geoscientist participants select data collection locations on dune cross-section and measurements are provided in real-time.

Here, we use a simulated data collection scenario to determine the objectives driving expert geoscientist data
collection decisions, and how changes in hypothesis beliefs (measured by subjective confidence) alter the weighting
of objectives and corresponding sampling decisions. The simulated scenario allows testing human experts’ decision
processes within a controlled environment, where all individuals have access to the same information about
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the hypothesis and measurement data. It also allows us to recruit a larger number of expert geoscientists for
participation, ensuring behavioral findings are representative of the community and not idiosyncratic to a small
number of scientists.

3.1 Simulated scientific data collection task

The simulated data collection scenario is inspired from real-world field data collection[26] at White Sands National
Park (Figure 1A-i), a dune field in New Mexico [25, 26]. At White Sands, the availability of in-situ data from
a field-deployable robot [26] (Figure 1A-iii) allowed experts to discover that the exhibited dependence of soil
strength on moisture was significantly different from what was hypothesized in the literature [18]. Based on the
literature, it was expected that dry soil would have the lowest strength, and as soil moisture increased, strength
would also increase, eventually reaching a plateau as soil moisture saturates (see Hy; in blue, Fig. 1A-iii). However,
field measurements taken by the robot (Fig. 1A-ii) revealed that as soil became slightly wet (1-3% moisture), soil
strength rapidly increased to maximal, and then slowly decreased with the increasing of moisture, eventually
stabilizing to a plateau (see Hy; in green, Fig. 1A-iii).

Based on the real-world data collection, we designed two data sets of soil strength and moisture, supporting
Ha; and Hyy, respectively. These data sets! were used in our simulated scenario? to generate robot measurements
at participant-selected sampling locations. In our simulated scenario, the expected hypothesis, Hq;, was provided
to all participants. But each participant was randomly assigned to draw from one of the two data sets supporting
Ha, or Hyy. Participants selected an initial data collection strategy for testing the hypothesis at a single dune, by
clicking a location, [, on an image of a dune cross-section (Fig. 1B) and entering the number of measurements
they wished to take at the location, n. We discretized the dune transect (length scale tens of meters) into 22
sampling locations, [ € [1,22], where 1 corresponds to the crest and 22 corresponds to the end of the interdune.
Participants were allowed to click anywhere on the continuous dune transect, to indicate that they would like
the robot to collect soil strength and soil moisture data from this location. The web-based scenario records the
position of this clicked location on the transect image, and bins it to the nearest discretized location?, I. Data
were then presented one location at a time, and participants were asked to provide their confidence towards
the given hypothesis following each measurement: very confident the data supports the hypothesis, moderately
confident, slightly confident, I don’t have enough information, not at all confident. At any time, participants
could deviate from their initial strategy, or stop data collection and make a conclusion about the hypothesis.

Once a conclusion was made, participants completed a follow-up survey that included questions about
decision strategies, data interpretation, and demographic information (e.g., age, gender, years of practice). For
data interpretation questions, participants were shown plots of high density data (220 total measurements, 10
measurements at 22 locations along transect) either supporting Ha; or Hu, and asked to draw a conclusion: “Does
the data support the previously stated hypothesis? How confident are you?” Questions about decision strategies
were open-response: “Did you take a consistent number of measurements at each location? Explain why you took
the number you did.” and “Did you select locations that were roughly evenly spaced? Explain why you selected that
spacing you did?”. After an initial examination of all participant responses, we developed categories of stated
objectives, and then multiple people independently coded a sub-set (roughly 45%) of participant responses based
on these categories to ensure agreement. Indices of inter-rater reliability are k = .847 and .622 for inter-rater
agreement on sample number reasoning and sampling location interval reasoning question response categories,
respectively, which suggested substantial agreement according to Fleiss classification [6]. Based on the result of

1A copy of the data sets is available online here: https://github.com/QianLabUSC/HumanRobotExploration.
2The simulated scenario is available online here: http://seas.upenn.edu/~foraging/transect/ (username and password are both rhex).
31t was found that the results remained qualitatively similar with different binning resolutions.
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this test, we confirmed that the coding system reliably distinguished between categories of objectives, and then a
single person used the same system to code the remaining participant responses.

3.2 Expert geoscientist participants

108 expert geoscientists were recruited to participate in the simulated task, hosted online. Potential participants
were recruited at the 2019 Fall meeting of the American Geophysical Union, through email listerv, or personal
contact with the authors. Experts had to have obtained a bachelor degree in a geoscience-related field to qualify.
Our reported human data sets were from 48 female participants, 59 male participants, and 1 participant who
reported their gender identity as "other". Experts ranged in age 22-72 and in their years of experience post-
bachelors 0-51.

3.3 Basic performance in the task

Among the 108 experts, 55 were assigned to sample from data supporting the provided hypothesis, Hy1, and 53
were assigned to sample from data supporting the alternative unknown hypothesis, Hqs . Among the participants
who received data supporting the provided hypothesis, 49 made the correct conclusion and the remaining 6
made false alarms (type I error). While among those who received data supporting the alternative unknown
hypothesis, only 31 made the correct conclusion to reject and the remaining 22 made a type II error, failing
to reject the hypothesis when it was false. Since the primary goal of this study is to understand how experts’
beliefs are connected with their sampling behaviors, for the analyses in Sec. 4 and Sec. 5 we were not particularly
concerned with the accuracy of hypothesis conclusions so much as how experts data collection decisions helped
them to reach their conclusion, and how they updated their hypothesis beliefs in response to incoming data.

4 KEY DECISION FACTORS AND REWARD FUNCTIONS GOVERNING EXPERTS’ INITIAL DATA
COLLECTION STRATEGY

We observed that approximately 94% of participants (n =102) chose uniform location intervals (equal spacing
heuristic), and 85% of participants (n = 92) chose a constant number of samples at each location (magic number
heuristic) during initial strategy selection. Furthermore, we found that approximately 67% of the participants
(n = 62) chose a constant number of samples, n € [3, 6], and 64% of the participants (n = 65) chose uniform
intervals, Al € [2,4] (Fig.2C, D). This is consistent with the observations in our previous work, where we found
that experts heavily rely on these heuristics during both simulated and real-world field data collection [35].

Participants responses to follow-up survey questions about decision strategy (Fig. 2A, B) revealed the majority
of experts using the magic number heuristic (71%, n = 75) and the equal spacing heuristic (60%, n = 69) reported
their behavior was driven by efficiency: they either mentioned reducing time and costs associated with increasing
measurements-or adequately capturing underlying sample variability, or balancing both.

In combination, experts’ heuristic behavior and the qualitative responses they gave for relying on heuristics,
suggest their decisions are driven by reward-cost trade-offs: balancing information-gathering efficiency and
sampling cost while increasing information coverage during initial data collection. Based on the observed
heuristics, we propose that experts use an information measure that satisfies the following features: (i) exhibits
diminishing returns, where the additional information that experts expect to gain from a new sample decreases,
when they continue to sample from the same location (Fig. 2E); and (ii) contains indirect information inference,
where experts expect to gain information about the measurements at a location [ by sampling at a nearby location,
I5; but the expected information gained from the nearby location decreases as the distance between I and [,
increases (Fig. 2F).

The diminished information reward representation provides an explanation for the observed magic number
heuristic. As the number of samples at the same location increases, the amount of new information with each

ACM Trans. Hum.-Robot Interact.



6 < Liu,etal.

A Why equal spacing? B Why magic number?
6% 7%
0,
(R Efficiency
21% Prior knowledge
- Statistical reason
60% 23% ° 2% Unsure

@
W)

0.3

£ £ 06

a [

X < 05
=02 i}

S % 04

<] ()

£ o g

c € 02

[ [}

5 % 0.1

&0 L1 o o i

123456789 036912151821 242730

E Number of Samples F Sampling Interval

o 1 w20

2 oOOO.OOOOOO 5 oO

s o©° Maximum o ] O o O Total information
= OOOAO/beneﬁt OOO =

c

5057 O OCo 80 6 10 Maximum 8 O - Total sampling cost
B o] o© %o © benefit

g o© OOO £ O  Netinformation reward
8 0© 2 %o q

c o c o e

=00 - 0

0 5 10 15 0 5 10
Number of Samples Sampling Interval

Fig. 2. (A, B) Coded qualitative responses about decision strategies from experts who took a heuristic strategy of choosing
either a consistent “magic number” of samples at each location, n = 92, or evenly-spacing sampling locations, n = 102.
Responses were coded as being driven by: “Efficiency” if they mentioned reducing time and costs associated with increasing
measurements, and/or adequately capturing underlying sample variability; “Prior-knowledge”, if they mentioned being
informed by expertise brought from their own research, and/or expectations about the hypothesis; “Statistical reason”, if they
mentioned applying a particular statistical analysis; and “Unsure” if they were unable to report a reason. (C, D) Observed
sampling strategy heuristics from human responses. (E) Relationship between the information measure, I, and the number of
samples, n. The blue curve represents the information measure, I, at location I. The red curve represents the sampling cost
to collect n samples. The yellow curve represents the net information reward, defined as the information (blue) minus the
sampling cost (red). (F) Relationship between the information measure and sampling interval. The blue curve represents the
information measure summed from all locations for a given sampling interval, d. The red and yellow curves represent the
sampling cost and net information reward, respectively. In both (E) and (F), the sampling cost to obtain each measurement is
assumed to be a constant, 0.05, across all locations. For the simple cases illustrated here, the hyperparameters were kept as
constants, with their values (signal variance o7 = 10, length scale k = 5) determined from the human initial sampling strategy
data.

additional sample decreases (Fig. 2 E, blue, rate of change). Assuming the sampling cost for each measurement is
constant, the total sampling cost to collect n samples would be proportional to n (Fig. 2 E, red). As a result, the
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sample number dependent net reward (Fig. 2 E, yellow), defined as the total information (Fig. 2 E, blue) minus the
total sampling cost (Fig. 2 E, red), would exhibit a non-monotonic relationship with the number of samples. The
net reward (Fig. 2 E, yellow) is expected to increase the most rapidly with the first few samples. Subsequently,
as the number of samples increases further, the rate of information increase slows down, and the net reward
diminishes after reaching a peak.

The information inference reward representation provides an explanation for the observed equal spacing
heuristic. Since information could be inferred from nearby sampled locations, as the distance between sampling
locations, d, increases (i.e., from densely-sampled to sparsely-sampled), the total amount of information decreases
in a nonlinear fashion (Fig. 2F, blue). Assuming the sampling cost is a constant at each location, the total sampling
cost (Fig. 2F, red) is inversely proportional to the sampling interval. As a result, the information inference based
net reward (Fig. 2 F, yellow), defined as the total information (Fig. 2 F, blue) minus the total sampling cost (Fig. 2
F, red), would exhibit a non-monotonic relationship with the sampling interval: when sampling too densely (i.e.,
small interval), the amount of information is sufficiently large, but the total sampling cost is large, resulting in a
smaller net reward; on the other hand, when sampling too sparsely (i.e, large interval), the amount of inferred
information decreases rapidly, resulting in significantly-reduced total information, and consequently a smaller
net reward as well. This is consistent with experts choosing a sampling location interval d € [2, 4] (Fig. 2 D) to
efficiently increase coverage by inferring information about nearby locations.

Here we construct a quantitative expression of the hypothesized information measure based on the observed
expert heuristics. These heuristics are neither good nor bad, rather they may lead to optimal or suboptimal
outcomes depending on their fit with the decision environment. That said, an information measure that reflects
humans’ mental representations of information value can help us to answer the following questions: are experts’
sampling behaviors primarily driven by the objective to effectively increase information? if not, what other key
decision factors are driving experts’ sampling decisions? This knowledge is essential if robotic teammates are to
understand experts’ dynamically-evolving sampling objectives and be able to suggest sampling strategies that
align with experts’ objectives.

In our scenario, we use the Gaussian Processes (GP) [29] to estimate the measurements, X, at different locations.
Let N be a set of |[N| locations where we want to estimate the measurement means. The variance of estimated
mean, 82, is calculated as the diagonal elements of the covariance matrix of the estimated mean at those locations,
cov(X) (this matrix is of size [N| X |N|). Let M be a set of |[M| locations where samples have been taken (multiple
measurements at the same location will be treated as different sample points and thus M can have redundant
elements). The covariance matrix of estimated mean is defined as follows:

COU(X) =KnvN—Knum- [KM,M+O'§I]_1 Ky N (1)

In the above, Ky denotes the |[N| X |M| matrix of covariances evaluated at all pairs of sample points and
estimation points. Ky n, Ky v and Ky y are defined similarly. Each element in those covariance matrices is
calculated based on squared exponential function (Radial Basis Function) as follows:

“(ly — b)? 2
B o ep( T ®

where k, 02 and o? are three hyperparameters, which are length-scale, signal variance, and noise variance

K, L) = 0'1% -exp(

respectively [29], and [; and [, are any two locations.
The uncertainty at a particular location [ is described by the variance in the estimated mean, 2. To satisfy the
diminished information and information inference features, we represent the information measure as a function

of 6:
I(1) = 90", 3)
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This information measure, I, is similar to the concept of differential entropy commonly used in information
theory. A notable characteristic of these two measures is that they exhibit inverse tendencies with each other,
particularly in our context where they are both solely associated with the variance. However, different from the
differential entropy, the proposed information measure is bounded € [0, 1], allowing us to compare information
levels across different human participants. Fig. 3 illustrates the comparison between the information measure
(red) and entropy (blue) for example measurements.
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Fig. 3. A numerical example illustrating the comparison between the information measure used in this study, with the
differential entropy commonly used in information theory. (A) Example measurements for illustrating the two different
information measures. Red markers represent measurements at the sampling locations. The green solid curve represents the
estimated mean of the measurements. The Green shaded area represents the estimated variance of the measurements. (B) A
comparison between the information measure (red) and entropy (blue) for the example measurements shown in A.

By directly sampling at a location [, experts can increase the information measure at [ by reducing 6 at that
location®. To quantitatively illustrate this, we consider a simple case where we compute the change of information
measure [ at a location [, as the number of samples, n, increases at I. As shown in Fig. 2E (blue curve) and as
can be shown rigorously using Gaussian Process theory, additional measurements at a given location reduce the
variance in the estimated mean at that location. With the increased number of samples at the same location, the
amount of reduced 82 (or increased information measure) with each sample decreases significantly. Considering
the increased sampling cost associated with more measurements (Fig. 2E, red curve), the non-monotonic net
reward (Fig. 2E, yellow curve) would result in the “magic number” heuristics observed from human experts (Fig.
2 C) to balance information coverage and sampling cost.

Similarly, it can be shown using Gaussian Process theory that additional measurements at a given location, I;,
can reduce the variance in the estimated mean at other nearby locations, /, that have significant correlation with
the location where the measurements are taken. The amount of variance that can be reduced at [ depends on the
distance between [ and I; — the larger the distance, the smaller the reduction. This is quantitatively illustrated in

4We note that here 62 is the variance of the estimated mean, instead of the variance of the measurements themselves. The latter is an intrinsic
property of the data set while the former can be reduced with the increased number of measurements.
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Fig. 2 F, where we compute the total information measure from all locations, as the sampling interval increases.
Due to the increased distance between locations, the total information measure decreases (Fig. 2 F, blue) with the
increased sampling interval. Considering the increased sampling cost associated with shorter sampling interval
(Fig. 2F, red curve), the non-monotonic net reward (Fig. 2F, yellow curve) would result in the sampling interval
heuristics observed from experts’ initial strategies, where the inferred information from nearby locations allows
experts to gather sufficient information without obtaining measurements from each and every location.

With this information measure that reflects human’s mental representation of information value, in Sec. 4.1
we construct an information based reward function, to determine whether (and if so, when) experts’ sampling
behavior was primarily governed by the need to increase information coverage.

4.1 Information reward function capture experts’ data collection decisions at low information
coverage

To determine whether experts chose sampling locations with the primary objective to effectively increase
information coverage, we compare expert-selected sampling locations with the locations with largest information
reward. The information reward R(!) is defined as the potential increase of information level, I;,;, if the next
measurement were to be sampled from location I. The information level, I;,;, € [0, 1], was computed as the
information measure summed from all locations, then normalized by the number of locations.

Here we let the robot algorithm compute the distribution of possible information reward, R;(/), among all
possible sampling locations, L, and select up to 3 locations with the largest information reward peaks, L, to
compare with experts’ choices of sampling location when they adapt their initial sampling strategy. For each
robot-selected location I, € Lj, we compute the prediction accuracy, ay, as a function of the distance between
robot-selected sampling location, I,;, and expert-selected sampling location, [,,:

1= |lrb ~ lep\

N 4)

ar =

where N is the total number-of sampling locations along a transect (i.e., 22 in our case). a = 1 corresponds to the
scenario when the robot-selected location matches exactly the expert-selected location.

Fig. 4 shows the prediction accuracy of robot-selected sampling locations as compared to experts’ choices from
our human decision data set. If experts’ sampling behaviors were primarily governed by the need to increase
information, the prediction accuracy should remain high at all information levels. However, we noticed that
the information based reward only captured human’s sampling behaviors at low information level: prediction
accuracy is much higher (an averaged accuracy of 0.91 + 0.20) for experts who adapted their initial strategy at
relatively lower information level (I;;4 < 0.5), whereas for experts who adapted their initial sampling strategy
after they have collected a large amount of information (I;5;4 > 0.5), the information based reward is less
successful at capturing human-selected sampling locations (an averaged accuracy of 0.59 + 0.32).

This suggested a dynamic shift in human expert sampling objectives in response to incoming data. The objective
to increase information coverage seems to be driving experts’ sampling strategy only during the early stage of
the sampling process (i.e., I;otq; < 0.5). Once information level increased to a sufficient amount (i.e., I;o;4; > 0.5),
experts appeared to shift objectives. We hypothesized that during the later stage of sampling process, experts
have formed a strong belief about the measurements, and their sampling behaviors may be governed by the
objective of validating their beliefs. We investigate this hypothesis in Sec. 5.
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Fig. 4. Accuracy of robot-generated sampling locations, using the information reward functions, at predicting expert
geoscientist data collection decisions across different information coverage levels. Each blue marker represents one expert’s
sampling location choices when adapt from their initial sampling strategy. Blue curve is a second order polynomial regression
to provide a visual aid of the data trend.

5 KEY DECISION FACTORS AND REWARD FUNCTIONS GOVERNING EXPERTS’ SAMPLING
STRATEGY ADAPTATION

To understand what governs experts’ sampling behavior during the later stage of sampling process, we investigated
the connection between the human-selected sampling locations and their confidence towards the given hypothesis.
We posited that, at high information level, expert-selected sampling locations were no longer primarily driven by
the need to increase information, but were instead governed by their beliefs towards the hypothesis. To test this
hypothesis, we first construct a reward function to represent experts’ implicit beliefs, and then evaluate with our
human data.

We asked experts to report their confidence towards the given hypothesis after each measurement. At low
information level, most experts reported that they did not have enough information to make a confidence
judgment (Fig. 5A, black). As the information level increased, experts began to report specific beliefs towards
the given hypothesis: either that the given hypothesis (Fig. 1A iii, Ha;) was supported by their measurements
(Fig. 5A, blue), or that it was refuted (Fig. 5A, green). We also observed that at high information levels, experts’
reported beliefs towards the hypothesis were largely correlated with the amount of overall discrepancy® between
their collected measurements and the given hypothesis: when the overall discrepancy between the data and
hypothesis was high (> 50%), the majority of experts reported they were not at all confident in the hypothesis
(Fig. 5B, green), and when discrepancy was low (< 50%) the majority of experts reported they were slightly,
moderately, or very confident in the hypothesis (Fig. 5B, blue). This suggested that the discrepancy between
hypothesis and measurement may be used as a quantitative measure that represent experts’ confidence towards
the given hypothesis.

To determine how experts’ sampling location choices are influenced by their beliefs towards the given hypoth-
esis, here we construct a quantitative expression of the potential discrepancy for sampling at a location. The
expression will allow us to compute the distribution of the discrepancy based reward among possible sampling
locations, and evaluate whether experts’ sampling location choices are influenced by their beliefs towards the
given hypothesis, as we hypothesized (Sec. 5.1). The potential discrepancy, D, at a location [, is defined as the

5The overall discrepancy is computed as the root mean square error (RMSE) between the experts’ measurements and the given hypothesis,
following analysis reported in [35]. This overall discrepancy was computed during our post analysis and was not provided to the experts at
the time of sampling and conclusion.
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Fig. 5. Experts’ reported beliefs towards the given hypothesis in response to incoming data. (A) Experts’ reported confidence
towards the given hypothesis across information coverage. VC, MC, SC, NI, NC stands for very confident, moderately
confident, slightly confident, not enough information, and not at all confident. (B) Relationship between expert-reported
beliefs towards the given hypothesis, and the overall discrepancy between their measurements and the hypothesis curve, at
high information level (I > 0.8). Blue represents expert-reported beliefs of data supporting the given hypothesis (reported
VC, MC, or SC), whereas green represents expert-reported beliefs of data not supporting the given hypothesis (reported NC).

difference between the hypothesized soil shear strength measurement, H, (Fig. 6B, blue dashed curve), and
expected soil shear strength measurement, y (Fig. 6B, green solid curve):

D(I) = [Hy(1) =y(D]- (5)
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Fig. 6. Example illustration of the potential discrepancy. Red markers a — e represents existing measurements. Green solid
curve represents the estimated mean of the measurements. Green shaded area represents the uncertainty interval of the
measurements. (A) illustrates the probability of getting a moisture measurement, m, at location [, given existing measurements
a—e. (B) illustrates the probability of getting a soil shear strength measurement, y, at moisture m, given existing measurements
a — e. Blue dashed curve in (B) represents Hy, the hypothesized measurements if Hy4 was supported by the measurements.
Given a location, [, the amount of difference between the solid green curve and the dashed blue curve in (B) represents the
potential discrepancy, D.

To compute Hy, the given hypothesis Ha; (Fig. 1A iii) was represented as a piece-wise linear function of soil
shear strength vs. moisture (Fig. 6B, blue dashed curve). A least-squares piece-wise linear regression was applied
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for all existing measurements (Fig. 6B, a-e) to determine the piece-wise linear function. The expected moisture
measurement, m, was modeled as a normal distribution at each location / (Fig. 6A), with its mean and variance
estimated using the Gaussian Processes®. Similarly, the expected soil shear strength measurement, y, was modeled
as a normal distribution at each moisture (Fig. 6B) using the Gaussian Processes.

We analyzed the relative discrepancy at expert-selected locations when they deviate from their initial strategy,
and found an interesting shift in human’s sampling behavior: At low information level (I;;4; < 0.5), the amount
of discrepancy at expert-selected locations exhibited no significant difference between experts who reported low
confidence (Fig. 7A, red) and high confidence (Fig. 7A, blue) towards the given hypothesis. However, at high
information level (l;o14; > 0.5), the sampling behavior bifurcated between the two belief groups. Experts who
reported low confidence towards the given hypothesis selected sampling locations with significantly higher
discrepancy (Fig. 7B, red, median = 0.89) as compared with experts who reported high confidence towards the
given hypothesis (Fig. 7B, blue, median = 0.38).
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Fig. 7. Comparison of relative discrepancy between experts who reported low confidence (NC) towards the hypothesis
(red boxes, “Not Support”), and experts who reported high confidence (VC, MC, SC) towards the hypothesis (blue boxes,
“Support”). The relative discrepancy was computed as the potential discrepancy at expert-selected location upon sampling
strategy deviation, normalized to [0, 1] based on the maximal and minimal potential discrepancy across all possible sampling
locations at that sampling step. The comparison was shown for both low information level (I < 0.5) and high information level
(I = 0.5). The center mark indicates the median. The circle indicates the mean. The bottom and top edges of the box indicate
the 25th and 75th percentiles, respectively. The whiskers extend to the most extreme data points not considered outliers.

This result suggested that experts’ data collection decisions at high information coverage are largely influenced
by their hypothesis beliefs: We hypothesized that experts who hold the belief that their measurements do not
support the given hypothesis would be more inclined to choose sampling locations with large potential discrepancy
(referred to as an “invalidation” objective). In contrast, experts who hold the belief that their measurements do
support the given hypothesis may choose sampling locations with smaller potential discrepancy (referred to as a
“validation” objective).

Based on this result, we compute the discrepancy based reward, D, as follows: For experts holding the belief
that their measurements do not support the given hypothesis, the robot uses an “invalidation” based reward
function that predicts sampling locations with maximal potential discrepancy:

The L-BFGS-B optimization algorithm [36] was used to determine the GP hyperparameters.
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Rinvalidate = argmax(D(l/)); (6)
1

For experts holding the belief that their measurements do support the given hypothesis the robot uses a “validation”
based reward function that predicts sampling locations with minimal potential discrepancy:

Ruatidate = argmin(D(l/)) (7)
1

5.1 Hypothesis discrepancy reward functions captures experts’ data collection decisions at high
information coverage

To evaluate the hypothesized discrepancy reward functions with our human data, we compute the distribution of
discrepancy reward among all possible sampling locations. We let the robot algorithm select up to 3 locations with
the largest potential discrepancy reward peaks, Lp, and compared these predicted locations with expert-selected
sampling location when they adapt their initial strategy. Fig. 8 illustrates two representative examples of the
computed distribution of potential discrepancy, D(I), for experts reporting different levels of confidence towards
the given hypothesis. An expert, reporting high confidence towards the given hypothesis (Fig. 8A, C), selected
location 16 (Fig. 8C, purple vertical line) to take measurements when adapt their initial sampling strategy. The
selected location corresponds to a small potential discrepancy (Fig. 8C, green markers), which is consistent with
the hypothesized reward, Rygjigare- In contrary, another expert, reporting low confidence towards the given
hypothesis (Fig. 8B, D), selected location 10 (Fig. 8B, purple vertical line) to take measurements when adapt from
their initial sampling strategy. The selected location corresponds to a large potential discrepancy (Fig. 8D, red
markers), which is consistent with the hypothesized reward, Ri,yaridate-

Interestingly, the discrepancy based reward (Fig. 9, red markers) captured experts’ sampling location choices
significantly better at high information level, i.e., I;5;4; > 0.5 (an average of 0.92 + 0.07 accuracy), yet less effective
at low information level (an average of 0.77 + 0.21 accuracy). This is the opposite to the information based reward
function (Fig. 9, blue markers), which was significantly more effective in capturing experts’ sampling behaviors
at low information level, i.e., I;5;q; < 0.5 (an average of 0.91 + 0.20 accuracy) than at high information level (an
average of 0.59 + 0.32 accuracy).

The clear crossover of high prediction rate, from information reward function at lower information level (Fig.
9, blue), to the discrepancy reward function at high information level (Fig. 9, red), suggested a transition of
experts’ exploration focus, from an information coverage oriented objective to a hypothesis verification oriented
objective, as the level of information increased. By simply applying the information based reward function for
low information level (i.e., I;ozq1 < 0.5), and discrepancy based reward function at high information level (i.e.,
Liotar > 0.5) could allow the robot to successfully capture the sampling behavior for the majority of experts.

6 CONCLUSION AND FUTURE DIRECTIONS

Our findings reveal that human scientists dynamically update science objectives in response to incoming mea-
surements: when information is low, human scientists’ sampling decisions are mainly driven by an exploration
objective, where they select sampling locations to efficiently increase spatial information coverage. Once scientists
have collected sufficient amount of information to form an initial belief towards the hypothesis, they transition
to a exploitation objective, where they select sampling locations to verify their beliefs about the hypothesis. The
identified key decision factors allows for the extraction of two quantitative “reward functions”: an information
based reward, and a potential discrepancy based reward. These objective based reward functions enable our
field robotic assistants to infer experts’ dynamic sampling priorities during field data collection. By using an
extremely simple model that predicts sampling locations based on the information based reward function at
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Fig. 8. An example illustration of reward distribution and sampling location choices for two experts. One expert, plotted
in (A, C), reported high confidence towards the given hypothesis, while the other expert, plotted in (B, D), reported low
confidence towards the given hypothesis. Red filled circles in (A, B) illustrate the existing measurements of shear strength
that the experts have already sampled prior to the strategy deviation. Green curves represent the estimated shear strength, y,
based on existing measurements. Blue curves represent the hypothesized shear strength, Hy, based on Hya;. (C, D) illustrate
the spatial distribution of rewards, and expert-selected sampling location. Blue curve represents the potential discrepancy,
with the red markers represent locations with large potential discrepancies, and the green markers represent sampling
locations with small potential discrepancies. Red curve represents the information reward. Purple vertical line represents
expert-selected location to sample next, upon deviation from their initial sampling strategy.
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Fig. 9. Accuracy of robot-generated sampling locations at predicting expert geoscientist data collection decisions across
different information coverage levels, based on the information reward (blue markers) and the discrepancy reward (red
markers) functions. Blue and red curves are second order polynomial regression of markers with corresponding colors to
provide visual aids of data trend.
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low information level and the discrepancy based reward functions at high information level, the robot-predicted
locations can successfully capture the sampling location choices for the majority of the human scientists.

The strikingly high prediction rate of the simple model reflects the success of our approach informed by
the study of expert human behavior. Although we demonstrated our application with a geoscience problem,
it is speculated that the identified decision factors and reward functions could be expanded to the study of
other field sciences as well. Of course, human minds are extremely complicated, and there are many additional
interesting questions that should be explored in order to achieve robust, disciplinary-agnostic robot-aided
sampling. One interesting direction that future studies should further explore is decision making under more than
one objective. In this study we noticed that at the information level around the transition point (i.e., I;5;4; = 0.5),
the prediction accuracy with both information reward and discrepancy reward exhibited a temporary decrease.
We suspect that this is because experts were balancing multiple objectives at this information range, and their
exhibited sampling behaviors were reflective of different patterns of how humans balance multiple objectives.
Future work should explore how experts select sampling locations to resolve multiple, and sometimes even
conflicting, objectives. Another interesting direction is to expand the findings to more complex scenarios, such as
natural environments with multiple spatial gradients, or scientific sampling under multiple competing alternative
hypotheses. Application of the reward functions to these scenarios will require extracting hypotheses from
scientists about how data is expected to change along the transect. Determining how data collection objectives
change (or do not) with these different initial hypothesis forms is an important future research direction.

The understandings of human’s science objectives and the connection to their sampling behaviors open up
a number of avenues for future work on human-robot collaborative sampling. One possibility is to integrate
our discoveries with adaptive planning and learning algorithms, to allow robots to suggest hypothesis-based
sampling location adaptations to help lower scientists’ cognitive load in low-level planing, freeing experts’ minds
to focus on scientific reasoning. Alternatively, these explicit decisions and reasoning patterns could help robots
identify potential vulnerability to biases in humans’ sampling decisions, and produce “nudges” to help correct
human biases and enhance scientific outcomes. For example, we found that most experts had a propensity to
chose sampling locations to confirm their beliefs rather than locations that were likely to contradict their beliefs.
This confirmation bias could lead scientists to miss out on disconfirming evidence, leading to the pursuit of errant
research directions and a waste of resources in those pursuits. A robot that can recognize confirmation bias - i.e.,
recognize when scientists are collecting data with the objective of minimizing hypothesis discrepancy, despite
poor hypothesis fit — could nudge scientists to reconsider their behavior by providing an explanation of why the
inferred objective and corresponding behavior is suboptimal.

Another promising avenue is the development of cognitive-compatible robotic teammates that can effectively
communicate with human teammates the tradeoffs in balancing multiple objectives, and collaboratively produce
sampling decisions. The reward functions, extracted from human decision data set, could serve as a basic human
decision models to allow robots to ask questions during the field sampling to help understand how human
scientists balance multiple objectives. Over time, these understandings and human models will bring our robots
beyond sensor instrumentation and closer to intelligent, trustworthy teammates, to help human scientists explore
a wide variety of complex earth and planetary environments.
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