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A B S T R A C T

Conversational AIs such as Alexa and ChatGPT are increasingly ubiquitous in young people’s lives, but these
young users are often not afforded the opportunity to learn about the inner workings of these technologies.
One of the most powerful ways to foster this learning is to empower youth to create AI that is personally and
socially meaningful to them. We have built a novel development environment, AMBY–‘‘AI Made By You’’–for
youth to create conversational agents. AMBY was iteratively designed with and for youth aged 12–13 through
contextual inquiry and usability studies. AMBY is designed to foster AI learning with features that enable users
to generate training datasets and visualize conversational flow. We report on results from a two-week summer
camp deployment, and contribute design implications for conversational AI authoring tools that empower AI
learning for youth.
1. Introduction

Conversational AIs such as Siri, Google Assistant, and ChatGPT are
increasingly ubiquitous in everyday life for users of all ages (Beneteau
t al., 2020, 2019; Catania, Spitale, Cosentino, & Garzotto, 2020).
onversational AI applications include virtual agents (Wang & Ruiz,
021), intelligent personal assistants (Beneteau et al., 2019; Sciuto,
aini, Forlizzi, & Hong, 2018), and chatbots (Tian, Risha, Ahmed,
ekshmi Narayanan, & Biehl, 2021). These applications are often fun
nd engaging, so they present numerous innovative use cases for young
earners, such as increasing engagement in reading (Xu & Warschauer,
020b), supporting language learning (Gómez Jáuregui et al., 2013; Xu,
ranham, Deng, Collins, & Warschauer, 2021), promoting story com-
rehension and engagement (Xu et al., 2022), and fostering question-
sking behaviors (Alaimi, Law, Pantasdo, Oudeyer, & Sauzeon, 2020;
ovato, Piper, & Wartella, 2019).
Although opportunities to interact with conversational AI are plen-

iful, opportunities for young people to deeply understand how these
echnologies work are still scarce. For young learners, developing their
wn personally meaningful conversational agents can provide rich
earning experiences (Druga & Ko, 2021; Lin, Van Brummelen, Lukin,
illiams, & Breazeal, 2020; Van Brummelen, Tabunshchyk, & Heng,
021). However, there is a lack of developmentally appropriate tools
or learning to build conversational AI (Garg et al., 2022).
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E-mail address: tianx@ufl.edu (X. Tian).

This paper contributes to addressing this need by introducing a
novel conversational AI development tool, AMBY (‘‘AI Made By You’’),
designed for young learners to create their own conversational agents
without prior programming experience. AMBY supports users in gener-
ating training data and visualizing conversation flow. AMBY also allows
both written and spoken input and output modalities and enables users
to customize the voice and appearance of their agents. Users can deploy
their new conversational agents from AMBY directly onto a Google
Home device.

This paper first describes AMBY’s iterative design process with
youth ages 12–13, and then presents the results from a deployment
study in a summer camp. Our study targets middle school-aged youth
because this age has been identified as a key developmental period for
interest and identity building (Grover, Pea, & Cooper, 2014). A posi-
tive AI learning experience during this age could significantly impact
learners’ interest and attitudes towards AI (Lee, Ali, Zhang, DiPaola,
& Breazeal, 2021). Our process began with a summer camp-based
contextual inquiry, followed by the design, implementation, testing and
refinement of the novel development environment over the course of a
year. We deployed the final AMBY prototype in a two-week AI summer
camp in 2022, where 17 youth used AMBY to create 25 conversational
AI projects. In this work, we triangulate data from interviews, focus
groups, system logs, and researcher observations to investigate how
learners used AMBY to create conversational agents and to characterize
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the challenges they faced. We found that learners were able to use
AMBY to create conversational AI projects that were personally and
socially relevant.

The paper makes two main contributions. First, we introduce AMBY,
a novel platform that supports youth as they create and deploy their
own conversational AI applications. It uses an innovative card-based
tree design, unique among conversational AI development tools, to rep-
resent conversational flow. Second, we offer design recommendations
for building development environments that support youth learners
in creating conversational agents. Our findings shed light on future
directions for the design and research of youth-centered AI-authoring
tools.

2. Background and related work

Our work stands at the intersection of AI in K-12 education and
conversational AI development. This section first presents recent efforts
toward creating AI learning environments for youth and then pro-
vides an overview of existing conversational AI development tools for
both youth and adults. It concludes with an overview of fundamental
conversational AI concepts and terminology.

2.1. Conversational AI and learning technologies for youth

Conversational agents, or chatbots, communicate with users in nat-
ural language (text, speech, or both) (Jurafsky & Martin, 2021). With
rapid advancements in the fields of AI and machine learning, modern
conversational AI systems are robust enough to serve users in everyday
life. A growing body of research is exploring how these systems can
play a role in learning.

Druga, Williams, Breazeal, and Resnick (2017) specifically inves-
tigated young children’s perceptions of, and interactions with, con-
versational agents, and proposed a series of design considerations to
engage young children in the interaction. For instance, voice and
prosody features were found to be decisive in children’s perceptions
of friendliness with agents. Hoffman, Owen, and Calvert (2021) found
that children, as reported by their parents, tend to establish mean-
ingful emotional connections with conversational agents, perceiving
them as entities capable of feeling and eliciting emotions. Garg and
Sengupta (2020) explored children’s and parents’ perceptions of using
conversational technologies for in-home learning, finding that children
had high expectations for these devices’ knowledge and capabilities
for naturalistic interaction, and that parents found these technologies’
potential role in learning to be desirable, while also wanting to monitor
their children’s usage.

Lovato and Piper (2019) reviewed studies of children’s voice-search
technology use from developmental and human–computer interaction
perspectives, and concluded that since children’s question-asking serves
a developmentally different and important role than the question-
asking of adults, conversational interfaces should be able to identify
child users and be prepared to respond to their questions in dif-
ferent, appropriate ways. In this spirit, Oranç and Ruggeri (2021)
explored how young children of different ages ask questions to con-
versational agents, finding that while all children could identify when
answers were irrelevant, only older children, who were more famil-
iar with conversational agents, tended to adapt their question-asking
when an agent’s answers were unhelpful. Similarly, Girouard-Hallam
and Danovitch (2022) investigated how young learners use conversa-
tional agents as information sources, and found that children’s trust in
conversational agents as information sources increased with age.

Some researchers have applied insights such as those described
above to implement and evaluate novel interactive learning experiences
using conversational AI. For example, Xu and Warschauer (2020a)
embedded conversational agents into animated television programs to
2

help children (ages 4–6) improve science learning by asking questions, n
providing feedback and offering scaffolding. Lovato et al. (2019) en-
gaged young children in creative storytelling with embodied stuffed
animal agents to explore playful conversational agent design. These
burgeoning efforts demonstrate the potential for conversational AI to
support youth learning experiences.

The child–computer interaction (CCI) community has a long history
of designing innovative learning technologies to engage young audi-
ences (Giannakos, Markopoulos, Hourcade, & Antle, 2022; Macrides,
Miliou, & Angeli, 2021). Kaspersen et al. (2022) introduced a tool for
high school students to explore the ethical implications of machine
learning algorithms. Theodoropoulos and Lepouras (2021) reviewed
the use of AR technologies to support CS and programming learn-
ing. Schaper et al. (2022) highlighted several design principles rooted
in CCI literature for engaging teenagers in learning activities about
emerging technologies. One principle is ‘‘closeness’’, which aims to
provide authentic learning experiences that are personally meaning-
ful (Shaffer & Resnick, 1999). Additionally, the CCI community often
works directly in partnership with youth in the target age group when
designing technologies for young audiences (Cesário & Nisi, 2022;
Chu, Quek, Bhangaonkar, Ging, & Sridharamurthy, 2015), taking into
account their needs and desires.

2.2. Youth authorship of conversational AI

There have been numerous efforts to foster learning about con-
versational AI. Many popular AI education platforms for youth have
integrated specific modules that involve some aspects of conversational
AI, such as Cognimates (Druga, 2018), LearningML (Rodríguez García,
Moreno-León, Román-González, & Robles, 2020; Rodríguez-García,
Moreno-León, Román-González, & Robles, 2021), ML4K (Machine
Learning for Kids) (Lane, 2018), Zhorai (Lin et al., 2020) and
eCraft2Learn (Kahn, Prasad, & Veera, 2022). However, most of these
systems only allow users to engage with a subset of conversational AI
concepts (e.g., natural language processing) rather than allowing users
to engage in building conversational AI applications themselves.

Currently, there are several robust tools developers have access
to for creating conversational applications. These tools (e.g., Google
Dialogflow (Dialogflow, 2022), Rasa (Rasa, 2021), IBM Watson (Fraser,
apaioannou, & Lemon, 2018; IBM Watson, 2022), Amazon Lex (Mylet,
012), Azure Bot Service (Azure Bot Service, 2021), and Wit.ai (Wit.ai,
021)) offer a plethora of functionalities for skilled developers to create
dvanced conversational AI applications. However, these tools are not
ell suited for educational purposes that target young learners. Many
eatures require extensive programming knowledge (Cambre & Kulka-
ni, 2020; Rough & Cowan, 2020) and were not designed for fostering
I learning in a robust and authentic manner to young learners.
There have been efforts to close this gap, designing systems specifi-

ally for young learners to learn about conversational AI by building
t. For instance, Van Brummelen (2019) introduced conversational
I modules within MIT App Inventor, enabling students to program
lexa Skills in a block-based programming environment. In a five-day
orkshop involving 47 students aged between 11 to 18, the researchers
bserved significant learning gains in general AI and conversational
I concepts. Zhu (2021) and Zhu and Van Brummelen (2021), on the
ther hand, developed Convo, a conversational programming agent that
nables students to create deep learning-based conversational agents.
hrough Convo’s user study, the authors observed an increase in the
articipants’ confidence in their abilities to build conversational agents.
Despite these advances, these tools still present limitations, par-

icularly in supporting the design of sophisticated, multi-turn conver-
ations, a cornerstone of conversational logic. Our novel interface,
MBY, aims to address this by incorporating dialogue concepts into
he design process. Incorporating dialogue concepts into AI learning
nvironments is critical as it gives learners a tangible understanding
f conversational AI. This understanding aligns with the principle of

atural interaction, one of the ‘‘Five Big Ideas for AI Education in K-12’’
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Fig. 1. Overview of the study process and system development of AMBY.
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utlined by Touretzky, Gardner-McCune, Martin, and Seehorn (2019).
his principle emphasizes the need for learners to understand how AI
ystems mimic human communication in an interactive and dynamic
anner. Through engaging with these concepts, learners may develop
more nuanced understanding of how AI systems manage complex,
ulti-turn dialogues. Moreover, this approach may encourage critical
hinking and foster communication skills as learners navigate diverse
onversational scenarios, ensuring their AI responds appropriately. Ad-
itionally, AMBY offers the option to customize the agent’s appearance
nd voice, a feature designed to enhance engagement and learning.
revious studies have indicated the significance of this capability (Hew
Cheung, 2010; Johnson, Rickel, Lester, et al., 2000). Another key
istinction is that youth were actively involved in AMBY’s design
rocess. Unlike previous systems, our method ensured that the users
hemselves were involved in the iterative design process, allowing us
o tailor the tool more effectively to meet learners’ needs.

.3. Conversational AI development concepts and terminology

This section provides an overview of conversational AI development
oncepts involved in the task of developing conversational agents. A
imple conversational AI system consists of several modules. It takes
he user’s speech and processes it in the speech understanding module,
hich converts the speech signals to text and infers the user’s intent
y matching the text with a pre-defined category.1 For example, when
user says, ‘‘Can you give me a good movie title?’’, the speech under-
tanding module processes the user input and identifies the user intent as
‘Request movie recommendation’’. After recognizing the user’s intent,
he speech understanding module sends this information to the dialogue
anager to decide what action to take based on the user’s intent and
elect from a list of responses to return to the user. For example, the
‘Request movie recommendation’’ intent might serve responses such as
‘You might like to watch Owls of Magic’’ or ‘‘My suggestion is Wizards
nd Armies’’. Once the response is selected, the system sends it to the
peech generation module, which transforms this response into speech
utput and returns it to the user.
A conversational AI’s intent recognition accuracy is largely con-

trained by the robustness of its training data (also called training
hrases). These phrases induce the model to capture different linguistic
anifestations of the same intent. As a developer, authoring intents,
ssociated training phrases, and responses are core activities to creating
conversational AI. Additional activities include authoring follow-up
ialogues and creating fallback intents which are used when no other
ntent is recognized in the user’s utterance.

1 Some conversational systems are textual and omit the speech recognition
tep as well as the speech generation module mentioned below.
3

3. Iterative design studies

To develop AMBY, a novel tool that supports learners to create con-
versational agents, we utilized an iterative design approach, working
with youth at multiple design stages (Fig. 1). This process consisted
of four studies in total. Study 1, conducted in 2021, was a contextual
inquiry (Section 3.1) during a summer camp with 14 youths. The
feedback derived from this contextual inquiry and the literature-driven
design principles (Section 3.2) informed the initial AMBY prototypes.
We conducted two usability studies to pilot the system and identify
potential issues. The first usability study, Study 2 (Section 3.3), was
cognitive walkthrough with expert reviewers. The second usability
tudy, Study 3 (Section 3.4), was a think-aloud usability test with youth
ho had also participated in the contextual inquiry the year prior
Study 1).

.1. Study 1: Contextual inquiry

Contextual inquiry is a widely used technique that consists of ob-
erving and talking with people in the context of performing specific
asks (Raven & Flanders, 1996), which can inform the design of a
ystem that will support an improved work experience for the target
sers (Lazar, Feng, & Hochheiser, 2017; Viitanen, 2011). In this contex-
ual inquiry study, our goal was (1) to investigate how youth learners
se an existing conversational agent development tool, Dialogflow,2 to
reate their own conversational agent in a summer camp and (2) to
dentify their challenges and needs to accomplish their development
oals. We chose Dialogflow for the following reasons: (1) it is free and
ublicly available; (2) it provides detailed documentation and guidance
or small and simple agent-development tasks; (3) it utilizes state-of-
he-art language training models; and (4) it offers easy integration to
ther platforms, such as Google Assistant and Google Home devices.

.1.1. Participants
In the summer of 2021, 14 youths attended the summer camp.

ur participants came from a primarily Black community in the south-
astern United States. We held the summer camp at no cost to their
amilies at a local community center. Among the 14 participants, 2
dentified as female and 12 as male; 11 as Black/African American, and
as White/Caucasian. The average age of the participants was 12.3
SD = 1). Seven participants (50%) reported having no prior coding
xperience; the remaining seven (50%) reported having block-based
oding experience (e.g., Scratch).

2 https://dialogflow.cloud.google.com/.

https://dialogflow.cloud.google.com/


International Journal of Child-Computer Interaction 38 (2023) 100618X. Tian et al.

3

t
(

Fig. 2. Left: Summer camp 2021 classroom. Right: Interface design focus group. Learners are presented with paper mockups, guided by a camp facilitator.
Fig. 3. Dialogflow interface; Left: main development page for intents. Right: intent editing screen.
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.1.2. Camp context with dialogflow
During the two-week summer camp, students learned about founda-

ional principles of artificial intelligence and conversational AI (Fig. 2)
Katuka et al., 2023). In the first week of the camp, the participants
learned about important AI concepts as they applied to Dialogflow,
such as machine learning, conversational AI, intents, training phrases,
responses, parameters, contexts and follow-up intents (these terms were
defined in Section 2.3). In the second week, learners worked in pairs to
build a conversational agent using Dialogflow, with a topic or purpose
of their choice. They integrated and tested their conversational agents
with Google Assistant, as well as on a Google Home Mini device. The
camp also provided CS/AI Unplugged activities (Lindner, Seegerer, &
Romeike, 2019) and social activities. Eight camp facilitators recruited
from the researchers’ university worked closely with learners on their
project development and also reported daily observations, noting the
challenges learners faced while using the Dialogflow interface. Fa-
cilitators observed the learners’ behavior throughout each day, and
documented any issues they noticed in a daily reflection entry. In the
reflection entry, the facilitators responded to prompts such as ‘‘what
went well today’’, ‘‘what can be improved, and how’’, along with any
questions or concerns they had. Facilitators would have been familiar
with some of the challenges that learners might be facing as Dialogflow
novices, as none of the facilitators had had any Dialogflow experience
prior to their own training in the weeks prior to camp. These facilitator
reflection entries were carefully noted and examined together by two
researchers to extract themes.

3.1.3. Dialogflow challenges
This section presents our observations from the contextual inquiry
4

with learners using Dialogflow during a summer camp. d
• Limited affordances for conversational AI design: While Di-
alogflow can support sophisticated conversational app develop-
ment, its interface does not support novices in applying conver-
sational AI design concepts (Section 2.2). Learners rarely used
the advanced features that were discussed in lessons and mostly
used the basic elements of each intent (i.e., training phrases and
responses).

• Overwhelming information from Dialogflow causes frustra-
tion: Dialogflow’s screens contain dense text (Fig. 3), which
appeared to contribute to learners becoming bored and frustrated.
A substantial amount of their development time was consumed by
navigating the interface and locating its relevant features.

• Difficulty with typing: Training the conversational AI requires
entering a variety of potential user expressions (training phrases)
for each intent. We observed that some learners had difficulty typ-
ing, which caused frustration and unwillingness to input enough
data to effectively train the AI.

.2. Design principles and initial AMBY interface mockups

Prior to the contextual inquiry study, we anticipated that young
earners would face challenges with Dialogflow. Therefore, in the spring
f 2021, in parallel with designing the 2021 summer camp curriculum
hat utilized Dialogflow, we also worked toward a paper prototype of a
ovel conversational app development environment for youth. Through
series of discussions within the research team and consultation with
xternal advisory members, we derived four design principles from the
xisting literature on AI for K-12 and interface design for youth. These
esign principles guided us throughout the entire design cycle for the
lternative interface, which we detail in Sections 3.2 through 4. The

esign principles were as follows:
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Fig. 4. The two interface mockups used during the focus group in the contextual inquiry study (Study 1).
1. Foster an accurate conceptualization of conversational AI.
Some related work suggests strategies to introduce young learn-
ers to machine learning (Carney et al., 2020; Zimmermann-
Niefield, Turner, Murphy, Kane, & Shapiro, 2019) and natu-
ral language processing concepts (Bandyopadhyay, Xu, Pawar,
& Touretzky, 2022; Druga, 2018; Hjorth, 2021). Similarly, as
learners create and tinker with conversational AI, the system
should represent AI concepts accurately, such as the importance
of training data and design of conversational flow (Long &
Magerko, 2020).

2. Embodiment of AI agents. Embodiment of a virtual agent
can significantly improve children’s engagement in a learning
activity (Baylor & Ryu, 2003; Hew & Cheung, 2010; Johnson
et al., 2000; Park et al., 2022). Customization of the agent’s
embodied characteristics, such as gender, skin tone, and voice,
can enhance learner’s identity (Kim, Koh, Lee, Park, & Lim,
2019) and create a better sense of belonging, thus encouraging
youth to engage more with the system (Qian, 2008). However,
agent customization options can also distract from the learning
activity itself (Li, Kizilcec, Bailenson, & Ju, 2016). We therefore
sought to balance the freedom of customization with the core
cognitive tasks (e.g., designing the dialogue, creating intents,
entering training phrases) afforded by the interface.

3. Simplicity and age appropriateness. Younger learners face
lower cognitive load and report a better user experience when
presented with large design elements (Harbeck & Sherman,
1999), simple and intuitive displays
(Bilal, 2000; Taslim, Wan Adnan, & Abu Bakar, 2009; Wu, Tang,
& Tsai, 2014), and concepts that are conveyed visually rather
than with dense text (Large & Beheshti, 2005; Park, Han, Kim,
Oh, & Moon, 2013). Thus, we aim to keep interface elements
simple and interactive to maintain youth’s attention.

4. Flexible input modalities. Research finds that interfaces sup-
porting multimodal interaction are preferred over unimodal in-
terfaces because of their flexibility to adapt to user needs (Griol
& Callejas, 2016; Schachner, Keller, Von Wangenheim, et al.,
2020). Multimodal interaction is especially beneficial for users
developing conversational agents (Schaffer & Reithinger, 2019).
Our interface follows this path to provide flexible input meth-
ods (e.g., typing and voice) to improve input efficiency and
adaptivity.

Drawing from the above design principles, especially the agent
mbodiment and simplicity, we drafted two initial interface mockups
Fig. 4). The two interface mockups pared down the information in
ialogFlow and displayed it in graphical form inspired by Blockly.3

3 https://developers.google.com/blockly.
5

To elicit feedback from learners on these initial interface designs, we
presented them as paper-based mockups in focus groups at the end
of the 2021 summer camp. Each focus group, which comprised 3–4
youth participants, was moderated by one camp facilitator and was
audio-recorded. These recordings were subsequently transcribed man-
ually for analysis. Initial open coding of the responses was performed
independently by one researcher, who then engaged in a collaborative
discussion of the emerging themes with the other researchers during a
group meeting.

3.2.1. Findings from AMBY paper prototype focus groups
In focus groups, participants spoke to a desire for a streamlined

interface that supported agent avatar customization. When discussing
the simplified Dialogflow-inspired mockup (Fig. 4 left), many partic-
ipants agreed that such a simplified interface would help them focus
on creating their agents. When considering the block-based interface
(Fig. 4 right), learners who had prior experience with block-based cod-
ing felt the interface could require more time to learn for users without
such experience. For both mockups, learners were able to identify key
features and functions. All the participants expressed interest in the
option to select an avatar to represent their agent.

3.3. Study 2: Cognitive walkthrough with adult reviewers

Based on the findings from the contextual inquiry and paper proto-
type focus groups, we iteratively refined a series of wireframes using
feedback from our entire team, including camp facilitators, K-12 in-
structional designers, and university researchers in computer science
and educational technology. We used these wireframes to implement
the first prototype of AMBY, and then conducted a cognitive walk-
through study. A cognitive walkthrough is an expert review method
in which interface experts simulate users ‘‘walking through’’ a series of
tasks to identify potential issues and new system features (Lazar et al.,
2017; Mahatody, Sagar, & Kolski, 2010).

The 11 cognitive walkthrough reviewers included 8 members of the
authors’ HCI research lab and 3 researchers specializing in educational
technology and computer science education (note that the cognitive
walkthrough reviewers’ association with the authors may have limited
their willingness to give honest feedback). Among the educational
technology researchers, two had over 20 years of experience in instruc-
tional design and technology for youth, and the other had 3 years of
experience in the field. The HCI team comprised two senior researchers
each boasting 15 and 8 years of experience in HCI and dialogue systems
research, three with over 3 years of experience, and another three with
more than 1 year of experience. Out of these HCI researchers, 6 had
done graduate coursework on dialogue systems and had experience
developing conversational agents using modern dialogue system frame-
works. Though non-representative users, these reviewers were able to

https://developers.google.com/blockly
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Fig. 5. Left: AMBY dashboard page. Users can create or import a new agent, select an existing agent, or tinker with sample agents. Right: The agent creation window with a
ollection of avatars that the learner can choose from. Based on focus group insights, avatars anchor the user’s first experiences upon launching AMBY.
se a conversational agent development interface to perform tasks that
typical interface user would need to accomplish, thereby identifying
otential design and usability issues.
The cognitive walkthrough study was conducted online through

oom and lasted approximately one hour. Each reviewer was guided
y one researcher to complete four think-aloud tasks using AMBY. The
asks were as follows: create an agent of their choice; edit an existing
ystem intent (the ‘‘greet’’ intent); create a new intent; and create
follow-up intent. In the post-task interview, participants discussed
he challenges they faced during the tasks and provided feedback on
ifferent interface elements. After the study, researchers discussed their
bservational notes until they arrived at a consensus on key user needs.
Users encountered no major issues with the fundamental design

f the interface and could complete all development tasks within the
tudy’s timeframe. Reviewer feedback was used to improve the visual
esign, such as giving the system default intents unique colors and
ositions for better clarity, and to simplify the interface text and
mprove linguistic consistency, as well as to improve usability with
unctionalities like alert messages and a button to ‘‘clear’’ the chat
ranscript in the testing panel.

.4. Study 3: Usability testing with youth learners

We updated AMBY prototype 1 based on the cognitive walkthrough
tudy (Kumar, Tian, Celepkolu, Israel, & Boyer, 2022). To assess the
usability of the updated prototype (prototype 2), we proceeded to
conduct a think-aloud usability study with representative users.

The participants were nine middle school learners who had attended
the summer camp in 2021. Former participants were recruited be-
cause they were familiar with the fundamentals of conversational agent
development.

The study was conducted as an after-school, two-hour, in-person
workshop located at a youth educational center. The study procedure
was similar to the cognitive walkthrough study, with the consideration
that the tasks would take more time for youth to complete than for
adults. Before starting the usability tests, participants were given a
20-minute refresher lesson that reviewed necessary conversational AI
concepts. After the refresher lesson, participants were then divided
into small groups to complete the tasks, guided by researchers. Each
researcher guided one or two participants during the session. Partici-
pants’ interactions and post-task interviews were both screen and audio
6

recorded, with parental consent and learner assent.
During the post-task interview, participants reported liking the
AMBY interface’s aesthetics. They suggested adding more avatar
choices including a way to customize the agent’s voice to convey an
emotion or embody a character. All participants were able to finish the
task in the allotted time. We noted a few common difficulties: it was
not clear to learners that progress would be lost when exiting the intent
editor if ‘‘Save’’ was not clicked, and learners had trouble distinguishing
the training phrase and response entry fields from one another. We
modified the system’s behavior and visual design to alleviate the
identified issues.

4. AMBY: A conversational app development environment

In this section, we present the final prototype of AMBY. We describe
the system features and the technical implementation of the software.

4.1. AMBY final prototype features

When users first login to AMBY, they land on the Dashboard (Fig. 5,
left), where they can (1) create a new AI project, (2) import an AI
project from local files, (3) open previously created projects, and (4)
open sample projects available on the website. If they opt to start a new
project, they first select an avatar to represent it (Fig. 5, right). Once
the user has selected or created a new project, they are then directed
to the Playground page (Fig. 6), where they can develop, and test their
agent. From the Playground page they can also deploy their agent on
a Google Assistant-compatible device.

Choice of avatar selection for conversational agents. Although
an avatar is not required to deploy a conversational agent on most
smart speakers, such embodiment can be helpful for youth to design
persona and enhance engagement (Baylor & Ryu, 2003). AMBY pro-
vides a menu of avatars (Fig. 5) for the users to represent their agents.
There are 19 human avatars of different ages and genders and with
different skin tones, clothing, accessories, and facial expressions. There
is also one non-human avatar, a logo of the summer camp.

Visualization of dialogue flow. AMBY allows users to create a
conversational agent simply by specifying intents, training phrases,
and responses. The main development page (Fig. 6) utilizes a card-
based tree design to visualize the dialogue structure (as opposed to a

block-based development environment). The conversation tree begins
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Fig. 6. AMBY playground page. F1–F10 depict specific interface elements, which are detailed in Section 4.1.

Fig. 7. Intent editing window (stacked view) for training phrases and responses.
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at the end user4 (F1) and branches out first into the main intents (F2),
ne of which the end user must invoke before any of the follow-up
ntents (F5) can be activated. By including the app’s end user in this
epresentation, we aim to emphasize the conversational AI concept that
ntents represent the end user’s implicit or explicit goal at any moment
n the conversation.
Intents in the tree are represented by simple cards labeled with the

ntent’s name. Options for interacting with an intent card (F3) appear
n mouseover. User-generated intents are colored yellow (for main
ntents) and green (for follow-up intents). AMBY is built on Dialogflow,
hich generates two default intents (‘‘greet’’ and ‘‘default fallback’’)
hat serve special purposes and have unique properties, so these intent
ards are colored differently (purple). Follow-up intents (F5) can only
e added to a main intent by clicking the ‘‘+’’ button on the right.
Once these follow-up intents are created, they are visually connected
to their parent intent, rather than directly to the end user, indicating
a conditional conversational flow. AMBY users can create an unlimited
number of main intents and a maximum of three follow-up intents per
main intent. We limited the number of follow-up intents to support a
simple visual design and encourage learners to be more strategic about
designing the flow of their conversational app.

Intent editing window. When the user clicks the ‘‘Training’’ or
‘‘Response’’ button on an intent card (F3), AMBY displays an intent
editing pop-up window, or modal (Fig. 7). Inside the modal, the user
can add, edit, or delete training phrases and responses for the spe-
cific intent. Users can toggle how training phrases and responses are
displayed in the modal (F12): side-by-side or vertically stacked.

AMBY requires users to enter at least five training phrases before
the intent can be saved. This is in alignment with our design princi-
ples: while Dialogflow has no minimum requirement, AMBY seeks to
foster AI understanding by encouraging learners to generate multiple
variations of potential user expressions, which also helps minimize
the frustrating experience of diagnosing under-trained intents. On the
other hand, too many required training phrases could create a situation
where learners struggle to generate enough linguistic variations. The
five-phrase minimum is a compromise between highlighting the impor-
tance of good training data and accommodating the language level and
patience of youth.

Agent training/learning animation. We use animation to visual-
ize the agent ‘‘learning’’ from the training process. In the intent editing
modal (Fig. 7), once learners have entered at least five training phrases,
they can click the ‘‘Train the AI’’ button (F14) to save their changes.
When a learner clicks ‘‘Train the AI’’, AMBY shows an animation
(Fig. 8) in which the agent’s avatar is gradually encircled by a progress
ing. When the ring is filled, a light bulb appears above the avatar’s
ead, conveying that the agent has successfully learned the new train-
ng phrases. No animation is shown when saving responses, to illustrate
he distinction that the machine learning model learns from training
hrases to recognize similar expressions, but repeats response(s) exactly
s the developer has entered them.

4 In this paper, ‘‘User’’ refers to youth who are developing a conversational
I using AMBY. ‘‘End user’’ refers to a person who is interacting with or testing
he conversational AI the youth built.
8

Fig. 9. Voice customization drop-down menu.

Testing panel. Following from common block-based programming
environment designs (e.g., Scratch, Snap!), the testing panel (similar to
an output console or ‘‘stage’’) is on the right of the screen (F6, Fig. 6).
Users can test the agent instantly while editing the intents. The testing
panel contains the avatar of the user’s agent, a clear chat history button
(F7), a mute/unmute button (F8), and an agent voice customization
drop-down menu (F9). In the user text entry box, there is a microphone
button (F10) that enables voice-based interaction.

Voice as an input modality. We observed that for some learners,
yping was a barrier to using Dialogflow (see Section 3.1.3). Thus,
AMBY supports voice-to-text as an input modality. When entering train-
ing phrases, system responses, and ‘‘user’’ dialogue for agent testing,
learners have the option to use voice-to-text by clicking a microphone
button on the screen (F10, Fig. 6 and F13, Fig. 7).

Agent voice customization. In response to feedback from usability
testing with returning participants (Study 3), where it stood out as a
desired feature, AMBY provides features for the user to customize their
conversational agent’s voice (Fig. 9). The voice can be customized along
hree dimensions: gender (male or female), pitch (−20 to 20 semitones),
nd speech rate, or speed (0.25 to 4).

.2. Technical implementation

AMBY is an interactive web application built as a user interface
or Google’s Dialogflow, which has a robust natural language under-
tanding model, publicly available APIs to facilitate conversational AI
anagement, features for speech and voice modulation, and connectiv-
ty with Google Assistant compatible smart speakers and devices. AMBY
s developed using the MERN stack (MongoDB, ExpressJS, ReactJS, and
odeJS) and consists of four main components: client-side (front-end),
ialogflow interactions, server-side (back-end), and database (Fig. 10).
The React-based front end handles user login and allows users

to see, manipulate, train and test their conversational app. A user’s
conversational app itself is constructed behind the scenes in Dialogflow;
AMBY’s front end communicates with Dialogflow using Google’s pub-
licly available APIs. Once the user has trained their conversational AI,
the app can be deployed to a Google Assistant-compatible device in a

few steps.
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5. Study 4: Summer camp deployment

We deployed AMBY to a two-week AI summer camp where it
was extensively used for nine consecutive days. This camp deploy-
ment helped us investigate how well AMBY supports youth with little
computing background or conversational AI experience as they learn
to create their own personally relevant conversational agents, both
individually and collaboratively. This study was guided by the re-
search question, How do youth engage with a development environment
designed to support them in making conversational AI? We answer this
question by analyzing several sources of data: (1) the conversational
AI projects learners created using AMBY (Section 5.4.1); (2) learners’
xperiences using AMBY (Section 5.4.2); (3) learners’ usage and per-
eption about the features of the interface (Section 5.4.3); and (4)
earners’ common challenges using AMBY to develop conversational
gents (Section 5.4.4).

.1. Participants

In summer 2022, 17 youth (P1–P17) attended the summer camp.
mong these 17 participants, 8 identified as female and 9 as male;
4 were Black/African American, 2 were White/Caucasian, 2 were
ispanic/Latinx, and one identified as multi-racial. The average age
f the participants was 12.6 (SD = 0.7) and all participants would
ising seventh or eighth-graders in the upcoming school year. Seven
articipants (41%) reported having no prior coding experience; ten
articipants (59%) reported having experience in at least one type
f coding environment such as block-based coding (e.g., Scratch),
obotics (e.g., Lego Robots), or text-based coding and app program-
ing (e.g., App Inventor). Among these learners, five had attended
he project’s summer camp in 2021 (study 1); one attended both the
021 camp (study 1) and the usability testing (study 3). All parents
ompleted consent forms for data collection prior to camp, and learners
rovided assent at the start of camp.

.2. Study description

AMBY learning activities spanned eight days over two weeks of the
amp. Learners followed a ‘‘use-modify-create’’ progression approach
Lee et al., 2011) with AMBY. Specifically, on their first day using
AMBY, learners used example projects created by the camp facilitators
to become familiar with the AMBY interface. On the second day, they
learned to modify an example project, ‘‘About Me Bot’’, so that the bot
would tell its users fun facts about themselves (the learner). Then, they
9

l

were guided step-by-step to create a conversational agent from scratch.
On days 3 and 4, the learners developed their individual projects with
hands-on help from camp facilitators. Beginning in the second week
(days 5–8), they worked in pairs to develop another conversational
agent relevant to both partners’ interests (see Fig. 11). At the end of
the camp, learners showcased their projects to their peers and family
members on the Google Home Mini device. A detailed description of
the camp curriculum is outlined in Song et al. (2023).

5.3. Data collection and analysis

During the camp, learners were introduced to design-thinking and
engineering design processes (Arık & Topçu, 2020; Thoring, Müller,
et al., 2011). We provided a design log document (Appendix 9.2)
in which learners were asked to articulate their design ideas in seven
steps: empathize, define, ideate/brainstorm, prototype, test, modify,
and share. We used these documents to extract the ideas and themes
found in the learner-created projects.

AMBY also collected logs of learners’ interactions with the in-
terface. Relevant log actions reported in the paper included: ‘create
a new project,’ ‘create a new intent,’ ‘press the microphone button to
enable voice-to-text,’ and ‘send messages to the agent.’ We used the log
data to better understand how learners used AMBY’s features and their
challenges.

We conducted individual interviews with 13 learners who attended
on day 4 when individual projects were completed. Each interview
lasted about 15 min and focused on their experience using AMBY for
their project and their perception of the embodiment of their agent. On
day 8, after learners finished their paired projects, we conducted 30-
minute focus groups. We asked 15 learners (three or four per group)
about specific features of the interface and solicited suggestions for
improvements. Both interviews and focus groups were audio-recorded
and manually transcribed by researchers.

We utilized a content analysis approach (Hsieh & Shannon, 2005),
specifically an inductive coding process (Fereday & Muir-Cochrane,
2006), to analyze the interview and focus group data. This method
is prevalent in HCI literature (Celepkolu, O’Halloran, & Boyer, 2020;
Kahila, Viljaranta, Kahila, Piispa-Hakala, & Vartiainen, 2022; Kessner
& Harris, 2022). First, one researcher (primary coder) conducted open
oding on all of the transcripts. Then, the primary coder met multiple
imes with another researcher (secondary coder) to review and discuss
he codes and resolve any disagreements. Finally, the primary and
econdary coders worked together to derive themes from the codes until
hey reached an agreement. The results of this data analysis speak to

earners’ experiences and their challenges using AMBY.
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Fig. 11. Left: Learners work on their individual projects, mentored by a camp facilitator. Right: Learners work on their paired project.
.4. Findings

.4.1. Conversational agents created using AMBY
In total, learners used AMBY to create 25 conversational AI projects,

ncluding 18 individual projects and 7 group projects. Each project’s
ame and the description provided by its creator(s) are shown in
ppendix 1. Projects were clustered into themes, using the answers
earners wrote in the provided design document template (e.g., Who
ill use this app? What will this app do?) as well as the conver-
ations their chatbots facilitated. The six major themes were as fol-
ows: fashion/shopping, personal/joke, mental health/boredom, edu-
ational/knowledge, sports/hobby, and task-oriented. Note that one
hatbot may belong to multiple themes. For the scope of this paper,
he lead author categorized the projects.
Among these projects, we select two examples that illustrate how

earners were able to express themselves using conversational AI.

xample 1 (Black History). This conversational agent, named Jerry
Berry, was built collaboratively by two African–American male learn-
ers, to teach people about black history and influential black figures
including Martin Luther King Jr., Barack Obama, Al Green, Harriet
Tubman, and Rosa Parks. During their project demo, they shared the
motivation for their conversational app idea:

‘‘... Our design represents black power. Black power is something we
need...’’

In addition to populating intents with historical facts, the learners
also effectively utilized conversational markers to achieve a more natu-
ral user experience. For example, they broke up the description of each
historical figure across multiple intents. The pair used a connecting
phrase, ‘‘Would you like to know more?’’, at the end of each agent
response, and provided the follow-up intents to handle ‘‘Yes’’ or ‘‘No’’.
Their conversational agent also contains intents that handle social
utterances, such as ‘‘thank you’’ and ‘‘bye’’, and an intent handling re-
quests for ‘‘help’’ that describes what the chatbot can do and directs the
user in how they might start a conversation. These learners showcased
their strong conversational design skills in this personally and socially
relevant project.

Example 2 (Supporting Mental Health). This was a popular theme,
addressed by five of the learners’ projects. Many of these aimed to talk
to people about their feelings and gave advice on coping with different
emotions. Learners said they created the projects mainly due to their
personal experience dealing with emotions as middle schoolers, but one
learner also indicated its relevance to her career goal. P16 (female)
10

created the conversational agent ‘‘ReachOutAndGrabaHand’’ with the
capability to talk about negative emotions (e.g., angry, sad) and give
advice on communicating with a partner. She stated that

‘‘I created a therapy bot because when I grow up, I want to be a therapist
... [People would like] having a robot that’s programmed to be a nice
human, instead of judging. It’s easier to talk to that instead of talking to
a person that can go back and tell someone [else]’’.

These youth were able to use conversational AI to explore and
express empathy and think about solutions to salient problems in their
lives.

5.4.2. Learners’ experiences using AMBY
Here, we report on the learners’ comments in focus groups and

interviews.
Overall engagement. Overall, learners enjoyed using the tool to

create conversational agents on their own. They expressed that AMBY
gave them the freedom to create their personally relevant projects. In
two participants’ words:

‘‘It lets you choose the responses ... how it lets you do what you want to
and that it doesn’t tell you what to do’’. - P7 (female)

‘‘[I like] creating and adding the intents because it’s fun to make your
chatbot respond to anything’’. - P11 (female)

Learners also mentioned that they liked the testing window on the
interface, which allows them to test on the fly.

‘‘I like that you can add your own intent and you can test it right away
to make sure it works’’. - P4 (male)

Five learners from this study also attended the camp in the summer
of 2021. All felt that using AMBY was easier and more engaging than
Dialogflow. One returning participant, P2 (male), created his chatbot
to be a representation of his own appearance and personality. Over
the course of the camp, he had put significant effort into developing
his individual agent and stated that in AMBY, ‘‘the avatar, the voice,
everything’’ were better than the Dialogflow interface he had used the
previous year.

Control over the AI. All the interviewed learners thought the agent
they created was intelligent, and that because they were the ones who
added (e.g.) ‘‘information’’, ‘‘knowledge’’, ‘‘questions and answers’’, ‘‘A lot
of training phrases’’, or ‘‘more intents’’, they were also in control of the
agent’s intelligence. P15 (female) mentioned that she ‘‘made it smarter

by adding wrong spellings of certain words, so it would still recognize it’’.
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P13 (female) emphasized the agent’s machine learning ability and said
she believed that ‘‘if you work on it enough, it could be smart enough to
ork on its own’’.

.4.3. Learners’ usage and perception about the AMBY features
Agent embodiment: Voice customization. Of the 13 learners

interviewed, 11 had used the voice customization feature. Six reported
that customizing the agent’s voice was helpful in conveying its per-
sonality. P2 (male) said, ‘‘If you want it to be funny, you give it a high
pitch voice’’, while P11 said that to show her agent’s ‘‘nice and caring
personality’’ she decided to ‘‘make it a very soft, squeaky voice’’. Further
ersonifying her agent, she also represented excitement in her agent by
dding emojis to its text responses:

‘‘I made it speak with a bunch of emojis so the user knows what the bot
is feeling. ’’ - P11 (female)

Agent embodiment: Avatar selection. When asked why they
hose a specific avatar for their project’s agent, 7 learners reported
hey picked the avatar because it looked similar to themselves; 5
eported they picked the avatar based on their target end user (e.g., P16
hose the ‘‘pirate’’-styled avatar with an eye patch for her therapy
ot, ‘‘ReachOutAndGrabaHand’’, because she thought ‘‘he would need
omeone to talk to’’). One learner reported that they had picked their
vatar at random.
Voice-to-text feature usage. Next, we investigated how learners

sed the voice-to-text feature in AMBY for authoring and testing the
onversational agents (F10, Fig. 6 and F13, Fig. 7). Across 18 indi-
idual projects, we found 12 projects used voice-to-text for sending
esting messages, six for creating responses, and three to create training
hrases.
Although the voice-to-text feature was not used by all learners, it did

ignificantly address some specific learners’ needs. For example, one
earner (P6, male) utilized voice-to-text frequently for training phrases,
esponses, and chat testing for both his individual and paired projects.
sing the voice-to-text feature, he entered almost twice as many testing
essages by speaking (65 messages) as he did typing (34 messages).

.4.4. Common challenges using AMBY to create conversational agents.
While learners enjoyed the creative freedom of their projects, their
ost commonly reported challenges also stemmed from the creation
f content for the agent. For example, P3 (male), who made a boxing
oach agent, said, ‘‘I had to search up things about boxing to use it on
MBY’’. P7 cited ‘‘the fact you have to write a lot’’ as a difficulty: she
ad made some revisions that required her to rewrite many training
hrases and responses. Generating ample, sufficiently varied training
ata to recognize each intent was also reported as a common difficulty.
8 (female) said her biggest challenge came from,

‘‘knowing what the user was gonna say, and word[ing] it a bunch of
different ways for training phrases’’.

Another challenge for the learners was interpreting the intent clas-
ification failure. When the agent cannot confidently match a user
tterance to an existing intent, the only output the tester receives is the
efault fallback response. It is up to the developer (the learner) to infer
hat has gone wrong, and many learners found the limited feedback
o be a frustrating challenge.
Finally, a number of learners reported problems with system in-

tability such as system lagging or no response. In part, this can be
ttributed to the limitations of the Dialogflow API for handling high-
olume request calls as well as to slow internet speeds at the camp
ocation.
11
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6. Discussion and design implications

The results from our summer camp deployment suggest that youth
learners can successfully create personally relevant conversational
agents using AMBY: the projects that learners created using AMBY
covered a variety of themes and interests, and learners reported positive
experiences during interviews and focus groups, despite also facing
challenges. In this section, we discuss the design implications from
our effort to create a conversational AI development interface for
young learners. We hope these implications will stimulate continuing
conversation within the research community about future trajectories
for learning technologies that support AI education for youth.

6.1. Interfaces should be low-entry, but high-ceiling

Numerous studies have emphasized the importance of offering a low
barrier of entry to novice learners (Harvey & Mönig, 2010; Gresse von
Wangenheim, Hauck, Pacheco, & Bertonceli Bueno, 2021). The low-
entry interface we designed allowed learners with no prior coding ex-
perience to create relatively complex conversational agents, compared
to those created in the summer of 2021 by learners using Dialogflow,
which was not designed for use by novices, for the same task. In
summer 2021, using Dialogflow, the average number of intents learners
created was 4.71 (SD = 1.67), consisting of an average of 3.71 main in-
tents and 1 follow-up intent. In contrast, in summer 2022, using AMBY,
the first-time learners5 made 15.88 intents per project on average (SD
= 11.5), with an average of 9.88 main intents and 6 follow-up intents,
which represents significantly more complex projects.

Interfaces that support conversational agent development should
also be high-ceiling. Considering the display size of a laptop screen,
AMBY only supported two layers of intent (one layer of main intent and
one layer of follow-up intent) in this study. Learners suggested adding
the capacity for more levels of follow-up intent to meet their project
needs. For example, P17 (male) was an advanced learner who wanted
to create a tic-tac-toe game. He calculated that implementing this game
would require creating 81 total intents, including at least two layers of
follow-up intents, which the AMBY environment could not support.

Some literature suggests that responsive interface elements can
be more welcoming (Aravind & McConnell, 2018). Our participants
also spoke to this notion, suggesting that AMBY should allow them
to collapse and expand subtrees of follow-up intents, or ‘‘move them
[intent cards] anywhere, like [from] a [main] intent to a follow-up
intent’’. To employ another common strategy, the interface could be
made more flexible by collapsing the advanced features into a different
module, and de-emphasizing the advanced module to novice learners;
the module might even be ‘‘locked’’ until the learner has completed
certain basic tasks in AMBY.

6.2. AI development environment for learners should be transparent

A pedagogical system for conversational AI development should be
transparent about how the AI represents knowledge and makes deci-
sions. In our context, we directly represent the agent’s knowledge by
visualizing the dialogue structure, and we reinforce the agent’s way of
learning implicitly by scaffolding the intent creation process and explic-
itly with the learning animation. However, our system can be further
improved by adding more transparency to the agent training and intent
classification processes. As discussed in the findings (Section 5.4.4), one
main challenge the learners faced was understanding intent classifica-
tion. As P7 (female) said, ‘‘it would be helpful to see exactly what the
bot does not understand’’. This design implication maps to AI literacy
competencies, specifically those regarding understanding knowledge

5 Excluding returning participants, whose prior experience with Dialogflow
ould likely impact their projects’ complexity.
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representation and how computers reason and make decisions (Long &
Magerko, 2020). Literature suggests that graphical visualizations and
nteractive demonstrations of models can aid a better understanding
f AI (Kulesza, Burnett, Wong, & Stumpf, 2015). For conversational AI
evelopment interfaces, specific design considerations for transparency
ould be to include the intent classification results for learners who
esire to inspect it. Similarly to existing interactive tools for exploring
atural language processing techniques (Bandyopadhyay et al., 2022;
hai, Hoque, & Mueller, 2021; Hjorth, 2021), the interface could also

highlight important words or phrases which the system weighted more
highly in order to aid in learners’ understanding of the computer’s
representation of natural language (Nevěřilová & Rambousek, 2016).

6.3. Interfaces should foster users’ AI learning experience

The findings of this study suggest that interfaces should prioritize
the ability of users to showcase their knowledge and skills in rel-
evant and meaningful ways through the projects they create. Prior
research has shown that people are more likely to identify with a
learning experience that is culturally relevant and reflects their commu-
nity (Comber, Motschnig, Göbl, Mayer, & Ceylan, 2021). The projects
created by the learners, as detailed in Section 5.4.1, exemplify this.
Design features that enable such personalization, such as agent em-
bodiment with avatar selection and voice customization, has facilitated
this user expression. For instance, from our study in Section 5.4.3, a
majority of learners customized their agent’s voice to convey a certain
personality, many chose avatars that resembled themselves or were
related to the theme of their project, showing the significance of person-
alization and its impact on user engagement. Beyond personalization,
it is also evident from Section 5.4.1 that the choice of project themes
can stem from deeper, personal or societal motivations. Voice-to-text
feature usage offers another insight: interfaces should provide diverse
interaction modes to cater to different learner needs. The primary
implication here is not just about embedding personalization features,
but about deeply understanding and integrating learners’ backgrounds,
motivations, and experiences in AI learning tool designs. There is a
tremendous opportunity for future research to further investigate how
learners’ backgrounds shape their interactions with AI tools, and how
these tools can be refined to foster a more enriched and engaged
learning experience.

6.4. Interfaces should empower users to incorporate multimedia

In the study interviews, many learners indicated a desire to include
multimedia in their agents’ responses. For example, one participant
wanted their agent to be able to provide images and videos to demon-
strate the dance moves it was designed to talk about, and two others,
both of whom independently created music recommendation agents,
said they would have preferred if their agents could play music, rather
than simply naming songs. While these are currently beyond the scope
of AMBY, working with multimedia has been shown to foster creativ-
ity (Tsayang & Totev, 2020) and learner engagement (Rezwana, Maher,
& Davis, 2021), and there has been some research into multimodal
dialogue systems (Liao, Ma, He, Hong, & Chua, 2018; Saha, Khapra,
& Sankaranarayanan, 2018; Sun et al., 2021). There are existing tools
such as Adaptive Cards6 which may be easy to implement for adding
multimedia support; however, such support has to be adapted to youth
needs. Future efforts to create conversational AI development systems
for youth should consider enabling users to embed multimodal content
into agent responses, or potentially even automating connection to
appropriate APIs.

6 https://adaptivecards.io/.
12
6.5. Limitations and future work

This study has several limitations. First, due to the nature of the
summer camp format, we are unable to measure participants’ AI learn-
ing as a result of using AMBY alone. Although learners used AMBY
extensively throughout the two-week session, they also engaged in
other types of learning activities. It would be interesting to see how
AMBY could be utilized outside of an informal, camp context to support
different learning tasks. For example, a middle school science teacher
might introduce AMBY in their classroom to assign students to create
quiz bots on science content to support learning objectives.

Another limitation is that we did not evaluate the effectiveness
of AMBY in a controlled experiment. As mentioned in Section 2.2,
currently there is no conversational AI development tool that can
achieve the same tasks as AMBY that are developmentally appropri-
ate for youth. Our results have demonstrated the extent to which
youth created more sophisticated projects using AMBY compared to
DialogFlow, but this direct comparison must be taken lightly because
DialogFlow was not designed for novices. Our approach to investigating
the effectiveness of AMBY follows best practices (such as extracting
themes qualitatively using field notes and observations Kaspersen et al.,
2022, focus groups and contextual inquiry Rubegni & Landoni, 2014)
within the CCI community when an experimental study is not practical.

7. Conclusion

This paper has presented the iterative design and development
of a conversational AI development interface, AMBY, that supports
learners to create and tinker with their own conversational agents.
Working in partnership with 26 youths, the interface was iteratively
designed and developed through multiple user studies over 14 months.
The interface was deployed to a two-week summer camp, allowing
the study to engage learners in an informal setting with limited prior
computing experience. Our work offers a new alternative to empower
youth without an extensive technical background in building authentic
AI applications. With continued research, this line of investigation
holds the potential to open authentic AI learning experiences to learners
of all backgrounds and ages.

This research highlights four design recommendations to enhance
interfaces for AI development, particularly for novice and youth learn-
ers. Firstly, we advocate for interfaces that are low-entry but high-
ceiling, enabling learners to start easily while allowing for the creation
of complex projects as their skills develop. We underscore the impor-
tance of transparency in AI systems: they should show learners how
AI makes decisions and represents knowledge. The study points to
the value of designing interfaces that enable learners to express their
understanding and knowledge of AI in socially and personally relevant
ways. Lastly, we posit the potential benefits of empowering users to
incorporate multimedia in their projects, enhancing engagement and
creativity. These recommendations constitute practical, user-centered
insights to guide the development of more accessible, transparent, and
engaging AI interfaces.

8. Selection and participation

We recruited 26 youths and 11 adults in four studies reported in
this paper. In study 1, contextual inquiry (camp 2021), we recruited
learners from local middle schools and a local after-school program in
Gainesville, Florida in the United States. For both study 1 and study
4 (camp 2022), working in partnership with a community liaison, the
project team members advertised the camp in person at local sites such
as a library and a community resource hub. These efforts were also
complemented with the help of digital flyer distributions on regional
online platforms that host information for family-friendly events in
the area. The camp was offered at no cost to families. The goal of
the summer camp was to offer AI learning opportunities to middle

https://adaptivecards.io/
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school students who typically lack such access in their schools. We
received many more applicants than the camp could accommodate,
so the selection process prioritized, first, applicants from a lower-
resourced geographic area of Gainesville, Florida, and then learners
who identified as Black and female. Black youth have historically been
excluded from STEM learning opportunities such as CS and AI (Ramsay-
Jordan, 2020), and girls are often marginalized in these spaces (Solyst
et al., 2022). For study 3 (usability testing), learners were recruited
from the participants of study 1, in which we reached out to the
parents or guardians by email about the after-school 2-hour workshop
opportunity to create conversational apps using AMBY. Before any
study with youth learners, including the camps, we obtained parents’
consent after informing them about the study, its potential benefits,
risks involved, data confidentiality, compensation, researchers’ con-
tact information, and the voluntary nature of participation. We also
obtained verbal assent from youth participants after providing an age-
appropriate version of the same information. For study 2, we recruited
the adult participants by personally reaching out to members of an HCI
research lab and researchers from the college of education at University
of Florida. The adult study participants signed consent forms before
participating in the study. All the research studies, procedures, flyers,
and forms were approved by the institutional review board (IRB) of the
researchers’ university.
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