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The phase diagram of an interacting two-dimensional electron system in a high magnetic field is
enriched by the varying form of the effective Coulomb interaction, which depends strongly on the Landau
level index. While the fractional quantum Hall states that dominate in the lower-energy Landau levels have
been explored experimentally in a variety of two-dimensional systems, much less work has been done to
explore electron solids owing to their subtle transport signatures and extreme sensitivity to disorder. Here,
we use chemical potential measurements to map the phase diagram of electron solid states in N ¼ 2,
N ¼ 3, and N ¼ 4 Landau levels in monolayer graphene. Direct comparison between our data and
theoretical calculations reveals a cascade of density-tuned phase transitions between electron bubble phases
up to two, three, or four electrons per bubble in the N ¼ 2, 3, and 4 Landau levels, respectively. Finite-
temperature measurements are consistent with melting of the solids for T ≈ 1 K.

DOI: 10.1103/PhysRevLett.131.226501

In an electron solid, spatial translation symmetry is
spontaneously broken so that the ground state charge
density forms a periodic structure incommensurate with
the underlying crystal lattice. One known example is
obtained in high Landau levels (LLs) in two-dimensional
(2D) electron systems. Theoretically, the phase diagram is
expected to host a rich interplay of competing phases [1–9].
A unique feature of electron solids in higher LLs is that a
variable number of electrons may cluster on each site of the
emergent crystal. The formation of the phases—known as
“electron bubbles”—is driven by the structure of the
electronic form factors in the LLs. Electron bubble phases
were predicted theoretically [1–4] and first identified in the
GaAs 2D electron gas by the observation of the reentrant
integer quantum Hall effect (RIQHE) in transport meas-
urement [10,11], in which the crystallized electrons freeze
and no longer contribute to the Hall conductivity. Similar
phases are also expected in graphene [12–14], and recent
measurements have confirmed their existence [15,16].
While the existence of electron solids is straightforward
to confirm using transport measurements, distinguishing
them from each other to construct a comprehensive phase
diagram is not. To this end, other experimental methods,
such as microwave spectroscopy [17], surface acoustic
wave transmission [18,19], and tunneling spectroscopy
[20], have been developed to study vibrating modes related
to the lattice structure of electron solids. More recently,
temperature-dependent transport has shown that the same
RIQH state may host more than one bubble phase,

distinguished by different melting temperatures [21–23].
However, a detailed phase diagram of the electron bubble
phases across different LLs, long predicted by theory, has
not been conclusively established.
Measuring thermodynamic properties provides a probe

of quantities directly related to the ground state energy,
offering a chance to map out a complete phase diagram
independent of the detailed transport phenomenology of the
ground state. In this Letter, we use chemical potential
measurements [24] to construct just such a phase diagram
for partially filled LLs in monolayer graphene. Our data
demonstrate the existence of multiple distinct electron
bubble phases characterized by different bubble sizes.
By directly comparing our data with mean-field-theory
calculations, we establish a one-to-one correlation between
the filling factor and the electron bubble morphology.
Our measurement is performed in a graphene=h-BN

heterostructure assembled using standard dry pickup tech-
niques [25]. Two graphene monolayers are separated by an
h-BN dielectric layer of 40 nm thickness, with additional h-
BN dielectric and graphite gates forming a four-plate
capacitor geometry. The top graphene serves as a charge
detector, which combined with a feedback loop allows us to
determine changes in chemical potential of the bottom
“sample” graphene accurately [24].
Figure 1 presents the chemical potential μ measured

across individual LLs with orbital quantum numbers
N ¼ 0, 1, 2, 3, and 4 on the hole carrier side. The chemical
potential is plot as a function of the effective filling factor,
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ν� ≡ ν − ⌈ν⌉, where ν is the actual filling factor and ⌈ν⌉ is
the integer part of the filling factor. The qualitative be-
havior of μ depends strongly on N. For N ¼ 0 and N ¼ 1
[Figs. 1(a) and 1(b)], fractional quantum Hall states are
favored, with incompressible states (manifesting here as
nearly discontinuous jumps in μ) observed at filling factors
associated with two-flux and four-flux composite fermion
sequences [26]. For ν� > −1=5 (or ν� < −4=5) within the
N ¼ 0 and N ¼ 1 LL, μ changes smoothly, showing a large
negative inverse compressibility dμ=dν [27]. This behavior
has been identified with the formation of Wigner crystal
states in previous experiments in both GaAs [28,29] and
graphene [24,30].
For N ≥ 2 [Figs. 1(c)–1(e)], a qualitatively different

behavior is observed, with μ dominated by much weaker
oscillatory features that are not associated with any
particular fractional ν. As we elaborate upon below, these
features are signatures of multielectron bubble states.
Bubble states are generically expected in higher LLs due
to the nature of the single-particle wave functions, which
feature multiple nodes. This form factor considerably
modifies the Coulomb repulsion at short distances, favoring
charge-density-wave-type states instead of incompressible
fractional quantum Hall states. In the N ¼ 2 LL, our
measurement reveals a competition between the FQH states
observed at ν� ¼ −1=5 and −4=5 and electron bubble
states, as reported previously [15]. In the N ¼ 3 and N ¼ 4
LLs, the electron bubble phases are favored over the entire
range of filling factors, manifesting as a slow modulation of
μ and dμ=dν, as shown in Figs. 2(a) and 2(b). The number
of oscillatory features increases with N. In the N ¼ 3 and
N ¼ 4 LL, we observed three and four pairs of features,
related by particle hole symmetry about ν� ¼ −1=2,
respectively.
The panels in Figs. 2(a) and 2(b) show dμ=dν measured

over a range spanning several LLs each, grouped by their
orbital quantum number. For the N ¼ 3 orbital [Fig. 2(a)],
the four curves depicted are acquired in filling factor ranges
corresponding to each of the four symmetry-broken levels
spanning −10 < ν < −6. Because of limitations on the

range of the electrostatic gates, for the N ¼ 4 LL [Fig. 2(b)]
only −12 < ν < −10 is shown. Remarkably, the repetition
of the pattern of μ oscillations across different symmetry-
broken levels indicates that this physics is independent of
the spin and valley order. We may conclude that the
formation of the bubble phases is governed only by
single-component LL physics; as a consequence, the

(a) (b) (c) (d) (e)

FIG. 1. Fractional quantum Hall (FQH) and electron solid states in graphene monolayer probed by chemical potential measurements.
(a) Chemical potential change as a function of effective filling factor, ν� ≡ ν − ⌈ν⌉, in the N ¼ 0, (b) N ¼ 1, (c) N ¼ 2, (d) N ¼ 3, and
(e) N ¼ 4 LLs. In the N ¼ 0 and N ¼ 1 LLs, FQH states are observed as jumps in ν at ν� ¼ p=ð2p� 1Þ and ν� ¼ p=ð4p� 1Þ
(p ¼ 1; 2; 3;…), a selection of which are labeled. For N ≥ 2, broad oscillatory features dominate, which we associated with electron
solids. The N ¼ 2 LL is a marginal case where fractional quantum Hall states and electron bubbles compete within a narrow range of
filling factors. All data measured at B ¼ 13 T and T ¼ 15 mK.
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FIG. 2. Electronic compressibility and temperature dependence
of electron bubble phases. (a) dμ=dν� in the N ¼ 3 and (b) N ¼ 4
LLs. The data are obtained via numerical differentiation of μ
measured at 13 Tand 15 mK.Within each LL, the four symmetry-
breaking levels are plotted by blue, red, orange, and purple curves
with increasing jνj. ν0 represents the actual integer filling factor
on the left side of each level. The curves are offset as indicated by
the gray dashed lines. Stars indicate the center of the regions
identified with electron bubble states. (c) Temperature depend-
ence of electron bubble states in N ¼ 3 and (d) N ¼ 4 LLs,
measured at B ¼ 13 T.
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bubbles are not expected to be accompanied by complex
spin or valley textures as have been shown to play a role in
lower LLs [30,31].

The energy scale characterizing the bubble phases may
be directly accessed via the temperature dependence,
shown in Figs. 2(c) and 2(d). Signatures of the bubble
phases disappear rapidly for T ≈ 1–2 K in the N ¼ 3 LL
and below 1 K in the N ¼ 4. This is consistent with the
general scale of the chemical potential changes associated
with these phases, which are on the order of a few hundred
μeV, as well as previously reported transport data [15]. The
order of magnitude of this scale is consistent with sim-
plified Lindemann criterion [32] for crystal melting,
according to which the thermal position fluctuations need
to be roughly 15% of the lattice spacing to make the crystal
melt. Within the harmonic approximation for the crystal,
one obtains critical temperatures in the ∼1 K range (see
Supplemental Material [33]). Notably, the energy scale of
the bubble phases is considerably smaller than that of the
fractional quantum Hall physics in the lower LLs, where
gaps (at comparable magnetic fields) typically are in the
> 10 K range.
Theoretically, the ground state of the interacting electron

system in a partially filled high-N Landau level is expected
to evolve through a series of multielectron bubble phases,
as illustrated in Fig. 3(a) for the case of N ¼ 4. These
crystalline phases can be described within a mean-field
approach as presented in detail in Supplemental Material
[33]. Figure 3(a) shows the cohesive energy per particle for
the bubble crystals with M electrons per lattice site as a
function of the effective filling factor ν� [4]. The cohesive
energy is the energy per particle, from which we have

already subtracted the Hartree-Fock energy of a featureless
electronic liquid [9] as well as the charging energy of the
parallel plate capacitor in which the sample is embedded.
For a fixed value of M, the energy of the triangular bubble

crystals depends on the spacing ΛB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4πM=
ffiffiffi

3
p

ν�
q

lB
between the bubbles, which, in turn, depends on the
effective filling ν�. Here, lB ¼ ffiffiffiffiffiffiffiffiffiffiffi

ℏ=eB
p

is the magnetic
length.
One obtains a family of curves, with minima at positions

described approximately by ν� ∼M=2N. The M-bubble
phase is realized whenever it is lowest in energy within a
certain filling-factor range. Within a given Landau level,
the maximum stabilized value of M equals N [2].
Theoretically, one may even stabilize a bubble phase with
M ¼ N þ 1 in the vicinity of a half-filled, singly degen-
erate Landau level (ν� ∼ 1=2) [8]. However, this phase is
thought to compete energetically with a stripe phase; we
find no evidence for it in the experimental data.
Notably, the family of minimum energy curves shown in

Fig. 3(b) are not convex upon variation of ν�, a signature of
thermodynamic instability to the formation of mixed phases
in which parts of the sample area are occupied by crystals
with differing number of electrons per bubble. However, we
note that, for our experimental geometry, the variations in
internal energy caused by the bubble phases are dwarfed by
the electrostatic energy of the electron gas. Taking this into
account, mixed phases are found only in a range δν≈
2 × 10−3 (see Supplemental Material [33]) in the vicinity of
the level crossings visible in Fig. 3(b). In this picture, then,
we expect a succession of pure bubble phases, separated by
sharp phase transitions.
To facilitate comparison between experiment and theory,

in Figs. 4(a)–4(c), we plot the experimentally measured μ
scaled by the Coulomb energy, Ec ¼ e2=ðϵlBÞ. Each panel
presents μ measured at different values of the magnetic
field B for the same LL fillings, with an offset of 0.01EC
between curves introduced for clarity. The μ modulations
observed in the curves are almost identical in these units, as
expected given the Coulomb-driven nature of the electron
bubble phases. Figures 4(d)–4(f) present the calculated
chemical potential of electron bubble phases in the N ¼ 2,
N ¼ 3, andN ¼ 4 LLs in the absence of disorder. The solid
curves are obtained from the calculated energy per particle
E of theM-bubble phases via μ ¼ ∂ðνEÞ=∂ν [9]. Note that,
in these calculations, we restore the contribution of the
featureless background charge omitted above in the calcu-
lation of the cohesive energy. Our calculations account for
screening caused by both the dielectric environment as well
as inter-Landau level excitations in the graphene [38,39].
As in the N ¼ 0 and N ¼ 1 Landau levels [24], accurately
accounting for screening is required for quantitative agree-
ment between experiment and theory in graphene.
Despite the comparative simplicity of our model, it

agrees quantitatively with the data in the overall scale of

(a)

(b)

FIG. 3. Cohesive energy for electron bubble states. (a) Sche-
matic depiction of electron bubble phases in the N ¼ 4 LL.
(b) Calculated cohesive energy for the N ¼ 4 LL (see Supple-
mental Material [33] for details). The ground state is obtained by
tracing the lowest-energy state at each filling factor, which is
highlighted by colored lines. The color codes here match those in
panel (a).
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the chemical potential modulation across the Landau level,
as well as in the locations of the various bubble phases,
which we identify with positive compressibility regions for
the M ≥ 2. However, in contrast to the theoretical model,
where the phase transitions are sharp, in the experimental
data the phase transitions are marked by broad regions of
negative compressibility typically rather than sharp jumps.
It is natural to associate these regions with a mixed phase
arising from disorder potentials. To capture this physics, we
convolve the disorder-free curves with a Gaussian “inho-
mogenous broadening” of widthΔν ¼ 0.015 at 13 T. Given
the negligible quantum capacitance in the bubble regime,
this is equivalent to an energy broadening ΔE ¼ 7.5 meV.
The dashed curves in Figs. 4(d)–4(f) show the results of this
model. We use the same color code to label the regions
associated with pure and mixed electron bubble phases in
both experimental and simulation data in the figure; the
disordered model quantitatively reproduces the key missing
feature of the experimental data, replacing the cusps of the
disorder-free model with negative compressibility regimes
as observed experimentally.

We note in closing several open questions raised by our
work. First, while electron solids evidently dominate the
ground states for N > 2, it is likely that they appear in the
lower LLs as well but are difficult to detect with bulk
methods where their subtle thermodynamic or transport
phenomenology may be overwhelmed by the incompress-
ibility of the fractional quantum Hall states. Second, it is
unclear whether the particular orbital wave functions of
single- and multilayer graphene may lead to any particu-
larities in the electron solid ground states as compared to
semiconductor systems. Finally, our disorder model is
likely to be gross oversimplification. In particular, the lack
of observed magnetic field dependence in the sharpness of
the phase transitions is at odds with a model of quenched
disorder where the effective broadening ΔE would be
expected to be magnet field independent. These and other
questions might be directly resolved via scanning tunneling
microscopy measurements of the real space structure of
these phases [31,40], as well as more detailed theoretical
modeling that accounts for the interplay of disorder, finite
temperature, and mesoscopic phase separation.

(a) (b) (c)

(d) (e) (f)

FIG. 4. Quantitative comparison with theoretical model of electron bubble cascade. (a) μðν�Þ at several magnetic fields in the N ¼ 2,
(b) N ¼ 3, and (c) N ¼ 4 Landau level. The data at B ¼ 31.5 and 20 Twere measured at 300 mK, while the data at 13, 7, and 5 Twere
measured at 15 mK. The chemical potential change is presented in units of the Coulomb energy Ec ¼ ðe2=ϵlBÞ ≈ 12.5 meV ·

ffiffiffiffiffiffiffiffiffi

B=T
p

.
The red, orange, and purple curves are offset by −0.01Ec, −0.02Ec, and −0.03Ec from the blue curve, respectively. (d) Chemical
potential calculated by mean field theory (solid lines; see Supplemental Material [33]) in the N ¼ 2, (e) N ¼ 3, and (f) N ¼ 4 Landau
level. The dashed lines in these panels are chemical potential taking disorder broadening into account. The pink, blue, purple, and green
color bars represent the domain of stability for the M ¼ 1, M ¼ 2, M ¼ 3, and M ¼ 4 electron bubble phases within the disorder
broadened model, respectively. The gray regions represent broadened phase transitions where neighboring pure electron bubble phases
coexist. Panels (a)–(c) use the same color codes to label the corresponding regions identified by experiments from the sign of the
compressibility.
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