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Abstract. Commitments are fundamental in cryptography. In the classical world,
commitments are equivalent to the existence of one-way functions. It is also
known that the most desired form of commitments in terms of their round com-
plexity, i.e., non-interactive commitments, cannot be built from one-way func-
tions in a black-box way [Mahmoody-Pass, Crypto’12]. However, if one allows
the parties to use quantum computation and communication, it is known that non-
interactive commitments (to classical bits) are in fact possible [Koshiba-Odaira,
Arxiv’11 and Bitansky-Brakerski, TCC’21].

We revisit the assumptions behind non-interactive commitments in a quantum
world and study whether they can be achieved using quantum computation and
classical communication based on a black-box use of one-way functions. We
prove that doing so is impossible unless the Polynomial Compatibility Conjec-
ture [Austrin et al. Crypto’22] is false. We further extend our impossibility to
protocols with quantum decommitments. This complements the positive result of
Bitansky and Brakerski [TCC’21], as they only required a classical decommit-
ment message. Because non-interactive commitments can be based on injective
one-way functions, assuming the Polynomial Compatibility Conjecture, we also
obtain a black-box separation between one-way functions and injective one-way
functions (e.g., one-way permutations) even when the construction and the secu-
rity reductions are allowed to be quantum. This improves the separation of Cao
and Xue [Theoretical Computer Science’21] in which they only allowed the se-
curity reduction to be quantum.

At a technical level, we prove that sampling oracles at random from “sufficiently
large” sets (of oracles) will make them one-way against polynomial quantum-
query adversaries who also get arbitrary polynomial-size quantum advice about
the oracle. This gives a natural generalization of the recent results of Hhan et
al. [Asiacrypt’19] and Chung et al. [FOCS’20].
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1 Introduction

Commitment schemes are one of the most basic building blocks in the foundations of
cryptography with a variety of applications. In a non-interactive commitment scheme, a
sender Sen who holds a (say single bit) message b sends a commitment message com to a
receiver Rec in such a way that the com acts as a secure vault hiding b; this is formalized
as follows. (1) The hiding property requires that com does not reveal anything about b to
a computationally bounded receiver. (2) The binding property requires that after sending
com, the sender is essentially bound to at most one b ∈ {0, 1} and cannot change its
mind afterwards. (3) The completeness of the scheme requires that the sender shall be
able to convincingly reveal b using a decommitment message dec that functions like a
password to the vault holding b.

In the classical setting, interactive commitments can be based on the minimal as-
sumption that one-way functions exist [IL89, Nao90, HILL99]. However, when one
wants to obtain the more desirable non-interactive variant, cryptographic primitives
such as injective one-way functions [Yao82, GL89] and most public-key assumptions
[LS19] have been shown to be sufficient. These constructions are black-box [IR89,
RTV04, BBF13], in the sense that (1) they use the assumed primitive (e.g., in this
case, one-way functions) as an oracle in their implementation, and (2) their security
is proved by a reduction that treats the imagined adversary (breaking the construction)
as an oracle as well. Moreover, it is known that OWFs cannot be used in a black-box
way to obtain any of the primitives that are known to imply non-interactive commit-
ments [MM11, IR89] or the non-interactive commitment itself [MP12].



Commitments in the quantum setting. With the rise of quantum computation in com-
puter science and cryptography, questions that were previously considered to be well-
understood in the classical setting are being revisited. In the quantum setting, we al-
low Sen,Rec to both run in quantum polynomial time, while the committed bit b is
still classical. By default, the commitment and decommitment messages would also
be quantum messages (but we would prefer them to be classical too, if possible). It
has been shown [May97, LC97] that similarly to the classical setting, some form of
computational intractability is necessary for commitments in the quantum setting, and
(even interactive) commitments with statistical (hiding and binding) security cannot be
achieved if adversaries are allowed to be quantum. When it comes to the assumptions
behind commitments in the quantum setting, a sequence of works [DMS00, CLS01,
KO09, LQWY14, Yan20] led to the perhaps surprising result that black-box construc-
tions of non-interactive commitments (for classical messages) with various forms of
binding properties that are meaningful in the quantum setting could in fact be con-
structed from (post-quantum) one-way functions [KO11,BB21] in the quantum setting.

The QCCC model: quantum computation and classical communication. The full ad-
vantage of quantum cryptography will rely on using both quantum computation as well
as quantum communication. However, the internet is currently a classical communica-
tion medium, so it is much more desirable to design protocols that stick to classical
communication as much as possible, even if they rely on local quantum computation
(and hardness assumptions). In fact, the recent active line of work on classically ver-
ifying quantum power [Mah18, CCY20, ACGH20, BKVV20, Zha21, Bar21] also falls
into this quantum-computation and classical-communication (QCCC) model. Thus, we
revisit constructing non-interactive commitments from OWFs in the quantum setting as
well and ask the following question.

Can we construct non-interactive commitments from (post-quantum) one-way
functions using quantum computation and (only) classical communication?

In fact, one can study a relaxed version of the question above by limiting only one
of the commitment or decommitment messages to be quantum. The OWF-based con-
structions of [KO11, BB21] and the candidate OWF-based construction of [YWLQ15]
all used quantum messages. Among them, the work of [BB21] managed to make the
decommitment message classical (while using a quantum commitment). Hence, their
work suggests that perhaps using quantum commitment messages is the key to get-
ting non-interactive commitments from OWFs. Therefore, a natural related question
is whether one can obtain non-interactive commitments from OWFs in the quantum
setting while limiting the commitment message to be classical and allowing the decom-
mitment to be quantum. Note that commitment messages are stored for a longer time
between the two phases of the commitment scheme, decommitment messages are re-
vealed at the very end. Therefore, if only one of these messages is going to be quantum,
it is perhaps preferred that the decommitment message is the quantum one.

Quantum binding vs. classical binding. We note that while hiding remains reasonably
straightforward to define against quantum polynomial-time adversaries, binding is a
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subtle property and could be defined in different ways. In fact, for statistically hiding
commitments, it is impossible to achieve the same strong notions of binding, similar to
the classical variant, in which the commitment message essentially binds the committed
bit to be at most one value [May97,LC97,BB21]. As a result, in the statistically-hiding
setting, we usually settle down for the weaker notion of “sum binding”, in which the
probability pb of opening successfully to b satisfies p0 + p1 ≤ 1 + negl(κ), where
κ is the security parameter. For this setting, [Unr16a] proposed the alternative notion
of “collapse-binding”. By only requiring computational hiding, [BB21] showed that a
very close notion to the classical form of binding is in fact possible if one allows the
receiver to only make a (partial) measurement right after the commitment message is
sent. Our main question above is meaningful with respect to all these variants of bind-
ing. Therefore, as we will clarify, it is not crucial for the reader to follow these subtle
differences, as our (negative) results can be stated with a weaker notion of binding in
which the adversary has to successfully decommit into both values of 0, 1.

1.1 Our Results

At a high level, we answer our main question above negatively with respect to quantum
black-box constructions [HY20], unless a recent conjecture about low-degree and low-
influence polynomials is false [ACC+22]. The work of [ACC+22] showed that assum-
ing this conjecture, one can break perfectly complete QCCC key-agreement protocols
(with classical communication) in the Quantum Random Oracle Model [BDF+11] by
asking only a polynomial number of queries to the oracle. As a result, they obtained
black-box separations for perfectly complete key agreements in the QCCC model from
OWFs. We first explain this conjecture and then will state our results based on it.

The Polynomial Compatibility Conjecture (PCC). Suppose f =
∑
S⊆[N ] αS

∏
i∈S xi

is a polynomial over Boolean variables xi ∈ {±1}, i ∈ [N ] and real coefficients
αS ∈ R,S ⊆ [N ]. The degree of f is maxαS ̸=0 |S| and ∥f∥2 = Ex←{±1}N [f(x)

2].
The influence of xi on f is Infi(f) =

∑
i∈S α

2
S , and for a distribution F over such

polynomials, we let Infi(F) = Ef←F[Infi(f)] be the expected influence. The PCC (for
the group Z2) states that for sufficiently small δ(d) = 1/poly(d), if F,G are distri-
butions over polynomials of degree d over variables x1, . . . , xN ∈ {±1}, ∥·∥2-norm
equal to 1, and expected influences Infi(F), Infi(G) ≤ δ(d) for all i ∈ [N ], there exist
f ∈ supp(F), g ∈ supp(G) and x ∈ {±1}N such that f(x) · g(x) ̸= 0. The work
of [ACC+22] gave some evidence for the validity of the PCC by proving a weaker
statement than the PCC in which the influences are exponentially exp(−d) small.4

We prove the following conditional black-box separation for non-interactive com-
mitments in the quantum setting. Our result holds even for a “weak” variant of binding
that is necessary for all the proposed forms of binding in the quantum setting. In par-
ticular, we say that a malicious sender breaks the weak binding if it can come up with
a commitment message com and a pair of decommitment messages (dec0, dec1) such
that using decb allows the sender to successfully decommit com to b.

4 The PCC bears some similarities to a conjecture by Aaronson and Ambianis [AA09] that also
deals with polynomials with a low degree and low influence and which is also proved for
exponentially small influences. See [ACC+22] for more discussions and comparisons.
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Theorem 1.1 (Black-box separation of QCCC commitments from OWFs). Assum-
ing the Polynomial Compatibility Conjecture, there is no black-box construction of non-
interactive commitments from (post-quantum) one-way functions in the QCCC model.
Moreover, this holds even if the decommitment message is allowed to be quantum.

Theorem 1.1 complements the positive result of [BB21], in which they show that
there is a commitment scheme with a quantum commitment and a classical decommit-
ment based on post-quantum OWFs. In other words, our work (conditionally) shows
that one cannot trade a quantum commitment message with a quantum decommitment
message and still use post-quantum OWFs when constructing non-interactive commit-
ments from OWFs in a black-box way.

Corollary: separating injective OWFs from OWFs in the quantum setting. Injective
one-way functions (e.g., one-way permutations) with classical input/outputs imply non-
interactive commitments in a black-box way [GL89]. Therefore, Theorem 1.1 also im-
plies the corollary that assuming the PCC, black-box construction of injective one-way
functions from general one-way functions does not exist, even if the construction is
allowed to use quantum computation. The work of [CX21] proved such a separation
only when the security reduction is quantum, but our result extends to fully quantum
constructions (assuming the PCC).

Corollary: separating NICs from pseudorandom states. The recent works of [AQY22,
MY22] suggest that as opposed to the classical setting, OWFs might not be neces-
sary for non-interactive commitments in the quantum setting: they could be constructed
from “pseudorandom states” [BS20], which are weaker than OWFs [Kre21]. The work
of [JLS18] showed that “pseudorandom states” (PRSs) can be based on OWFs in a
black-box way. Therefore, as a corollary of our result, we obtain the separation be-
tween NICs and PRSs in the CCQD model (i.e., the model in which the commitment
message is classical, but the decommitment is allowed to be quantum). We point out
that the construction in [MY22] requires quantum commitment messages (but classical
decommitment messages), and the construction in [AQY22] is interactive.

We will explain the key ideas behind the proof of Theorem 1.1 in Section 1.2. Before
doing so we highlight one key technical tool that we develop along with the proof of
Theorem 1.2 and believe to be of independent interest.

When are randomized oracles quantum one-way? It is known that if Hn denotes the
set of all functions from {0, 1}n to {0, 1}n, then a random oracles f ← Hn is one
way against polynomial-time adversaries who even get arbitrary polynomial-size advice
about the random oracle [IR89, GT00]. This classical result holds even if the adversary
can ask quantum superposition queries to the (random permutation) oracle [NABT15],
and even if the auxiliary information about the random oracle is quantum [HXY19,
CGLQ20]. We revisit this phenomenon in a more general setting and ask the following
question. What happens if the oracle f : {0, 1}n 7→ {0, 1}n is not completely random,
yet it is sampled at random from a “large” set of oracles F ⊆ Hn. We give a concrete
bound on how large F needs to be to make a random f ← F one-way against efficient
non-uniform quantum adversaries that also receive quantum auxiliary advice about f .
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Theorem 1.2 (One-wayness of oracles under quantum auxiliary input). Suppose
Hn denotes the set of all functions from {0, 1}n to {0, 1}n, and that

|F| ≥ 2
− 2n

nω(1) · |Hn|

for a set of functions F . Then a randomly selected f ← F will be one-way against
quantum adversaries who ask poly(n) quantum queries to f and receive at most poly(n)
bits of quantum advice about f .

See Section 3 for a more quantitative and general statement.
At a very high level, we use Theorem 1.2 to prove Theorem 1.1 by picking F to

model a large set of oracles that can be used by a cheating receiver, while the advice
about each oracle is a pair of decommitments to b = 0, 1. The security reduction of
the supposedly black-box construction of non-interactive commitments from one-way
functions would then lead to an adversary who inverts f ← F using poly(n) number
of queries and poly(n) bits of advice, which is a contradiction due to Theorem 1.2.

1.2 Technical Overview

In this section, we explain some of the key ideas behind the proofs of Theorems 1.1
and 1.2 and the links between these two results. Our starting point for proving The-
orem 1.1 is the black-box separation of non-interactive commitments from one-way
functions in the classical setting [MP12]. We first sketch the argument for the classical
case and then explain the challenges that arise in the quantum setting.

Recap of the proof for the classical setting. An approach for proving a black-box sep-
aration between primitives Q and OWFs is as follows. We show that the primitive Q
can be broken relative to a random oracle h by asking only a polynomial number of
queries.5 However, when we want to separate commitments from OWFs (even in the
classical setting), we cannot simply use random oracles as mentioned above. The rea-
son is that the random oracle can indeed be used to obtain injective one-way functions
(with high probability), which in turn do imply non-interactive commitments. That is
why, in [MP12], the oracle h used for the separation is chosen from a more subtle dis-
tribution: h is chosen either at random, or from a “partially fixed” random oracle. The
key idea is to show that at least one of these two oracle distributions leads to breaking
the commitment scheme while one-way functions exist relative to both oracle distri-
butions. In particular, each randomized oracle corresponds to one of the parties of the
commitment scheme to be the cheater.

– Cheating receiver Rec∗ relative to a random oracle. Let h be a (fully) random
oracle h : {0, 1}n 7→ {0, 1}n, where n = κ is the security parameter. Suppose
Sen is committing to a random b ∈ {0, 1} and sends message com to the receiver.
Then, let Rec∗(com) be a cheating receiver who tries to learn the oracle answer to
any query x ∈ {0, 1}n such that x has been asked by Sen with probability at least
ε, for a parameter ε = 1/poly(κ). Such queries were called “ε-heavy” in [BM09],

5 E.g., one can re-interpret the proofs of [IR89, BM09] to fall into this framework.
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and it was shown that regardless of com, there are (on average) at most d/ε of them
if d is the number of oracle queries by Sen. Suppose the partial oracle L contains
all the query-answer pairs learned by Rec∗. If Rec∗ could now guess the random
committed bit b (information-theoretically) with probability 1/2 + 1/poly(κ), it
means Rec∗ has succeeded in its attack in the random oracle model. In this case,
we would be done with the separation; the reason is that the security reduction S
of the black-box construction shall now be able to use Rec∗ and invert the random
oracle h with non-negligible probability, which is in fact impossible because the
combined algorithm SRec∗ is still asking polynomially many queries to h

– Cheating sender Sen∗ relative to a non-random oracle. Now, suppose the above
attack by Rec∗ does not succeed. In this case, we show that one can construct a
cheating sender strategy Sen∗ along with a fixed triple (com, dec0, dec1) and a
distribution h over the oracles with the following.
• com is a commitment message and decb is a decommitment message for b.
• h is a distribution over oracles that are random everywhere except on a poly(n)-

size subset of the input domain {0, 1}n.
• The honest receiver accepts both (com, decb), b ∈ {0, 1} relative to all h← h.

If one can demonstrate the existence of the above triple (com, dec0, dec1,h), it
again implies that black-box construction of Sen,Rec from one-way functions are
impossible: the security reduction S shall again be able to use Sen∗ and invert the
partially fixed random oracle h← h, but that is again impossible because the oracle
h is only partially fixed, and partially fixed random oracles are also one-way.
The reason that such (com, dec0, dec1,h) exists is as follows. Since we assumed
that Rec∗ had failed in its own attack above, conditioned on (com,L), both bits
b = 0, 1 are equally likely to be the truly committed bit. Therefore, if we further
condition on b = 0 or b = 1, no 3ε-heavy queries would exist outside L (because
both of the events b = 0, 1 have probability about 1/2). Now, if we sample the view
of the Sen twice, one conditioned on b = 0 and one conditioned on b = 1, two
things happen: (1) we obtain decommitments two dec0, dec1 for b = 0, 1, and (2)
we obtain partial functions h0, h1 that denote (only) the queries asked by Sen while
committing to 0, 1 to generate com and dec0, dec1. Due to the lack of heavy queries
in both of these sampling processes, the partial oracles h0, h1 will be disjoint with
(high) probability 1 − O(dε), and so they can be combined into a single partial
oracle h0,1 = h0 ∪ h1. Together with the partial oracle L, hfixed = h0,1 ∪ L will
shape the fixed part of the random oracles h that is useful for the cheating sender.

New challenges in the quantum setting. When we move to the setting in which the
honest parties are quantum, several steps of the argument above will break down. We
go over these issues one by one and explain the ideas for resolving them.

1. Quantum analogue of learning heavy queries. Since Sen∗ can ask quantum queries
to its oracle h (that is supposedly a random oracle), it no longer makes sense to
use the classical ε-heavy query learners. However, the recent work of [ACC+22]
showed how to extend this technique (by relying on ideas inspired by Zhandry’s
compressed oracle technique [Zha19]) to the quantum setting as follows. The re-
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ceiver shall consider the sender’s computation and the oracle all in a purified6 way,
while the oracle’s answers are represented in the Fourier basis. This way, any query
x that has at least ε chance of having a nonzero answer in the Fourier conditioned
on the commitment message com, will be considered quantum ε-heavy. The intu-
ition is that being zero in the Fourier basis is (almost) the same as not being read by
anyone, and hence remaining uniform. Note that the heavy queries are classical. It
can also be shown, just like in the classical setting, that the total number of quantum
heavy queries is O(d/ε) where d is the number of quantum queries by the sender.

2. Quantum analogue of partially fixed oracles. In the classical setting, we could
fix the partial oracle hfixed = h0,1 ∪ L that is consistent with two fixed open-
ings dec0, dec1 as well as the learned and pick the rest of the oracle at random.
However, in the quantum setting, it is no longer well-defined to refer to the “ora-
cle queries asked by the sender” (i.e., h0,1) as a partial oracle. That is because we
cannot “record” the sender’s queries, due to the quantum nature of its algorithm.
Below we explain how to resolve this challenge. It turns out that resolving this
challenge is even harder to resolve for protocols with quantum decommitments,
so we will first go over the easier case of protocols in the QCCC model, before
discussing the classical commitment quantum decommitment (CCQD) case.

Finding compatible oracles. Suppose after the sender runs out of learning quantum
ε-heavy queries, |ϕ0⟩, |ϕ1⟩ are the marginal quantum states of the sender and the
oracle for the two cases of b = 0, 1, the same commitment string com, and the set
of fixed oracle answers in L. First, we show that if the Polynomial Compatibility
Conjecture (PCC) of [ACC+22] holds, then there is at least one oracle h (in the
computational basis) that is consistent with both quantum states |ϕ0⟩, |ϕ1⟩. To do
this, first, assume that the decommitment messages are classical. This means one
can find two ensembles H0,H1 of quantum states for the oracle registers such that
(1) Hb denotes quantum states for the oracle compatible with committing to b,
and (2) H0,H1 can be uniquely modeled using distributions F0,F1 over degree-d
polynomials (where d is the number of oracle queries of the sender) of influence
at most 3ε, and (3) the oracles compatible with decommitting to b are the non-
zero points of the polynomials sampled from Fb. Therefore, by the PCC, there are
indeed samples f0 ← F0, f1 ← F1, and an oracle h such that fb(h) ̸= 0 for both
b ∈ {0, 1}. This means that the oracle h is compatible with two decommitments
dec0, dec1 into both b = 0, 1 with respect to the same commitment com.

Boosting to many compatible oracles. Having only one compatible oracle h that al-
lows opening com successfully into both b ∈ {0, 1} using dec0, dec1 is not enough
for proving the black-box separation, as h might be easy to invert. In particular, we
need to show that such compatible oracle h can be found while it is also one-way.
Our first idea for achieving this goal is that since the two polynomials f0, f1 have
degree d, their (non-zero) product also has a degree at most 2d. Therefore, we can

6 In the context of quantum information theory, purifying a quantum process means delaying all
intermediate measurements to the end at the cost of introducing additional qubits. So that the
whole computation remains a pure state until the final measurement.

8



use a variant of the Schwartz-Zippel lemma to conclude that at least 2−2d fraction
of all oracles h will satisfy f0(h)f1(h) ̸= 0. When the group defining the oracle
is not Zn2 , we can no longer apply the Schwartz-Zippel lemma, as the two func-
tions f0(h)f1(h) will not be low-degree polynomials, yet we derive a similar result
using a generalization of the Schwartz-Zippel lemma known as the Donoho–Stark
support-size uncertainty principle [DS89].
So far, we have shown that in the case of classical communication (including classi-
cal decommitments), the PCC implies that there is a large set of oraclesF such that
every h← F is compatible with the commitment com followed by both decommit-
ments dec0, dec1 into 0, 1. It remains to show that a random sample h← F is hard
to invert by poly(n)-query quantum adversaries. This idea is implicit in [HXY19]
(about the one-wayness of random oracles under quantum queries and classical
auxiliary information) and generalizes to the case of sampling an oracle from a
large set of oracles as well. However, this approach does not work when we want to
attack protocols with quantum decommitment messages, as that requires working
with quantum auxiliary information.
For classical decommitments, we rely on the fact that we can sample decommit-
ments to 0, 1 and create an oracle (distribution) that is consistent with both. When
decommitment messages are quantum, we can no longer measure the sender’s reg-
isters to create cheating strategies, because the decommitment messages are quan-
tum and need to be kept as such. Therefore, we need to modify the approach above.
Let Fb be the set of oracles (in the computational basis) that are compatible with
an opening into b. Since measuring (or not measuring) the sender’s own registers
(that will be used to produce the decommitment message) will not change the set
Fb, we first pretend that such measurement is happening to define two ensembles
of oracles and use the PCC again to argue that the set F = F0 ∩ F1 contains at
least an ≈ 1/dΘ(n·d) fraction of the oracles that map {0, 1}n to {0, 1}n.
To finish the proof, we need to prove two things: (1) for each h ∈ F , there exist a
pair of quantum decommitments (dec0, dec1) that successfully decommit into 0, 1
with respect to commitment message com, and (2) picking a random oracle h← F
will lead to h that is hard to invert by polynomial-query adversaries. Item (1) is
rather straightforward, due to the fact that f ∈ F0 (resp. f ∈ F1) are already de-
fined to be the set of oracles that are compatible with at least one decommitments
to 0 (resp. 1) with respect to com. However, Item (2) is now more challenging to
prove when the decommitments are quantum messages. That is because, the secu-
rity reduction S, now has access to f ∈ F as well as a pair of “advice” (dec0, dec1)
which can be seen as a piece of quantum auxiliary information about f , and so we
would need to prove the one-wayness of the oracle f ← F against adversaries with
quantum auxiliary information about f . Below, we focus on explaining the ideas
for proving this specific one-wayness as an independent problem of its own.

Functions sampled from large sets are one-way for adversaries with quantum advice.
As explained above, Theorem 1.1 reduces to Theorem 1.2, which states that any suffi-
ciently large subset F of all oracles Hn = {h | h : {0, 1}n 7→ {0, 1}n}, a randomly
selected function h← Hn is “one-way” against any adversary who asks poly(n) quan-
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tum queries and gets poly(n) bits of quantum advice about f . At a high level, we prove
this result through a reduction to carefully chosen results from [CGLQ20].

Below we first recall the results in [CGLQ20], which can be used to prove the hard-
ness of completely random oracles against quantum adversaries with quantum advice,
and then show how their approach can be adapted to our case, in which a function is
sampled from a large set (rather than all) of functions.

– Non-uniform one-wayness of fully random functions [CGLQ20]. Here we describe
the approach of [CGLQ20] for proving non-uniform hardness of fully random func-
tions. We then describe how the components of the proof of [CGLQ20] can be
adapted for our setting. Let h : {0, 1}n 7→ {0, 1}n be a function. Consider a classi-
cal adversary A who receives S bit classical advice α = α(h) about h and can ask
T queries to h and manages to invert h with probability ≥ ε, i.e.,

Pr
A,h,x

[Ah(α, h(x)) ∈ h−1(h(x))] ≥ ε,

where the probability is over the randomness of A and the random choices of the
completely random h and x. Now, consider a different attacking algorithm B that
can ask k · T queries to h, but it does not receive any advice. However, the job
of B is harder, as it needs to solve a multi-instance version of the inversion prob-
lem as follows: B is asked to invert k challenges h(x1), . . . , h(xk). For each of
these k challenges, the chance of inverting them is O

(
kT
2n

)
by a lazy-evaluation

argument. Interestingly, as it is shown in [CGLQ20], and one can show that for the
k-instance version, the success probability of any such algorithm B will decrease
exponentially in k,

Pr
B,h,x1,...,xk

[Bh(h(x1), . . . , h(xk)) inverts h(x1), . . . , h(xk)] ≤ O
(
kT

2n

)k
. (1)

Now, we relate the success probability ofA to that ofB for bounding ε. First, using
A we construct a new algorithmB′ with S-bit classical advice and kT queries to h.
B′ simply uses the single copy of advice given toA and runsA to invert each h(xi)
independently for all i ∈ [k]. To analyze the success probability of B′, we use the
following argument. By an averaging argument, with probability at least ε/2 over
the choice of h,A can invert them successfully with probability ε/2. Denote the set
of such “good” functions by G. Then, we have

Pr
B′,x1,...,xk

[B′h(α, h(x1), . . . , h(xk)) inverts h(x1), . . . , h(xk) | h ∈ G] ≥
(ε
2

)k
.

Now, let B use B′ and simply guess the advice α and use B′; we have,

O

(
kT

2n

)k
≥ Pr[B guesses α correctly] · Pr

h
[h ∈ G] (2)

· Pr
B,x1,...,xk

[Bh(h(x1), . . . , h(xk)) inverts h(x1), . . . , h(xk) | h ∈ G]

(3)
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≥ 2−S ·
(ε
2

)k+1

≥ 2−S ·
(ε
2

)k
. (4)

By choosing k large enough k = Õ(S) we obtain the desired bound of ε =

Õ(ST/2n) between the adversary’s number of queries, advice length, and its (small)
chance of success. The main magic in the above argument is to leverage the expo-
nential drop in success probability of the multi-instance game as shown in Equation
(1) and to absorb the loss caused by guessing the advice.
Even though the above sketch was for the case of classical advice, in which guess-
ing the advice is rather easy to analyze, as it was shown in [CGLQ20], a similar
argument can be used for “guessing” quantum advice as well and use the above
blueprint for proving one-wayness of a truly random function against adversaries
with quantum queries and quantum advice.

– Non-uniform one-wayness of functions sampled from large sets. We now explain
how the outline above can be adapted to the setting where we work with an ora-
cle h that is sampled from a large enough sets of oracles F , instead of picking h
completely at random. To achieve our results, we have a simple but extremely use-
ful observation as follows. Let’s start by assuming an algorithm A can invert f(x)
with probability ε, when f ← F and x ∈ {0, 1}n are chosen uniformly at random.
Using a similar averaging argument as the one above, we can still obtain a set of
functions G ⊆ F such that |G| ≥ ε/2 · |F| such that A has success probability
ε/2 conditioned on h ∈ G. Going forward, the calculations in Equation (2) break
down. In particular, we previously had Pr[h ∈ G] ≥ ε/2, while we know have
Pr[h ∈ G] ≥ ρ · ε/2, where ρ is the fraction of |F| in the set of all functions.
Our key observation is that, although ρ is very small, we prove that it is not too
small. Therefore, the loss in the calculation of Equation (2) can be compensated by
picking k even larger than before. In particular, recall that increasing k can bound
the success probability of adversary to be exponentially small in k. Therefore, by
picking k large enough in a careful way, we can recover an argument similar to the
case of “all oracles” as outlined above.

1.3 Further Related Work

Here we discuss further related works that were not mentioned above already.

Quantum black-box separations. Hosoyamada and Yamakawa [HY20] initiated quan-
tum black-box separations by formalizing quantum black-box constructions (for prim-
itives with non-interactive security games) and ruling out the possibility of basing
collision-resistant hash functions on one-way functions. Subsequently, [CX21] ruled
out classical black-box constructions of post-quantum one-way permutations from post-
quantum OWFs. The work of [ACC+22] ruled out quantum black-box constructions
of perfectly complete key agreements from OWFs in the QCCC model. The work
of [DLS22] ruled out quantum black-box reductions for proving the Fiat-Shamir heuris-
tic, even in the presence of quantum shared entanglements.
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Other assumptions than OWFs. The recent work of [BCQ22] showed that sampling
statistically-far computationally-indistinguishable pairs of (mixed) quantum states, as a
primitive, is a minimal assumption for many quantum primitives such as commitments,
oblivious transfer, and secure multiparty computation.

In the classical setting, [BOV03] showed how to derandomize Naor’s 2-message
commitment scheme that is based on OWFs and obtain a scheme that is non-interactive
at the cost of introducing extra (derandomization-related) assumptions [NW94].

Post-quantum security. Our focus here is on commitments in which parties are quan-
tum. Another line of work studies the post-quantum security of classical construc-
tions [Unr12, Unr16a, Unr16b]. Another exciting recent line of work studies construct-
ing stronger cryptographic primitives (such as oblivious transfer) from the minimal as-
sumption that post-quantum OWFs exist [CDMS04, BCKM21, GLSV21].

2 Preliminaries

Notation. By κ we denote the security parameter. We use bold letters (e.g., f ) to denote
random variables and distributions. We use calligraphic letters (e.g., X ) to denote sets.
We use YX to denote the set of all functions from X to Y .

Throughout this work, we use the standard bra-ket notation (e.g., |ψ⟩) for quantum
objects. For the basics of quantum computation, we refer readers to [NC10].

2.1 Quantum Computation

An oracle-aided quantum algorithm A(·) is a quantum algorithm with superposition
query access to oracles. For any d ≥ 0, an oracle quantum algorithm that makes d
queries to oracles can be specified by a sequence of unitaries U0, . . . , Ud, where the
queries are executed between each unitary. Throughout this work, for any oracle h :
X → Y , we additionally define the range of the oracle Y to be an additive abelian
group. In particular, by Oh we denote the query operator that maps the state |x, y⟩ to
|x, y + h(x)⟩, where the addition is associated with the corresponding abelian group.
The algorithm also has access to the inverse of the query operator O†h.

In the quantum random oracle model (QROM for short) [BDF+11], a random func-
tion h : {0, 1}∗ 7→ {0, 1}κ is sampled in the beginning. Every party in the protocol
(including honest parties and adversaries) has quantum access to h. If an algorithm in
the QROM asks at most d queries to the oracle, we call it a d-query algorithm.

Zhandry [Zha19] showed that the purified random oracle is perfectly indistinguish-
able from the (standard) quantum random oracle. Since the sampling of the oracle com-
mutes with the operators of the algorithm accessing the oracle, it can be deferred to the
end. Here, we consider a more general setting. Consider an algorithm A with classical
input that accesses quantum random oracle and outputs classical transcripts (classi-
cal leakage) during its computation (e.g., during an interactive protocol). Inspired by
Zhandry’s work, we consider the purified view of such algorithms in the QROM. By the
deferred measurement principle [NC10], all measurements of A can be replaced by uni-
taries if we introduce additional qubits for recording those measurement outcomes. Af-
ter this modification, roughly speaking, by the purified view of A we mean the quantum
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state obtained by executing A from scratch in a coherent way, in which the sampling of
the oracle and intermediate measurements are deferred. The formal definition follows.

Definition 2.1 (Purified view of algorithms with classical leakage in the QROM).
Let A be an algorithm with quantum access to a random oracle h : X → Y that

takes as classical input b chosen randomly from some set B with probability pb, and
(possibly) outputs classical transcripts c (perhaps produced in several steps) during its
computation. Suppose A consists of a sequence of unitaries and query operators (but no
measurements). For ease of notation, we represent A as a sequence V1, . . . , Vn, where
n is the size of A and each Vi is either a unitary operator or a query operator7. Let
B be the input register, W be the workspace register, C be the transcript register, and
H be the oracle register consisting of Hx for all x ∈ X while the content of each Hx

stores h(x). The purified view of A, denoted by |ψn⟩, is defined as

|ψn⟩ := VnVn−1 . . . V1|ψ0⟩,

where

|ψ0⟩ :=
1√
|Y||X |

∑
b∈B,h∈YX

√
pb|b⟩B |0⟩W |h⟩H |0⟩C .

Purified view of the sender in commitments. We now apply Definition 2.1 to senders
in commitments as follows. Let A be the sender’s algorithm; the register B stores the
input bit b ∈ {0, 1}, the register C stores the classical commitment message com, and
part of the register W stores the classical (resp. quantum) decommitment message in
the QCCC (resp. CCQD) model.

In a seminal work [Zha19], Zhandry observes that any d-query algorithm in the
QROM has a sparse Fourier representation. In this work, we closely follow the rephrased
version based on [ACC+22] for our use.

Definition 2.2 (Non-zero queries in Fourier basis). Let Y be a finite abelian group
and Ŷ be the dual group. For any ĥ ∈ ŶX , we define the size of ĥ to be

|ĥ| := |{x : x ∈ X , ĥ(x) ̸= 0̂}|.

Definition 2.3 (The computational and the Fourier basis). Let Y be a finite abelian
group with cardinality M . Let {|y⟩}y∈Y be an orthonormal basis of CM . We refer to
this basis as the computational basis. Let Ŷ be the dual group which is known to be
isomorphic to Y . Recall that a member ŷ ∈ Ŷ is a character function (i.e., a function
from Y to the multiplicative group of non-zero complex numbers). The Fourier basis
{|ŷ⟩}ŷ∈Ŷ of CM is defined as

|ŷ⟩ = 1√
M

∑
y

ŷ(y)∗|y⟩ and |y⟩ = 1√
M

∑
y

ŷ(y)|ŷ⟩.

7 Since A takes b as input, each Vi is defined to be a controlled-unitary with the control bit b.
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Lemma 2.4 (Sparse representation [Zha19], rephrased). For any d-query algorithm
A with classical leakage in the QROM with the oracle h : X → Y , the purified view of
A can be written as a (normalized) quantum state in the form of

|ψ⟩ =
∑

w,c,ĥ:|ĥ|≤d

αw,c,ĥ|w⟩W |ĥ⟩H |c⟩C ,

where W,H , and C, in order, denote the workspace of A, the oracle register, and the
register recording the classical leakage.

When Y is a product of groups, i.e., Y = Yk◦ for some integer k ≥ 1 and abelian
group Y◦, then we immediately have the following corollary.

Corollary 2.5. For any d-query algorithm A with classical leakage in the QROM with
the oracle h : X → Yk◦ , the purified view of A can be written as a normalized quantum
state in the form of

|ψ⟩ =
∑

w,c,ĥ◦:|ĥ◦|≤dk

αw,c,ĥ◦
|w⟩W |ĥ◦⟩H |c⟩C ,

where ĥ◦ ∈ ŶX◦ and W,H and C, in order, denotes the workspace of A, the oracle
register, and the register recording the classical leakage.

Definition 2.6 (Oracle support). For any quantum state |ϕ⟩ =
∑
w,ĥ αw,ĥ|w⟩W |ĥ⟩H

defined on an arbitrary register W and the oracle register H , define the oracle support
in the Fourier basis of |ϕ⟩ as

ŝupp
H
(|ϕ⟩) := {ĥ | ∃w : αw,ĥ ̸= 0}.

Let ĥHmax(|ψ⟩) denote the function ĥ ∈ ŝupp(|ϕ⟩) that has the largest size |ĥ| (if such
function is not unique, by default we pick the lexicographically first one). The definition
extends naturally when the register W does not exist.

Definition 2.7 (Quantum ε-heavy queries [ACC+22]). For any x ∈ X , define the
projector

Πx :=
∑

ŷ∈Ŷ\{0̂}

|ŷ⟩⟨ŷ|Hx .

Given a quantum state |ϕ⟩ over registers W and H , the quantum heaviness of any
x ∈ X is defined as

w(x) := ∥Πx|ϕ⟩∥2 ,
i.e., the quantum heaviness of x is the probability of obtaining a non-0̂ outcome while
measuring Hx in the Fourier basis. We call x a quantum ε-heavy query if w(x) ≥ ε.

2.2 Polynomial Compatibility Conjecture

In this section, we formally describe the Polynomial Compatibility Conjecture (PCC)
of [ACC+22]. There are two equivalent formulations of this conjecture; one is based on
low-degree polynomials, and the other is based on quantum states.

To keep the notation clean in this subsection, we identify X with [N ].
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The Polynomial Formulation. Recall that for any f : YN → C, it can be written in
terms of its Fourier transform

f(x) =
∑
χ∈ŶN

f̂(χ)
N∏
i=1

χi(xi),

where x = x1|| . . . ||xN . The degree of a character χ ∈ ŶN is deg(χ) = |{i ∈ [N ] |
χi ̸= 0̂}|, and the degree of f is deg(f) = max{deg(χ) | f̂(χ) ̸= 0}. The ℓ2-norm of
a function f is defined as ∥f∥2 :=

√
Ex←YN |f(x)|2. We say that f is normalized if

∥f∥2 = 1. The influence of variable i on f is Infi(f) =
∑
χ∈ŶN
χi ̸=0̂

|f̂(χ)|2.

Conjecture 2.8 (Polynomial Compatibility). There exists a finite abelian group Y and
a function δ(d) = 1/poly(d) such that the following holds for all d,N . Let F and G
be two distributions of functions from YN to C8 such that the following holds for all
f ∈ supp(F) and g ∈ supp(G).

– Unit ℓ2 norm: f and g have ℓ2-norm 1.
– d-degrees: deg(f) ≤ d and deg(g) ≤ d.
– δ-influences on average: For all i ∈ [N ], we have Ef←F[Infi(f)] ≤ δ and
Eg←G[Infi(g)] ≤ δ, where δ = δ(d).

Then, there is an f ∈ supp(F), g ∈ supp(G), and x ∈ YN such that f(x) · g(x) ̸= 0.

Here we describe an equivalence between quantum states and polynomials. In Sec-
tion 4, we first use the formulation of quantum states. After proving that the states
possess certain properties, we will convert the states into polynomials by Lemma 2.12,
which enables us to apply Conjecture 2.8. For completeness, we provide relevant def-
initions below; we refer readers to Sections 4 and 5 in [ACC+22] for more details.

Definition 2.9 ((Y, δ, d,N)-state). Let H be a register over the Hilbert space CYX
,

where |X | = N . A quantum state |ψ⟩ over registers W and H is a (Y, δ, d,N)-state if
it satisfies the following two conditions:

– d-sparsity: |ĥHmax(|ψ⟩)| ≤ d. In other words, for any measurement of the registers
H in the Fourier basis, the oracle support in the Fourier basis (as defined in Defi-
nition 2.6) is at most d (note that this is regardless of the basis in which we measure
the register W ).

– δ-lightness: For every x ∈ X , it holds that w(x) ≤ δ.

Definition 2.10 (State polynomial). For a (normalized) quantum state |ψ⟩ over the
register H , the state polynomial of |ψ⟩ is the function fψ : YN → C defined by

fψ(h) = |Y|N/2 · ⟨ψ|h⟩ =
∑
χ∈ŶN

⟨ψ|χ⟩
N∏
i=1

χi(hi). (5)

Note that ∥fψ∥2 = 1.
8 As shown in [ACC+22], regardless of the image being R or C, the conjectures are equivalent

up to a constant factor in δ. For convenience, we use the version with C.
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Definition 2.11 (State polynomial distribution). For a (normalized) quantum state
|ψ⟩ over registers W,H , the state polynomial distribution of |ψ⟩ is the distribution Fψ
over (normalized) functions f which is sampled by measuring W in the computational
basis and then taking the (normalized) state polynomial corresponding to the resid-
ual collapsed state over the register H . Explicitly, if |ψ⟩WH =

∑
w,ĥ αwĥ|w⟩W |ĥ⟩H ,

then the support set of Fψ consists of the state polynomial fΨw of the normalized state

|ψw⟩ :=
∑
ĥ αwĥ|ĥ⟩H/

∥∥∥∑ĥ αwĥ|ĥ⟩H
∥∥∥ for each w. The probability of each fΨw is

defined to be
∥∥∥∑ĥ αwĥ|ĥ⟩H

∥∥∥2.

Lemma 2.12. Let Fψ be the state polynomial distribution of an arbitrary (Y, δ, d,N)-
state |ψ⟩. Then the following folds.
1. Unit ℓ2 norm: f has ℓ2-norm 1 for every f : YN → C in the support set of Fψ .
2. d-degrees: deg(f) ≤ d for every f : YN → C in the support set of Fψ .
3. δ-influences on average: For all i ∈ [N ], we have Ef←Fψ [Infi(f)] ≤ δ.

2.3 The Donoho–Stark Uncertainty Principle

We now explain the Donoho–Stark support-size uncertainty principle [DS89]. For our
purpose, we use the following rephrased version from [WW21]. Informally, the uncer-
tainty principle states that one cannot simultaneously obtain high-precision informa-
tion of a state in the computational and Fourier basis. Consider the purified oracle as
a motivating example. The oracle register in the Fourier basis starts with the all-zero
state, while it is uniformly random in the computational basis. This phenomenon can
be interpreted as the following: the algorithm knows the oracle with perfect precision
in the Fourier basis while having absolutely no precision in the computational basis.
Lemma 2.13 below provides a trade-off between the achievable precision in the com-
putational and Fourier bases in terms of the size of supports.

Lemma 2.13 (Theorem 3.1 in [WW21]). Let Y be a finite abelian group. If f : Y →
C is a non-zero function and f̂ : Ŷ → C denotes its Fourier transform, then

| supp(f)| · | supp(f̂)| ≥ |Y|.

Corollary 2.14. Given f0, f1 : YX → C such that deg(f0),deg(f1) ≤ d, we have

| supp(f0) ∩ supp(f1)| ≥
|Y||X |

O (d|X |2d|Y|2d)
.

Proof. Let f := f0 · f1. It’s easy to see that x ∈ supp(f) if and only if x ∈ supp(f0)∩
supp(f1). Since the degree of each f0 and f1 is at most d, their Fourier expansion can
be written as

fb(x) =
∑

χ∈ŶN :deg(χ)≤d

f̂b(χ)
N∏
i=1

χi(xi)

where b ∈ {0, 1}.
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Therefore, in the Fourier expansion of f , the characters with non-zero coefficients
are of degree at most 2d. Then the size of supp(f̂) is at most the number of characters
of degree at most 2d. Namely,

| supp(f̂)| ≤
2d∑
i=0

(
|X |
i

)
(|Y| − 1)i ≤ (2d+ 1) · (|X ||Y|)2d .

Together with Lemma 2.13, this finishes the proof. ⊓⊔

2.4 Non-Interactive Commitments

Below we define non-interactive commitments.

Models. By QCCC we refer to the quantum-computation classical-communication
model in which all the communications (including the commitment and decommit-
ment messages) are classical. By CCQD we refer to the classical-commitment quantum-
decommitment model, which is only defined for commitment schemes.

We now define non-interactive commitments with an extremely weak notion of
binding. To break the weak binding, the adversary needs to prepare two decommitments
for both b = 0, 1 such that both will be accepted if used during the decommitment. Us-
ing this notion makes our negative result stronger.

Definition 2.15 (Non-interactive weakly-binding commitments in CCQD model).
A non-interactive commitment in the CCQD model consists of two quantum algorithms
Sen,Rec. On input b ∈ {0, 1}, the sender Sen(b, 1κ) starts with poly(κ) zero registers,
poly(κ) qubits of advice, and produces classical commitment message com and quan-
tum decommitment message dec. The receiver (who also has poly(κ) zero registers)
receives (com, b, dec) and either accepts or rejects.

– Completeness. Pr[Rec(com, b, dec) = 1 | b← {0, 1}, (com, dec)← Sen(b)] = 1.
– Hiding. We say Rec∗ breaks hiding with advantage ε, if by picking b ← {0, 1} at

random, Rec∗(com) can correctly guess b with probability (1 + ε)/2. We call Sen
hiding, if for every poly(κ)-size quantum circuit Rec∗ the advantage of Rec∗ is at
most negl(κ).

– Weak binding. We say (com, dec0, dec1) breaks the weak binding, if

Pr[Rec(com, b, decb) = 1] = 1 for both b ∈ {0, 1}.

We say that Rec has weak binding, if for all sequence {(comκ, dec0,κ, dec1,κ)κ}
where comκ, dec0,κ, dec1,κ are of lengths at most poly(κ), for all but finitely many
κ, (comκ, dec0,κ, dec1,κ) does not break the weak binding of Rec.

When the decommitment messages in a CCQD scheme are also classical, we say the re-
sulting scheme is in the QCCC (quantum-computation classical-communication) model.

Note that in the definition above, we are implicitly working with poly-size (non-
uniform) adversaries in our notion of weak binding. That is because a non-uniform
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adversary might simply know the best way to open into both cases of 0, 1 without
computational limitations. Having said that, even if we further weaken the security and
ask for a uniform polynomial-time adversaries, it will not make a difference for a black-
box separation (of an assumption behind non-interactive commitments). The reason is
that the definition of black-box constructions (see below) requires the security reduction
to work whenever it is given any oracle adversary regardless of its complexity.

Definition 2.16. A quantum black-box construction of weakly-binding non-interactive
commitments from (length preserving) one-way functions is a pair of uniform QPT
oracle-aided quantum algorithms (G,S) as follows.

– For every abelian group Y and every f : Yκ 7→ Yκ, the oracle-aided quantum
algorithm Gf = (GfS , G

f
R) implements a quantum commitment scheme (both for

the sender and receiver).
– For every abelian group Y , for every f : Yκ 7→ Yκ, and any oracle adversary
A = (Ah,Ab) who breaks the hiding or the weak binding of Gf , the algorithm
Sf,A inverts f with a non-negligible probability. In particular, S consists of two
algorithms S = (Sh, Sb), and there is a function δ = poly(ε/κ) such that: (1) if
Ah ε-breaks the hiding ofGfS , then Sf,Ahh inverts f with probability δ = poly(ε/κ),
and (2) if Ab = (comκ, dec0,κ, dec1,κ) breaks the weak binding of GfR, then Sf,Abb

inverts f with probability δ = poly(1/κ).

Remark 2.17. First, restricting the OWFs to have the same input and output spaces is
without loss of generality. Because according to the definition of black-box reduction,
the construction of the commitment scheme should work for any OWF. Hence, toward
a contradiction, it’s sufficient to show that the commitment scheme is impossible to be
constructed from some specific OWF in a black-box way.

Next, we note that in the quantum setting, the quantum oracle access to a classical
function depends on the underlying abelian group. By default, we assume Y = Z2 and
f : {0, 1}κ 7→ {0, 1}κ simply uses Zκ2 as the group used for writing the answers in the
registers (by adding them in Zκ2 ). However, when we say a black-box construction from
OWFs exists, it means that there is a version of the construction for any abelian group
G (of constant size) instead of Z2, in which case the one-way function would look like
f : Gκ 7→ Gκ. Moreover, there are finite groups of any order, so assuming the input and
output spaces of the OWFs have group structure is also without loss of generality.

3 Non-uniform Hardness of Inverting Large Sets of Oracles

In this section, we analyze a variant of the standard random functions inversion game
in which the function is uniformly chosen from a specific set of functions instead of the
set of all functions. In particular, we formalize and prove Theorem 1.2 in this section.

We consider the adversaries which are given classical or quantum advice and have
quantum query access to the oracle. Arguments implicit in [HXY19] can be used for
obtaining similar results but only for classical advice. Our proof, however, uses defini-
tions and technical tools from [CGLQ20], and even in the case of classical advice we
can obtain sharper bounds (than those obtained by arguments implicit in [HXY19]).
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3.1 Oracle Puzzles with Advice

Definition 3.1 (Oracle algorithm with advice). An (S, T )-oracle-algorithm A = (A1,
A2) with (oracle-dependent) advice consists of two procedures:

– |α⟩ ← A1(f), which is an arbitrary function of the oracle f , and outputs an S-qubit
quantum state |α⟩;

– |ans⟩ ← Af2 (|α⟩, ch), which is a computationally unbounded algorithm that takes
advice |α⟩, a challenge ch, makes at most T quantum queries to f , and outputs an
answer |ans⟩, which we measure in the computational basis to obtain a classical
answer ans if needed.

Furthermore, we distinguish the following cases:

– If the output of A1 is classical, we call it a quantum algorithm with classical advice
or an (S, T )-algorithm in the AI-QOM (auxiliary input quantum oracle model);

– If the output of A1 is quantum, we call it a quantum algorithm with quantum advice
or an (S, T )-algorithm in the QAI-QOM (quantum auxiliary input quantum oracle
model);

– If S = 0, we call it a quantum algorithm without advice, or an algorithm in the
QOM (quantum oracle model).

In the following interactive setting, the two terms “algorithm” and “adversary” will be
used interchangeably.

Definition 3.2 (Oracle puzzle). An oracle puzzle G = (Chal, f) is specified by a chal-
lenger Chal = (Samp,Ver) and a distribution f over oracles. In the beginning, an
oracle is sampled f ← f and

– ch ← Sampf (r) is a deterministic classical algorithm that takes randomness r as
input and outputs a classical challenge ch.

– Verf (r, ans) is a deterministic classical algorithm that takes as the input ans and
outputs a decision b indicating whether the puzzle is won by the adversary.

For every algorithm with advice, i.e., A = (A1,A2), we define

Afwin := Verf
(
r,Af2 (A1(f),Sampf (r))

)
to be the binary variable indicating whether A wins the oracle puzzle.

We define the security loss in the AI-QOM, QAI-QOM of an oracle puzzle G =
(Chal, f) to be

δ = δ(S, T ) := sup
A

Pr
f←f ,r,A

[Afwin = 1],

where A in the probability denotes the randomness of the (quantum) algorithm, and
supremum is taken over all (S, T )-adversaries A in the AI-QOM/QAI-QOM respec-
tively. We say an oracle puzzle G is (1− δ)-secure if its security loss is at most δ.

In particular, we focus on a class of oracle puzzles in which the adversary can verify
the answer by itself.
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Definition 3.3 (Publicly-verifiable security game). We call an oracle puzzle to be

publicly-verifiable with verification time TVer, if Verf (r.·) = Ṽer
f
(ch, ·) for some de-

terministic classical algorithm Ṽer
f

where ch is determined by r and TVer is the upper

bound on the number of f queries for computing Ṽer
f
(ch, ·).

3.2 Multi-Instance Oracle Puzzles

Definition 3.4 (Multi-instance oracle puzzle). For any oracle puzzle G = (Chal, f)
and any positive integer k ≥ 1, we define the multi-instance oracle puzzle G⊗k =
(Chal⊗k, f), where Chal⊗k is given as follows

– For i ∈ [k], do:
1. Sample fresh randomness ri;
2. Compute chi ← Chal.Sampf (ri) and send it to the adversary;
3. Give the adversary oracle access to f until the adversary submits a quantum

state |ansi⟩;
4. Let {P0, P1} be a projective measurement where P1 defines all ans’s such that

Ver(r, ans) = 1 and P0 = I − P1. Measure |ansi⟩ in {P0, P1} to get the
quantum state |ans′i⟩ and store the result in bi ∈ {0, 1};

5. Send |ans′i⟩ back to the adversary;
– Output b1 ∧ b2 ∧ · · · ∧ bk;

Definition 3.5 (Multi-instance adversary). A (k, S, T )-adversary with advice for a
multi-instance oracle puzzle G⊗k = (Chal⊗k, f) consists of A = (A1,A2), where the
interaction between A2(|α⟩) and Chal⊗k is defined as follows:

– |α⟩ ← A1(f), which is an arbitrary (unbounded) function of f and outputs an
S-qubit quantum state |α⟩ for A2;

– For each i ∈ [k],
1. A2 is given a challenge chi and the oracle access to f from Chal⊗k;
2. A2 makes at most T queries to f and prepares |ansi⟩;
3. A2 sends |ansi⟩ to Chal⊗k and gets |ans′i⟩ back;

– Finally, Chal⊗k outputs a bit b.

In particular, if S = 0, we also call it a (k, T )-adversary (without advice), or a (k, T )-
algorithm in the QOM. In the rest of the section, we sometimes use such notation when
it is clear from the context.

For any A which is a (k, S, T )-adversary with advice, we define A⊗k,fwin to be the
binary variable indicating whether A wins the multi-instance oracle puzzle.

We say a multi-instance oracle puzzle G⊗k is (1− δ)-secure9 in the QOM if for any
(k, T )-adversary A (without advice),

Pr
f,A,Chal⊗k

[A⊗k,fwin = 1] ≤ δk = δ(k, T )k,

where A in the probability denotes the randomness of the algorithm, Chal⊗k in the
probability denotes the randomness of the challenger.

9 Actually, the security loss here is at most δk instead of δ. We follow this convention for ease
of the presentation.
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3.3 Function-Inversion Oracle Puzzles

Definition 3.6 (Function inversion oracle puzzle). The oracle puzzleGInvSet,N,M,R =
(Chal, f) parameterized by integers R,N,M ≥ 0 is defined as follows:

– f is a uniform distribution over F ⊆ [M ][N ] such that |F| is at least MN−R.
– Sampf chooses x from [N ] uniformly at random, and outputs ch = f(x).
– Verf (x, x′) outputs 1 if f(x) = f(x′).

Notice that GInvSet,N,M,R is publicly-verifiable with TVer = 1. When R = 0, as a
special case, the oracle puzzle corresponds to the standard random functions inversion
game denoted by GInvAll,N,M .

In particular, [CGLQ20] prove the security of multi-instance oracle puzzleG⊗kInvAll,N,M

against (k, T )-adversaries in the quantum random oracle model (QROM). The formal
statements are presented as follows.

Lemma 3.7 (Lemma 5.2 in [CGLQ20]). G⊗kInvAll,N,M is (1− δ(k, T ))-secure10 in the
QROM, where

δ(k, T ) = O

(
kT + T 2

min{N,M}

)
.

3.4 Proof of One-Wayness Under Quantum Advice

The following lemma reduces the multi-instance oracle puzzle G⊗k against a (k, T )-
adversary (without advice) to the (single-instance) oracle puzzle G against an (S, T )-
adversary (with quantum advice).

Lemma 3.8 (Corollary 4.14 in [CGLQ20]). There exists a universal constant c > 0
such that the following holds. Given a publicly-verifiable oracle puzzle G with verifica-
tion time TVer. Given an (S, T )-adversary A (with quantum advice) for G with winning
probability δ, there exists a (k, T ′)-adversary A′ (without advice) for the multi-instance
oracle puzzle G⊗k with winning probability at least δ′ ≥ 2−ℓS · (δ/4)k+1 for any
positive integer k ≥ 1, where T ′ = 2ℓ(T + TVer) and ℓ = c · log(k + 1)/δ.

Fact 3.9 (Fact 4.15 in [CGLQ20]) Given any real C ≥ 0, D ≥ 2. If k0 = C+D+14
and k = 2k0 log k0, then we have k ≥ C log(k + 1) +D.

Now, we are ready to prove the function inversion oracle puzzle GInvSet,N,M,R is
secure against an (S, T )-adversary in the QAI-QOM.

Theorem 3.10. For any integerR ≥ 0, the oracle puzzleGInvSet,N,M,R is (1−δ(S, T ))-
secure in the QAI-QOM, where

δ(S, T ) = Õ

(
3

√
(S +R logM) · T + T 2

min{N,M}

)
.

In particulate, if S(κ) = poly(κ), T (κ) = poly(κ), R(κ) = poly(κ), N = 2Θ(κ), and
M = 2Θ(κ), the security loss δ(κ) will be negligible in κ.
10 Recall that by our convention, the security loss is at most δ(k, T )k.
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Proof. Suppose there exists an (S, T )-adversary A for GInvSet,N,M,R = (Chal, f) with
winning probability δ = δ(S, T ). Then, by Lemma 3.8, there exists a (k, T ′)-adversary
A′ for G⊗kInvSet,N,M,R with winning probability at least δ′ ≥ 2−ℓS · (δ/4)k+1 for any
k ≥ 1, where T ′ = 2ℓ(T + TVer) and ℓ = c · log(k + 1)/δ.

Here, we construct an adversary A′′ for G⊗kInvAll,N,M by using A′ as a black box.
When A′′ receives the challenge f(x), it simply runs A′f (f(x)) and outputs whatever
A′f (f(x)) outputs. The winning probability of A′′, denoted by δ′′, is at least

δ′′ ≥ Pr[f ∈ supp(f)] · Pr[A′f (f(x)) wins | f ∈ supp(f)]

≥M−R · δ′ ≥ 2−ℓS−R logM · (δ/4)k+1,

where supp(f) denotes the support of f .
By the definition of multi-instance security of G⊗kInvAll,N,M , for all k ≥ 1 we have

δ(k, T ′)k ≥ δ′′ ≥ 2−ℓS−R logM · (δ/4)k+1 ≥ 2−ℓS−R logM · (δ0/4) · (δ/4)k,

where 1/N ≤ δ0 ≤ δ is the winning probability of an adversary that outputs a random
answer without advice or making any query.

Pick k0 = c
δS + R logM + log(1/δ0) + 16 and k = 2k0 log k0. By Fact 3.9, let

C = c
δS and D = log(1/δ0) + 2 + R logM , we have k ≥ C log(k + 1) + D =

c log(k + 1)S/δ + log(1/δ0) + 2 +R logM .
Therefore, we have

δ(k, T ′)k ≥ 2−ℓS−R logM · (δ0/4) · (δ/4)k

= 2−c·log(k+1)S/δ · 2− log(1/δ0)−2−R logM · (δ/4)k

≥ (δ/8)k

or equivalently
δ ≤ 8δ(k, T ′),

where k = Õ(S/δ +R logM) and T ′ = Õ(T + TVer)/δ.
By Lemma 3.7, it holds that

δ ≤ 8δ(k, T ′) = Õ

(
(Sδ +R logM) · Tδ + T 2

δ2

min{N,M}

)
which leads to

δ = Õ

(
3

√
(S +R logM) · T + T 2

min{N,M}

)
.

⊓⊔

4 Quantum Black-Box Separation from One-Way Functions

In this section, assuming Conjecture 2.8 is true, we show that there is no black-box
construction of non-interactive commitments (with perfect completeness) from OWFs
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in the CCQD model. We emphasize that all known constructions of NICs that we are
aware of have perfect completeness. The following theorem formalizes, and in fact
generalizes, Theorem 1.1. In particular, Theorem 1.1 stated the result for the QCCC
model (in which both messages are classical), while Theorem 4.1 allows the model to
be CCQD, which lets the decommitment message to be quantum.

Theorem 4.1 (Black-box separation of CCQD commitments from OWFs). Assum-
ing Conjecture 2.8, there is no quantum black-box construction of non-interactive com-
mitments in the CCQD model from one-way functions.

We need the following notion characterizing the cardinality of sets of functions.

Definition 4.2 (α-flat distributions). For α ∈ [0, 1], a distribution f over functions
from X to Y is called an α-flat distribution if the size of the support is at least an α
fraction of YX , i.e., | supp(f)|/|YX | ≥ α, and f is uniform over its support set.

Next, we introduce a useful lemma from [ACC+22] that will help us argue about
the efficiency of our attacks.

Lemma 4.3 (Efficiently learning quantum-heavy queries [ACC+22])). Let A be an
algorithm that asks at most d quantum queries to the random oracle h : X → Y and
outputs a classical message com. For any 0 < ε < 1, there exists a deterministic learn-
ing algorithm that learns a list L of (classical) query-answer pairs from the random
oracle (i.e., a partial function), such that the following two conditions hold.

1. Efficiency of the learner: E [|L|] ≤ d/ε, where the expectation is over the random-
ness of the oracle and the algorithm A.

2. Learning quantum heavy queries: When the learner stops and learns a list L, there
is no x /∈ QL that is quantum ε-heavy in the purified view of A conditioned on
knowing L and com, where QL denotes the domain of L.

The rest of the section is dedicated to proving Theorem 4.1. For readability and sim-
plicity of the presentation, we first assume the abelian group associated with the random
oracle to be Zκ2 and Conjecture 2.8 holds for Z2. For the general case in which Conjec-
ture 2.8 holds for some abelian group Y◦, we instead pick the OWFs in Definition 2.16
as f : Yκ◦ 7→ Yκ◦ . The following analysis still holds by replacing Z2 with Y◦.

We will use the following lemma as the key to our proof of Theorem 4.1.

Lemma 4.4. If Conjecture 2.8 is true, then for any quantum-black-box implementation
of non-interactive commitments from oracle f : {0, 1}κ 7→ {0, 1}κ in which the sender
asks d quantum oracle queries, there are cheating strategies Sen∗,Rec∗ such that at
least one of the following holds.

1. Rec∗ asks d oracle queries such that: if the f is a random oracle, then Rec∗ has
a non-negligible distinguishing advantage in breaking the hiding property of the
commitment scheme.
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2. There is a 2− poly(κ)-flat distribution f over the oracles such for all f ← f , there
exists (an auxiliary information) (com, dec0, dec1) such that com is classical and
dec0, dec1 are quantum messages and (com, dec0, dec1) breaks the weak binding
of the scheme relative to f .11

Proof. Suppose (Sen,Rec) is a quantum-black-box implementation of non-interactive
commitment from one-way functions in the CCQD model.

Construction 4.5 (The cheating receiver Rec∗ with parameter ε) Let d be the num-
ber of oracle queries asked by the sender. Given the commitment com which commits
to a random bit b ∈ {0, 1}, the description of the cheating receiver Rec∗ is as follows:

1. Let A in Lemma 4.3 be Sen in which the sender commits to a random bit b. The out-
put of A will be the commitment com. The cheating receiver Rec∗ runs the learning
algorithm in Lemma 4.3 over A with the parameter ε = 1

10δ(dκ) , where δ(·) is the
function defined in Conjecture 2.8 for Y = Z2.

2. The cheating receiver Rec∗ outputs the more likely input bit b ∈ {0, 1} according
to the purified view (i.e., conditioned on com and the learned classical queries L
of the oracle) as its own output bit.

If the conditional distribution of input bit b has already been noticeably biased after
the learning algorithm, then Rec∗ would have a decent chance of breaking the hiding.
Let E be the event that the distinguishing advantage

1

2
|Pr [b = 0 | com,L]− Pr [b = 1 | com,L]|

is non-negligible holds. Then we either have Pr[E ] > 1/κ or Pr[E ] ≥ 1 − 1/κ. If
the former holds, it implies that Rec∗ has a non-negligible distinguishing advantage
and thus the proof is done. Therefore, we assume that we are in the latter case. By
Lemma 4.3 and an averaging argument, the number of queries asked by Rec∗ satisfies

E[|L| | E ] ≤ E[|L|]
Pr[E ]

≤ 1.01d

ε

for sufficiently large κ. Then by Markov’s inequality, we have

Pr

[
|L| ≥ κ2 · 1.01d

ε
| E
]
≤ 1

κ2
.

Putting things together, we conclude that with probability at least 1− O
(
1/κ2

)
, all of

the following events hold:

– Rec∗ is efficient: Rec∗ asks at most 1.01κ2d/ε = poly(d, κ) queries.
– No quantum ε-heavy query left: for all x ̸∈ QL, w(x) < ε where w(·) is defined in

Definition 2.7.
– b = 0, 1 are almost as likely: |Pr[b = 0 | com,L]−Pr[b = 1 | com,L]| = negl(κ).

11 One can think of (com, dec0, dec1) as a cheating sender Sen∗.
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Let G denote the event that all the above three events hold.
Next, assuming that Rec∗ fails, we describe the cheating sender Sen∗ as follows.

Construction 4.6 (The cheating sender and the flat distribution) Now, we describe
the cheating sender’s strategy Sen∗ and a corresponding α-flat distribution f .

1. The cheating sender Sen∗ samples (com,L) according to the first step of the cheat-
ing receiver Rec∗ in Construction 4.5.
Before proceeding to the next step, we introduce some notations. Consider the pu-
rified view |Φcom,L⟩ of the honest sender of the commitment conditioned on the
(classical) commitment message com and the list L. Let |Φ0,com,L⟩ and |Φ1,com,L⟩
be the purified views further conditioned on b being 0 and 1. That is,

|Φcom,L⟩ =
√
Pr[b = 0 | com,L]|Φ0,com,L⟩+

√
Pr[b = 1 | com,L]|Φ1,com,L⟩.

Let X ′ := X \ QL and N ′ := |X ′| = |X | − |L|. Let H ′ be the oracle register
corresponding to X ′. Note that conditioning on the list L, the content of the ora-
cle registers corresponding to QL is fixed. So they are not entangled with H ′. By
abusing notation, for b ∈ {0, 1}, we also denote by |Φb,com,L⟩ the state obtained
by discarding the registers corresponding to QL. Let F0 be the state polynomial
distribution of |Φ0,com,L⟩. Define F1 similarly.

2. Find f0 ∈ supp(F0), f1 ∈ supp(F1) such that f0 · f1 is not constant zero. If no
such functions exist, then abort.
Let F ′ be the set of all h′ ∈ YX ′

such that (f0 · f1)(h) ̸= 0, i.e.,

F ′ := {h′ ∈ YX
′
| (f0 · f1)(h) ̸= 0}.

The α-flat distribution f will be uniform over the set F ⊆ YX which contains all
functions in F ′ combined with L, i.e.,

F := {h ∈ YX | ∃h′ ∈ F ′ : h = h′ ∪ L}.

3. The cheating sender Sen∗ sends com as the commitment and uses the oracle-
dependent quantum advice decb to decommit com into b ∈ {0, 1}.

Suppose G occurs in the rest of the proof. Before using Lemma 2.12 to relate quan-
tum states with polynomials, we first show that the purified views satisfy certain prop-
erties. First, by Corollary 2.5, the purified views satisfy

|ĥH
′

max(|Φb,com,L⟩)| ≤ d · κ

for b ∈ {0, 1}, where the degree is defined over Z2. Next, notice that after the first step,
none of the conditional probability of each input is greater than 2/3 for sufficiently large
κ. That is, both probabilities Pr[b = 0 | com,L] and Pr[b = 1 | com,L] are between
1/3 and 2/3. Therefore, given that the purified view |Φcom,L⟩ has no quantum ε-heavy
query in X ′, we can conclude that both |Φ0,com,L⟩ and |Φ1,com,L⟩ have no quantum 3ε-
heavy query in X ′. By our choice of ε, we have 3ε ≤ δ(dκ). Consequently, we have
both |Φ0,com,L⟩ and |Φ1,com,L⟩ are (Z2, δ(dκ), dκ,N

′)-states. By Lemma 2.12, every
f : ZN ′

2 → C in the support set of F0 satisfies the following properties.

25



1. Unit ℓ2 norm: f has ℓ2-norm 1.
2. dκ-degrees: deg(f) ≤ dκ.
3. δ-influences on average: For all i ∈ [N ′], we have Ef←F0

[Infi(f)] ≤ δ(dκ).

The same conditions hold for F1 as well. Assuming Conjecture 2.8 holds for Y = Z2,
there must exist f0 ∈ supp(F0) and f1 ∈ supp(F1) such that f0 · f1 ̸≡ 0.

Finally, we show that the cardinality of F is large. By Corollary 2.14, it holds that
the size of F ′ satisfies

|F ′|
|YX ′ |

≥ 1

O (dκ|X ′|2dκ|Y|2dκ)
.

Furthermore, note that the size of the sub-domainQL fixed byL satisfies |L| ≤ 100d/ε =
poly(κ, d). Therefore, it holds that

|F|
|YX |

=
|F ′|
|YX |

≥ |Y|−|L| · 1

O (dκ|X ′|2dκ|Y|2dκ)
= 2− poly(κ,d) = 2− poly(κ),

which means the uniform distribution over F is a 2− poly(κ)-flat distribution.
⊓⊔

Finally, we use Lemma 4.4 to prove Theorem 4.1.

Proof of Theorem 4.1. Suppose there exists a black-box construction (G,S) of non-
interactive commitments from OWF f : {0, 1}κ 7→ {0, 1}κ (as in Definition 2.16). By
Lemma 4.4, at least one of the following holds.

1. Let f be a random oracle. There exist Rec∗ and Sf,Rec
∗

h such that Sf,Rec
∗

h breaks the
one-wayness of f by asking poly(κ) queries to f . However, then one can combine
the algorithms S and Rec∗ as a single algorithm that inverts a random oracle f
with non-negligible probability by asking poly(κ) queries to it. This contradicts
the known optimality of Grover search [BBBV97].

2. There exist Sen∗ and Sf,Sen
∗

b such that Sf,Sen
∗

b breaks the one-wayness of f , where
f has a 2−R(κ)-flat distribution with respect to Sen∗, where R(κ) = poly(κ). In
detail, for each query asked to Sen∗, it outputs polynomially many classical bits
as the commitment and polynomially many qubits as for the two decommitment.
By assumption, Sf,Sen

∗

b asks only a polynomial number of queries to both f and
Sen∗, but the answer by Sen∗ is already fixed and so not worth asking them more
than once. The answers that Sen∗ provides could be interpreted as polynomial-size
quantum advice about the oracle f that is passed down to the security reduction
S. Putting things together, we conclude that Sf,Sen

∗

b is an algorithm that inverts
f with non-negligible probability by asking S(κ) = poly(κ) number of queries
and having T (κ) = poly(κ) many bits of quantum advice about f . However, this
contradicts the one-wayness of f as proven in Theorem 3.10.

⊓⊔
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