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compression methods is based on a large amount of experimental data, whereas unforeseen
incidents beyond the experiment data may result in unsafe consequences. In this work, we
developed a discrepancy computation method for two convolutional neural networks by giving
a concrete value to characterize the maximum output difference between the two networks after
compression. Using Imagestar-based reachability analysis, we propose a novel method to merge
the two networks to compute the difference. We illustrate reachability computation for each
layer in the merged network, such as the convolution, max pooling, fully connected, and ReLU
layers. We apply our method to a numerical example to prove its correctness. Furthermore, we
implement our developed methods on the VGG16 model with the Quantization Aware Training
(QAT) compression method; the results show that our approach can efficiently compute the
accurate maximum output discrepancy between the original neural network and the compressed
neural network.

1. Introduction

As a tool for solving complex problems, neural networks have been demonstrated to be robust and effective. The neural networks
play an essential role in many applications, including pattern recognition [20], [17], image processing [23], [16], computer vision
[11], [34], control systems [13], [10], etc. To solve the problem with increasing complexity, the neural network model’s scale and
complexity are also increasing. However, an increase in model scale and complexity means increased resource consumption. For
example, training a large deep neural network requires more computing power [27], higher memory, and more energy consumption
[36]. To cope with the problem of high resource consumption of large neural networks, researchers focus on model compression.
Pruning [41] and quantization [48] are two state-of-art compression methods. Pruning focuses on reducing neurons and lowering the
scale/depth of the model, which helps reduce model complexity and save resource consumption. Quantization focuses on converting
high-precision parameters to low-precision parameters, such as converting float type to integer type, to lower memory usage and
reduce energy consumption.
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A recent survey [1] has integrated and compared many mainstream neural network model compression methods to demonstrate
the effect of different methods on the accuracy of the network. In another survey [46], four methods of compression and acceleration
are summarized, but it points out some potential problems, such as a sharp drop in the accuracy of the compressed network. All
these surveys indicate that compression of the model will lead to a more or less reduction in accuracy. For application goals,
model compression methods need to keep the loss of accuracy as small as possible while reducing the complexity of the model. To
demonstrate the high efficiency and low accuracy loss of their compression methods, those papers in the surveys demonstrate the
practical application of their methods by training on some public databases and performing experimental results. On a theoretical
level, demonstrating effectiveness through experimental results is accepted by the community. However, at the cyber-physical system
level, training and simulation results on existing data are insufficient to demonstrate their effectiveness in practical applications,
especially regarding safety. In [39], the authors address and explain the necessity of safety verification in CPS, and in [40], they
provide a reachable-set-based estimation method to verify safety properties. How to represent the discrepancy for the compressed
network and prove that the compressed network still retains the safety of the source network has become an essential problem in the
community.

Quantitative analysis is an intuitive and convincing method to show the discrepancy between two networks. The authors of [30]
bring up a quantitative verification method to verify DNN by providing a probability of a property being violated. In this paper
[371, the authors successfully quantify the difference between the two networks by computing the reachability set of the discrepancy
between the two networks. They verify the relation between the output reachable set and safety specifications to prove whether the
compressed network safety is assured. In another study [47], the authors use a reachability analysis method for safety verification
on neural feedback systems by computing the exact output reachable set of the systems in zonotopes, which share a similar idea to
solving safety verification problems by providing quantitative results. Our method aims to provide quantitative analysis to formally
characterize the performance of those compression methods by focusing on the discrepancy with the original network.

In this paper, we propose a formal method to quantitatively characterize the difference interval between the outputs of two
convolutional neural networks generated from the same inputs. Based on the previous work for constructing a merged neural network
with two different feedforward neural networks, we extend this method to the convolutional neural network and compute the
guaranteed output error of the compression. Reachability analysis on the merged neural network can be performed to obtain the
guaranteed range at each dimension of the output. The remainder of the paper is organized as follows: Related works are given in
Section 2. The methodology is explained in Section 3. The main results of compression difference interval computation are presented
in Section 4. An introduction to engineering applications is given in Section 5. The conclusion is presented in Section 6. Our source
code for experiments is available online.!

2. Related work
2.1. Convolutional neural network

Convolutional neural networks (CNNs) are given the name with “convolutional” because this type of neural network includes the
operation of convolution. Compared to conventional neural networks, which only accept vectors as their input and perform matrix
computation in each neuron, convolutional neural networks accept a higher dimension matrix without flattening it and use a small
filter to extract features contained in the matrix with a more complex structure. In CNNs, the convolution layer helps extract detailed
features in the shallow layer and abstract features in the deep layer, with a pooling operation shrinking down the matrix size. Since
the CNNs retain the spatial characteristics of the matrix during the learning process, they can better learn the abstract features in
the input, which is the advantage of CNNs performing better than conventional neural networks in image classification, pattern
recognition, and other problems. But, one of the challenges of CNNs is the interpretability of the learning process, which is usually
viewed as a black box. In safety-critical problems, users need to verify the network outputs fall into the safety range to ensure the
system’s stability, while the uninterpretable CNNs counterwork the verification, which provokes a trend to verify the robustness of a
neural network.

2.2. Set-based verification for convolutional neural network

Neural network (NN) has been proven to be an efficient tool for solving complex and challenging problems in numerous domains.
However, due to their widespread use, more and more research has proposed that NNs are vulnerable to adversarial attacks. From [3],
a well-trained CNN can be fooled to make incorrect predictions by perturbing a subtle input noise. Before the network’s vulnerability
can be overcome, there are reservations about applying it in safety-critical industries, such as autonomous driving, robotics, medical
surgery, etc. To improve the robustness and safety of NN, formal verification methods of NN have recently become an important topic.
Because feedforward neural networks (FNNs) have simple operation and intuitive structure, many verification methods for FNN have
been proposed, including model-agnostic reachability analysis (DeepAgn) [44], star-set reachability [29,31], mixed monotonicity
[21], reachable set estimation for memristive complex-valued neural networks (MCVNNSs) [49], etc. However, for CNNs, only a
handful of methods can verify their robustness and safety. The winner (a, f~-CROWN) [35], [45] of the 3rd International Verification
of Neural Network Competition (VNN-COMP’22) uses a bound propagation based method to efficiently perform branch-and-bound

1 The source code for experiments is publicly available: https://github.com/aicpslab/merged-cnn.
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(BaB) based verification of neural networks and reduce the loosing of bounds compared to the linear programming (LP) solver. The
second winner (MN-BaB) of VNN-COMP’2022 [2] brings up the idea of combining the convex relaxations method and BaB method
to reduce subproblems and efficiently solve remaining verification problems. And the third winner (VeriNet) of VNN-COMP’2022
[6], [7] extends symbolic interval propagation to locate counter-example and uses an adaptive splitting strategy to refine nodes
with the greatest impact on the output of the network. One of the popularly used methods, called the set-based method, [28] uses
reachable sets to reason about the overall robustness of the network. It brings up a new set representation called ImageStar, which
can represent an infinite family of images. Compared with optimization-based methods, set-based methods use reachable sets to
represent all possible input with attack distortion and possible outputs of a CNN with that input set. It can prove the robustness
of the network under image attack within arbitrary linear constraints. In our work, we use a set-based approach and reachable set
representation ImageStar to perform verification of robustness between two CNNs. We combine the two networks and construct a
merged network to perform reachable set computation and obtain the output difference between the two networks.

2.3. Guaranteed error estimation

Research on the compression of neural networks has been going on for decades, and many efficient methods have been proposed,
such as quantization [48], pruning [41], knowledge distillation [9], and so on. However, recent studies [26] have found that networks
trained with abundant data are often susceptible to subtle changes. The network’s output will vary unexpectedly due to a slight
change in a parameter, and it may even produce inaccurate predictions. In [19], the authors proposed a set-boundary reachability
method to verify the safety properties of neural networks by checking whether all output falls into the giving guaranteed safe set.
To represent all the possible output, this paper [38] introduces the output reachable set estimation and verification method and
applies it to multilayer perception neural networks. To characterize the difference between the compressed neural network and the
original network, a recent study [37] proposes a novel concept called approximate bisimulation relation. For the simulation relation,
considering two neural networks, any output from one network can be generated by the same input from the other network and
vice versa. Furthermore, it proposes a neural network merging algorithm for FNNs to calculate the approximate bisimulation error,
measuring the distance between two networks. And [42] introduces a concept called guaranteed error estimation of feedforward
neural networks, which intends to provide the worst-case approximation error of a trained neural network with respect to a compact
input set essentially containing an infinite number of values. In our work, we expand the idea of merging neural networks. We can
merge two CNNs to generate a new merged network and perform convolution operation, max pooling operation, linear operation,
and ReLU activation with parameters from two CNNs. Our method characterizes the guaranteed error estimation of the outputs
between two CNNs generated from the same inputs and indicates the error range.

3. Methodology

This work aims to formally compute the discrepancy between two convolutional neural networks in compression procedures. In
this section, we introduce the reachable set representation method and discuss the advantages of using ImageStar for reachable set
computation. Afterward, we detail our merging and reachability computations methods for each layer between the two CNNs.

3.1. Reachable set representation

For a neural network, given a set of inputs, the set of all possible outputs the network can reach is the reachable set of the network.
Reachability analysis is efficient in the safety verification problem because the safety verification problem can be transformed into
examining the relationship between network reachable sets and safety sets describing the specified safety constraint. The typical
reachable sets can be represented as polyhedral in high-dimensional space. There exist multiple methods to represent and compute
reachable sets, such as the zonotope method used in DeepZ [24], the polytope method used in DeepPoly [25], and the set-based
method used in NNV [32]. DeepZ and DeepPoly have good performances on quickly reachable set computations for feedforward
neural networks. But, for the CNN, their computation output is not tight enough compared to the NNV method. However, due to
the complexity of CNN, the reachable set computation of the NNV method is time-consuming, taking more than an hour to give a
result for the VGG models. As for 2D inputs, [28] demonstrates a better method, called ImageStar, for robustness verification of CNN.
Our work uses ImageStar to represent and compute a reachable set for a merged network based on the fitness between ImageStar
representation and convolutional neural network.

Definition 1. [28] ImageStar © is a tuple {c,V, P) where ¢ € R"**X"¢ is the anchor image, V = {v|,v,, -+, v,,} is a set of m images
in R/*wxne called generator images, P : R™ « {T, L} is a predicate, and A, w,nc are the height, width, and number of channels of
the images, respectively. The generator images are arranged to form the ImageStar’s 4 X w X nc X m basis array. The set of images
represented by the ImageStar is:

m
O={x|x=c+ Z(aiui), such that P(a;, -+, a,)=T}.
i=1
In this work, we restrict the predicates to be a conjunction of linear constraints, P(a) 2 Ca < d where, for p linear constraints,
C € R, o is the vector of m-variables, i.e., a = [a, - ,am]T, and d € RP*!, An ImageStar is an empty set if and only if P(«) is
empty.
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3.2. Merged neural network

The goal of merging two neural networks is to perform a reachable analysis of the difference between the two neural networks.
Our method uses ImageStar representation for reachable set computation. It gives an output y{f+!t = y{L} - yiL} to indicate the
difference between the two networks N}, V,. Below, we give assumptions for the two neural networks Nll and N,.

Assumption 1: The following assumptions hold for two neural networks N; and N,:

(1) The number of inputs of two neural networks are the same, i.e., nio} = ném;

(2) The number of outputs of two neural networks are the same, i.e., nﬁ” = n;L} ;

(3) The number of layers of two neural networks is the same, i.e., L = L, = L;
(4) For each layer /, two neural networks perform the same operation.

Remark 1. Generally, the compression neural network has fewer layers than the original network. To ensure the (3) and (4) in
Assumption 1, we can expand the compression network with an extra layer that has the same number of inputs and outputs and the
same operation. The expanded layers are forced to pass the information to subsequent layers without any changes, i.e., in [37], the
author introduced a method to expand the fully connected layer when one network has fewer hidden layers than the other one. They
added an extra fully connected layer with identity weights and zero biases to match the number of hidden layers between the two
networks. And for the convolutional layer, we can add 1 x 1 filters to pass the same data to the subsequent layer. With expanded
layers, the compression neural network has the same number of layers as the original network, and the two neural networks perform
the same operation at each layer /.

Next, we start by demonstrating the architecture of merged CNN and computation for each layer in CNNs.

3.2.1. Structure of merged CNN
Formally, the merged convolutional neural network is described by the following equation:

y{ll =t (x10h), 1=1

v =gt 1=23...L, @)
y[L+l) =¢[L+l)(y(L))

where x{0! is the input vector and y!/! is the output vector at layer /. ¢!/! is the operation of layer / and L is the total number
of layer in CNN. For weight layers such as convolution layer and fully connected layer, layer operation ¢!/} is defined as ¢!/} =
(Wi”,bi”,wyl,b;”), where Wi”,bi” are the weights and biases of network N at layer /, and Wé”,b;” are the weights and
biases of network W, at layer /. For non-weight layers such as the max pooling layer and the ReLU activation function, layer
operation ¢!/} is defined with its related merged layer operation. The L + 1 layer is defined as ¢{L+!) = (Inm, =L, ), where I, is
an identity matrix with size n;, X n;, in which n;, is the dimension of input. The mapping relation of the merged neural network
is defined as ®(-) = ¢p{ L+ ogp{Llo ... op!1}(-) which includes convolution, max pooling, fully connected and other layer operation
and activation function of the neural network, representing all structural information of the two neural networks, and an extra

comparison layer. Thus, the output reachable set of the CNN is defined below

(L+1}

plL+) - {y[L+]) e R |yl :cI)(x),xeX}. 2

The input set, internal state set, and output set of a merged CNN is a product of two ImageStars set ®; = (¢, V}, P;), ©, =
(¢p, V5, P,). The merged set is defined as ©,, = (c,,,V,,, P,,). The operation of merging is defined as ©,, = ©; ¥ ©,, where the
operation W is defined as c,, = [clT,CZT]T, V,=IVT, V2T]T, and P,=P, N P;.

Example 1. Assume we have an ImageStar set ®; = (c;, V], P;), where ¢; =[0,2], V; =[0,1], and P, = [1,-11Ta <[1,1]7, and an
ImageStar set ®, = (c,, V,, P,), where ¢, =[1,3], ¥, =[-1,0], and P, =[1, —11Ta <[1,1]7. Then, we merge these two ImageStar sets
to form a new set ©,, =0, W0, ={c,,,V,,, P,,), where

e 10 2 (1 _[ 0 1 _ =1<
e [][0 2 wm 4]0 Sommnn = e[ s

Thus, the merged ImageStar set can be represented as

1
1

(-)m=®ll<d®2=(cm,Vm,Pm)={x|x=[0 2]+a[0 é],suchthathE[l a<

1 3 -1 -1

1
)

The input set X € R is defined as X = X, W X,, where n!% is the dimension of the input. As the difference between two
networks is with respect to the same input, X, is the same as X,. The input vector is denoted by x € X. The output set of layer /
is defined as Y} = yl”’ C] yz”’,y“ le R"”), where n!!} is the dimension of the output at layer /. The output vector of layer / is
denoted by y!/} € pi/.



Z. Mo and W. Xiang Information Sciences 665 (2024) 120367

In our work, the merged convolutional neural network is also applied on the input reachable set X and gives the output reachable
set Y as the discrepancy between two networks, which is described as follows

yih = gl xioh, 1=1
vy =gt pt-th =23, L. &)
y[L+l} :¢{L+l](y{L})

3.2.2. Merged convolutional layer

A conventional two-dimensional convolutional layer is followed with parameters: the filters W € R™“X"eXs ' the bias b €
R the padding size P, the stride .S, and the dilation factor D, where h,w,n, are the height, width, and the number of
channels of the filters respectively, and n is the number of filters. The convolution operation ¢, is represented below:

Yy=¢.x)=W=xx+b, @

where * is the convolution operation and the padding P, stride .S, and dilation factor D affect the exact convolution operation. Let
N1, N be the two CNNs and consider the convolution layer of the two CNNs is merged, the merged convolutional layer ¢, (-) and
its reachability computation are given in the following definition.

Theorem 1. The merged convolutional layer qbi/} is defined as d)ﬁ” (W b{[} W{” b{[}) where W b{[} are the filters and biases
of network N at layer I, and Wélc),b;lc} are the filters and biases of network ./\f , at layer 1. The input set of layer [ is given as YU~} =
(el y =1 pU=Tly and yector y!=1} € YU=1} is q linear combination of the anchor image and generator images y'/~!} = ¢\'~1) 4
i

The output reachable set Y/} is

Y =@y = (@l (=1, ¢! (=10, !0 (PU=1y) = (y! |yl = gD (yt=1))). (5)

¢£l_lc for anchor image c,, is defined as:

‘i’ilc) c(c(l 1} ] [W”) {l 1) +b” ] ©
(1 / 1} i, (-1 {l}
¢2c —c ) WZ CZ +b

b, = [

where q.’)l“E .

— (W
V for generator images V,, is defined as:

-1 1 -1
o, i = [‘b“} V(Vi/ 1))] = [Wifiwl{ )] @)
y :

Pty 2e

icoP .E ) is the convolution operation with related parameters from network N.

where q.’)f‘lc}_‘, = (Wf’]c}) is the convolution operation with related parameters from network N.

q’)“_} p for linear constraint P, is defined as:

gl (Pl = pli-1), ®)

Thus, the output reachable set Y\!} can also be represented as:

(o) {1y, {1-1}
, Ny
P =yl = gl [yi’—u ] == [47”’( ) ”>] ' :

Proof. The anchor image c,, - Conv(c ]) where Conu(-) is the convolution operation. Thus, the anchor image of the merged
convolutional layer is performed as below:
el =191 e DTl (@I = (W] e T b {IDT. WL s e 4 DI = (e (T =)

l,e—c 2,c—c

As for the generator images V,,S” =ConvZ eroBias(V,,I,I_”) where ConvZeroBias is the convolution operation with zero bias.
Thus, the generator images of the merged convolutional layer are performed as below:
! -1 1 -1} 1 -1 I -1 1 {1
A B LA N A R (AL O B (AR A AR O RS A O DR (VAL I VAU DR AR

And linear constraints remain the same P,f,” = P,i,l_” because the convolution operation performs local element-wise multiplica-

tion on a local matrix and bias addition and has no effect on the constraint. Based on these, we can represent the vector y{/} with
the result yi”, yy) from each network N, N;:
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{7} {1-1} {1} (1—1] {1} I-1}
iy _ (-1} 1y -1} breley D) ady V7 e D)

y =gl = +ap’, ="} -1 i =iy | = L0t |- a0
o Al agl)_( i) ey

Thus, for each vector y{/~!} in the input set Y~} it has a corresponding output vector y!/}:

2,c—c

v =cl +av =gl el +ag, 7 =g 1) = I =N,

Therefore, the reachable set computation of a merged convolutional layer is defined in Theorem 1.

Remark 2. When P(«) is restricted to Ca = d, which means that the linear constraint yields only one feasible vector «, the ImageStar
set only has one vector y!/~1} = c,{,,[_” + aV,,[,I_l}. In this special case, input the input reachable set into the merged convolutional
layer,

@) =g =gl el +agll, T = el 4 ap il =yt =y, an

It shows that the merged convolutional layer yields the same corresponding output for the input reachable set no matter how
many vectors are included in the set.

3.2.3. Merged fully connected layer

A conventional two-dimensional fully connected layer is following with parameters: the weights W € R"ow*"in, the biases b €
R"our, where n,,, is the number of output features and »;, is the number of input features. Note that if the input is two or three-
dimensional, it is required for dimension consistency between the weight matrix and the flattened input where n;,, = h X w X n,,
h,w,n, are the height, width, and the number of channels of the input matrix respectively. reshape() is the flattened operation
for a higher dimension to one dimension. For two or three-dimensional input x, reshape() is applied first. X = reshape(x,n;,), X €
R>wxne ¥ e R"n, The fully connected layer operation ¢ s is the same as the linear operation represented below:

y=¢,&=Wx+b. (12)

Let N}, N, be the two CNNs and consider the fully connected layer of the two CNNs is merged, the merged fully connected layer
¢ #.(-) and reachability computation are given in the following definition.

Theorem 2. The merged fully connected layer qb{” is defined as qﬁ(flc} = (Wil}c bi’ e W;I}C b“ ), where ng} ,b{/} are the weights and
biases of network N at layer I, and W;I} ,b”) are the weights and biases of network N, at layer 1. The merged weights and biases are

reformatting as

{1 {1}

Wil = [Wm o ] bl = [b;;{c] . 13)

m 0 W m b
2,fc 2.fc

—{i=1}

The input set of layer | is given as Y!/~1) =(c,, U-1} Vo P,,{,I_1 ]) and vector y!!'=1) € YU=1} is q linear combination of the anchor image

and generator images y -1} cfrf_” +aV

The output reachable set yt

Y=gl =1y = (@l @l @7l ey = (! = g G, 14

¢ fe—c for anchor images c,, is defined as:

{1} —={I-1} {1} {1y -1} {1}

peeron [ S[ELLE S -

where ¢:”f)c e (Wl”f]c bl( lf)¢> is the convolution operation with related parameters from network N.
A fev for generator images V,,, is defined as:
I —{I-1 y =1
7 [WE)}C W?I} ] [KEH: ] _ Wi,{czb )l (16)
2.fe V, w; fL

where qﬁm = (W(” ) is the convolution operation with related parameters from network V.

A fo— for linear constraint P, is defined as:

! - —
Pl p(PITh = P a7



Z. Mo and W. Xiang Information Sciences 665 (2024) 120367

Thus, the output reachable set Y\!} can also be represented as:

—{I-1} ={/-1}
Y ol (g
D=ty = (”[ >]}={Y‘”Iy‘”= e ) as)

—{I-1 —(1 1}
2 ¢2fc(

- Linear(c ) where Linear(-) is the linear operation c = Wc” Y 4 b. If the anchor i image is not

—{I-1} (-1}

Proof. The anchor image c,,

a vector, it has to be flattened into a vector ¢, ’ = reshape(c,, ,[n;,,1]). Thus, the anchor image of the merged fully connected
layer is performed as below:
¢yl @ =1 @) @ =Wl @ ) )T oWl @ bl T = (e e "
=clll. (19)

—11 —{I-1
As for the generator images an} = LinearZ eroBias(V,[n ]) where LinearZeroBias(-) is the linear operation with zero bias

—(l } -1 . . . . —{I-1)
V, = WV . Generator images have to be flattened into a vector as the anchor image if they are not a vector V, =
reshape(V,,gl ”,[n

in» 11). Thus, the generator images of the merged fully connected layer are performed as below:

—{

U Ut =t ol T 1}
ey WV D=1y .,V ) ¢2fc y Vo 1 =WV

=hr (szc_ B AL ALN S LI ATl
(20)

{
1

Additionally, the linear constraints are not changing P,,[, PU Y because linear operation performs matrix multiplication and

bias addition and has no effect on the constraint. Based on these, we can represent the vector y!/} with the result y1 A '} from each
network N, N5:

(1 {1-1} {I 1} (-1}
_ (-1 ¢ (G agp!'! ) o G
1}=¢“) ‘(C( )+a¢(l} (V ))_ 1,fe—c + 1,fe— — lfc 1 ) (21)
fe—c 14 ¢{l} (C{I 1}) {I 1} ¢ ( {1— 1})
2,fe—c 2 ¢2fc V( ) 2.fe y2

Thus, for each vector y!/~!} in the input set Y/~!} it has a corresponding output vector y!/!

! 1 (=1} 1y oti-1 I -
O =clhravil =gl @ +agll, @, =)@ ) = yi =gl o),

Therefore, the reachable set computation of a merged convolutional layer is defined in Theorem 2.

Remark 3. When P(«) is restricted to Ca = d, which means that the linear constraint yields only one feasible vector «, the ImageStar
set only has one vector y!/~!} = c,{,,’_l} + aV,,(,l_l}. In this special case, input the input reachable set into the merged fully connected
layer,

—{I-1}
¢{l}(y1 1])_¢ (yl 1})_¢fc c( {1-1} )+ ¢;’j y V )ZC'(n”‘i'C(V”('”:y[”:y(”- 22)

It demonstrates that regardless of the number of vectors in the input reachable set, the merged fully connected layer yields the
same output as the networks N, N, with the same input.

3.2.4. Merged max pooling layer

A conventional two-dimensional max pooling layer is followed with parameters: the pooling size window(h,w) € R"™¥, the
padding size P, and the stride .S, where h,w are the height and width of the pooling window. The max pooling operation is
represented below:

y= ¢P(X) =[x] window? (23)

where []|,,indow 1S the max pooling operation which finds and keeps the max value in the pooling range on the matrix, and the padding
P and stride S affect the exact operation. Consider applying the max pooling operation to the two CNNs N, N, at the same layer,
the merged max pooling layer ¢,(-) and its reachability computation are given in the following definition.

Theorem 3. The merged max pooling layer qbp(-){” is defined as gbp(-){” = (windowi”,window;”), where windowil} is the pooling
size of network N at layer I, and window{” is the pooling size of network N, at layer . The input set of layer [ is given as YV} =

c,{,,/_”, V,,{,l_”, P,f,[ l Y and vector y!'=1} € YU=11 is q linear combination of the anchor image and generator images y!'~!} = c{/ Uy
aV,,{,I_l}.
The output reachable set yi} s
Y=g = (y Wy = [l + V" g ) =y = 9 1), (24)
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or in this representation

(-1} (-1}

y ¢> (y h

YW=y =l |7, 1=ty = () (25)
Y, <I> (y )

Depending on the linear constraint P(l_”(a), the reachable output set of the merger max pooling layer Y'!} is the union of multiple
outputs set yil = {yj"’i,y,f,’;, ,y’(ﬁ\, }, where each output set y“ has distinct (cr(nlf ml,} P” ), and N, is the number of total

output set after splitting.

Proof. Reachability computation for the merged max pooling layer performs the same pooling operation as the normal max pooling
layer except for the linear constraint part. Depending on the linear constraint P,, if each region has and only has one max point
position,

T =y Iy = [el ™ + aV T ingon)
By =l 4 qp i)
— (v} = -1}
Iy =¢,G6"")
=yl

where the value at the max point position in anchor image and generator images are retained in c,{,,”, V"' and other values are

m
discarded, and linear constraints P,f,]_” = P,f,l} keep the same. Based on these, we can represent the vector y!/} with the result yi”

yél} from each network N7, N5:

[[C{/—l) n V”_l}ﬂwindaw I ¢(1]( (1—1))
(1) (-1} b=y =0 }. (26)
|I +(XV ﬂwznduw ¢2 (
If one or more regions have multiple max point position candidates, each candidate will create a new reachable set by adding
a new linear constraint, which means that the reachable set of the merged max pooling layer is the union of multiple distinct
ImageStar reachable set )7“} )7{” y’(ﬁv . Though each y{” have different Cp ” Vngll}, Pn{qll , each linear constraint is within the
original linear constraint, which means that

P YU = (yWy" =

{1-1} _ pli-1} {I—I} {1-1}
Pm - Pm,l v Pm 2 Pm Not*
. (-1} {-1j {1-1} {1 1} (- 1}
In this case, P, can be split into many intervals P to form input sets y y ,y i and then we apply the

max pooling operation for each input set. In each set, each region has only one max pomt posmon w1th 1ts hnear constraint Pyili ”,

which has been proved above. All split sets are included in the output set AU {)7” 1 )7”_1), ,y;’l‘v” }. Thus, the reachable
& set

m,2
set computation of a merged max pooling layer is defined in Theorem 3.

Example 2. To better demonstrate the operation of the merged max pooling layer, we give an example showing how to split the
output reachable set depending on the linear constraints, as shown in Fig. 1.

The input is a 8 X 4 X 1 matrix with a linear constraint a € [-2,2] applied on the position at (1,2). The merged max pooling
layer uses a pool size of 2 X 2, a padding size of P =[0,0,0,0], and a stride .S = [2,2]. The pooling operation splits the matrix into
eight regions 1,2,3,4,5,6,7,8, as shown in Fig. 1. Under the linear constraint —2 < a < 2, regions 2,3,4,5,6,7,8 have a distinct
max point position which is the maximum value in that region. The merged max pooling layer performs the same operation in
these regions as the normal max pooling layer. However, it is worth noticing that in the region 1, the max point position has two
candidates, position (1,2) and position (2,2), which depends on the condition of a. If —1 < a <2, the value at position (1,2) is
S5+ax1 = 4<5+ax1<7, which is always greater than the value 4 + a X 0 at position (2,2). In this case, position (1,2) is
the max point position. But if —2 < a < —1, the value at position (1,2) is 3 <5+ a X 1 <4, which is always smaller than the value
4+ a x 0 at position (2,2). In this case, position (2,2) is the max point position.

Since the region 1 has two max point position candidates, the reachable set of the merged max pooling layer is the union of
two new ImageStar, y“} and y{” In the first reachable set y;’{, the max point position in region 1 is at (1,2) with a new linear

constraint —1 < a < 2. In the second reachable set )7 , the max point position in region 1 is at (2,2) with a new linear constraint
—2 <a < —1. Here, the reachable set of the merged max pooling layer has split the input reachable set into two new reachable sets.

Above is the illustration of the reachability computation of the merged max pooling layer. If more than one position has multiple
maximum candidates, the split of the reachable sets will occur on each position, and It is worth noticing that, depending on the
linear constraint and the matrix value, the number of reachable sets may grow exponentially.
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Fig. 1. Example of reachability computation of merged max pooling layer using ImageStars.

Remark 4. When P(«) is restricted to Ca = d, which means that the linear constraint yields only one feasible vector «, the ImageStar

set only has one vector y!/~1} = c,(,,l_” + on,,{,’_l . In this special case, input the input reachable set into the merged max pooling

layer,

}

¢1{71}(y{1_1}) = [[y{l_] }]]window = [[cr{nl_l} + aVrr(nl_l}]]wina’ow = Cr(n]} + aVn{ll} = y{” = y{]}'

It shows that the merged max pooling layer yields the same corresponding output for the input reachable set no matter how many

vectors are included in the set.

3.2.5. RelLU activation layer

The ReLU activation function is represented below:

ReLU (x) = max(0, x). (28)

Consider applying the ReLU operation ¢ g, (-) to the two CNNs N, N, at the same layer level, the ReLU activation layer and
reachability computation of the ReLU layer is given in the following definition.

Theorem 4. The ReLU layer d)%e} LU

of the input set. The input set of layer [ is given as YU~} = (¢\/=1 =1 pU=y anq the reachability computation for the input is
performed on each element in the input vector y!'=1} € YU=1} where y!!=1} is a linear combination of the anchor image and generator
images y(!=1) = ¢{I=! 4 g 171,

=c,

(+) with a reachable input set can be performed as a sequence of ReLU operations over all elements
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For output vector y!/}

U-n -1
v = ReLUy(ReLUy_,(..(ReLU,(y!'""")))) where ReLU,(y!""")) = { Vi 0 {1 20 (29)
Y

1

where N is the total number of elements in the input vector y''~} and y U=1} s the i™ element of the input vector. The ReLU; operation

performs max(0, yfFl ]) on the i element and determines whether split a new output set at the i element depending on the linear constraint.
It remains the value if the i'" element is greater than zero or we reset the i element to zero if it is smaller than zero. The reachable output
set of the ReLU activation layer ) (1} is the union of multiple output sets yi = {y"l,y“} . y” N }, where each output set yjj} has

m2’
distinct (c V“}, [}) and N, is the number of total outputs set after splitting. The output y'!} is a linear combination of the anchor
image and generator images y'/} = c by aV”] We define d) LU(-) = ReLUp(ReLUp_;(...(ReLU(-)))). Thus, we have

H=gl! U= (yyh =4l Gl (30)

or in this representation
{i-1} {1-1}
_ _ y — (y Dyl = o
Y =y Dy =l oy 1=ty = v ). @31)
ek |y} sl

Proof. Reachability computation for the ReLU activation layer performs a sequence of max(0, y;) function on each element in the
reachable input set. Depending on the linear constraint, if an element is always negative, it is reset to zero.

1 — . -1
W =l 4av D =0 = 0y =0, =1 = P11, if 171 <o,

1

If an element is always positive, it remains the same.

Wh=elll 4oyl =yl = Il = =0yl <y =t pli=l) = pll) g 11 > 0,

l

If an element may be negative or positive with an extra constraint, reachability computation for ReLU activation splits the input
set into two new reachable sets with new linear constraints, which means that the reachable set of the ReLU activation layer is the
union of multiple distinct ImageStar reachable set y,f”},yﬂ e rffl\/ - For each reachable set, the linear constraint is an interval
within the original linear constraint, which means that *

(-1} _ pli-1} (-1 (-1}
pi-t=p up THuup O
Because ReLU activation is performed on each element, we can represent the vector y!/} with the result yi”, yy) from each

network N, N, and perform ReLU activation on each vector yi ], yil :

I Il 0] I-1 1yl (1) y { 4){” ol 1})
YO =yy =gp) oI =ty Iy =R ) o 1 ey [T = Iy fistv { = (32)

Y ¢ReL Y, )
Same as the merged max pooling layer, the original linear constraint P,ﬁf_” can be split into many intervals P)i/i_” to form input
sets )7 =1 )7” b ,(,,11_\/1} and then we apply the ReLU function for each input set. In each set, each element is always positive

or negatlve with its linear constraint P[ , and their reachability computation has been proved above. Therefore, the reachable set
computation of a ReLU activation layer 1s deﬁned in Theorem 4.

Example 3. To better demonstrate the operation of the ReLU activation layer, we give an example showing how to split the output
reachable set depending on the linear constraint, as shown in Fig. 2.

The input is 4 X 2 X 1 matrix with a linear constraint @ € [-2,2] applied on the position at (1, 1). A sequence of ReLU functions
is applied to each element in the input matrix, as shown in Fig. 2. Under the linear constraint —2 < a < 2, elements at positions
(1,2),(2,1),(2,2),(3,1),(3,2),(4,1),(4,2) are discriminated. The ReLU function doesn’t split the reachable set for these elements.
However, it is interesting to observe that the element at position (1, 1) has a range across the zero point. If -2 < a < 1, the element
value is —1 + « * 1 <0, meaning the element should be reset to zero. If 1 < a <2, the element value is —1 + a * 1 > 0, meaning the
element should be retained.

Since the ReLU function outputs yield two different results, the ReLU activation produces two new ImageStar, y“’ and y{” In

the first reachable set y{” the linear constraint is —2 < @ < 1. In the second reachable set )7 [} , the linear constraint is 1 < a < 2.

The union of )7” and y‘” is the output reachable sets of the ReLU activation layer.
Above is the 1llustrat10r1 of the reachability computation of the ReLU activation layer. Same as in Example 2, the split will occur
on each element if it is not determined, and the number of reachable sets may grow exponentially.

10
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Fig. 2. Reachability computation of ReLU layer using ImageStars.

Remark 5. When P(«) is restricted to Ca = d, which means that the linear constraint yields only one feasible vector «, the ImageStar
set only has one vector y!/~1} = c,[nI_” + ocV,,(,l_1 ' In this special case, input the input reachable set into the merged ReLU layer,

¢[{]z}(y{/—1}) :¢§(19)LU(y”_l)) :¢ggw(c’[nz—n +aV”‘,"”) :C,[n” +aV,f,” =yl =yl (33)

It shows that the merged ReLU layer yields the same corresponding output for the input reachable set no matter how many
vectors are included in the set.

3.2.6. Comparison layer
After computing the reachable set through all layers in N, NV,, an extra linear layer is added for computing the reachable set of
the difference between two outputs. The comparison layer is defined as below:

Y= Gemp® =M1, -1, Ix. (34)

where I, € R"in*"in represents the identity matrix and n;, is the number of input features. Let N}, N, be the two CNNs and consider
adding an extra linear layer after the computation of the output reachable set from the merged network, the comparison layer ¢,,,(-)
and reachability computation of the difference between the two CNNs N, NV, is given in the following definition.

Theorem 5. The comparison layer qbi,ﬁ;” is defined as qbﬁ,ﬁ;’l} =(1,,.—1,, ), where n;, is the dimension of the input and I, is a

n;, dimensional identity matrix. The merged weights are reformatting as WS,,LH} =[I,, -1, 1. The input set of layer L + 1 is given as

YL = (B p ) pLy and vector y(L € Y{L} is a linear combination of the anchor image and generator images y(L! = ¢\ + a|1).

The output reachable set Y{L+1} s

YA = U I = (L) L), L (v D, gl (PEED). 35)

11
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d) [L41) for anchor image c,, is defined as:

cmp—c
{L}
L+1} ALYy — wiL+1} (L} _ R I L = AL {L}
¢£Inp }(C )) W{ { : [I"in’_I"iﬂ] |:c’{nL}:| I”m m,1 I”m m2 ml Cm,l . (36)
m2
d)ﬁrﬁ:' , for generator images V,,, is defined as:
Vo) {L} {L} {L} {L}
L+1 L}y _ L+1 1
LW =Wy <1, -1, | ";L} =1, vt -1, v =yt _plh 37)
m2

Thus, the output reachable set Y1} is the set of differences between the output from two networks Ny, N,

P+ {y[L+1)|y(L+1) =¢ L+1}(C[L Y+ ag {L+1} (V”(IL))} — {y[L+l)|y[L+l) :y§L {L}} (38)

cmp—c cmp—V

Proof. Considering an input reachable set X = (c{o} V(O} P{0 ) and input vector x!°! € X. Normally, the first layer of the convolu-
tional neural network is a convolutional layer. The results for the output of the convolutional layer of merged neural network N,
can be obtained by following Theorem 1

{1} (10}
b . x)
Y =M@ = @ oll, 1. ¢l = (v Iy = gl (x)) = y Dy = [4)“)( oy [ G9)
Then, considering the convolutional layer is followed by a ReLU activation layer, based on Theorem 4, it leads to
2
D=pl) @)=y )y =92 ') (40)
Recursively, we can obtain
(2) — (o2 19(2) = 42 o pl1) (5 10) 2 1012) ¢MU o x {0})
Y=y y T =g, pod, D ={y"ly = }. 41)
¢R9LU ¢2,c (X2 )

After a few combinations of the convolutional layer and ReLU layer, a max pooling layer is performed, and we can obtain the
results for the output of the max pooling layer following Theorem 3

Y=gl @ = (yy! = ¢l y!=1hy, (42)
which yields
{n (2} {1} 10}
H=y Wyl =gllo gl opN %)= (yl |y = ¢{/’ ¢f‘;}w¢ (X(o} }. (43)
’ ¢ bl odh) ()

Further, considering all convolution and pooling operations have ﬁnished, the merged neural network is on a fully connected
layer. According to Theorem 2, it leads to

D=gll @) = (yy!" =l =), 44)

and we can obtain that

(45)

~ ¢(l} ¢ Iy ¢(2} ¢ (X{O))
Y= yy " = glilogl o gl ol xOh) = (y 1y = [ &Y )

Al ool o gl oollad)

Moreover, after a few groups of fully connected layer and ReLU layer, all layers in the original CNNs N, M, have finished, and
the results for output of the two CNNs can be obtained

1 2}
= = o bl o Sy o9l D)

(L-2} {0}
={y(L]|y{L) |:¢ReLU ¢1fc ¢’ReLU ¢ReLU ¢l,c (Xl )]

{L (L1} pIL=2} {1}, (0}
¢Rew 2.fc ¢ReLU ¢R9LU ¢2,c (Xz )

PRUAPCY
={yMyH = [ uﬁxémi]}

X

where <1>I.[L] is the mapping relation of the CNN W, which includes all layer operation in N, and follows the sequence of layer
operation in N from top to bottom with ¢,.[”,¢[[2], s L) . Thus, the output y”‘)

input x,.(o)

of each network N can be represented by the
and its related mapping relation <I>fL )

12
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v =0« yit = olH ™). 46)
At last, the difference of the output yi“ of N and the output yéL} of N, can be obtained

YA = (L) |y L) — gL+ (L))

cmp
{L} 10}

=yt g g D) }
=W ly = M T [y, lo)
<1>2 (X2 )

L 0 L 0
- {y[L+1)|y(L+1) =Inm(1>i }(Xi ))_Inmq); }(X; })}
— {y{L+1}|y{L+1} =Y§L) —YéL) .

Therefore, Y{L*1} is the reachable set of differences between the output from two networks N}, N;. The proof is complete.

3.3. Maximum discrepancy computation algorithm

The detailed procedure of our algorithm is summarized in Algorithm 1.

Algorithm 1 Maximum discrepancy computation.

Require:
Original Convolutional Neural Network N}
Compressed Convolutional Neural Network A,
Target Input X and its lower and upper bound L, U
1: Compute reachable set of input X from X, L, U using ImageStar
2: Merge two networks into one W,,
3: for layer = 1 to L do
4 for each reachable set do
5: Compute reachable set output of the layer ¢}/ (-)
6. end for
7: end for
8: for each reachable set do
9:  Compute output difference Y+ = {ylL+1}|ylE+1) = yi“ - yé“ }
0: end for
1: return Y+

4. Experiments

The evaluation of our approach consists of two parts. First, we verify the effectiveness of the compression error computation
by performing a numerical example. Second, we give a real-world classification problem using the Cifar10 dataset and state-of-the-
art compression method to examine the compression performance and characterize the discrepancy between the original and the
compressed one. The experiments are done on a computer with the following configurations: AMD Ryzen 7 5800X 8-Core Processor
@ 3.8 GHz, 32 GB Memory, NVIDIA GeForce RTX 3800 Ti, Windows 11 Pro OS. The source code is fully available online.?

4.1. Effectiveness verification of compression error computation

We verify the effectiveness of our compression error computation method by using a numerical experiment. In this numerical
experiment, we aim to soundly simulate two neural networks containing two convolution layers, one max pooling layer, and one
fully connected layer. Each convolution layer has an activation function of ReLU. The input of the networks is a 6 X 6 X 1 matrix. To
facilitate the visualization of the simulation results, the networks’ outputs are selected as one-dimensional.

First, we randomly generate two convolutional neural networks N}, N, where the weights and biases are randomly generated
following the Gaussian distribution with a mean of zero and standard deviation of one. Second, a merged network N, is constructed
from N, and W, following the definition in Section 3. Third, the input matrix is randomly generated with a lower and upper bound
where the bounds are all zero except the top left 2 X 2 corner with a 0.1 bound range (lower bound is -0.05 and upper bound is 0.05
at the corner). After the reachability computation, the error range with a lower and upper bound is obtained. With the help of the
error range, the upper bound and lower bound of output yé“ of W, can be obtained via the output yi“ of N}. To verify the bound
is the assured output range for N,, random noise within the bound is generated and applied on the input multiple times and records
their corresponding output.

Output data of network N and the output range for network N>, as well as the output of N, with random noise, are presented in
Fig. 3. The error range can be obtained from Eq. (38). In this case, ten random inputs have been generated, and each index represents
a random input. The blue line represents the upper output range of the network N, and the green line represents the lower output

2 The source code for experiments is publicly available: https://github.com/aicpslab/merged-cnn.
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Numerical Example
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Fig. 3. Assured output range for the second random convolutional neural network (N;) by error computation method. The blue line is the upper bound, and the
green line is the lower bound. The yellow area is the guaranteed output range. Random black dot outputs all within the area.
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Fig. 4. VGG model configuration. It has 16 layers with trainable parameters. The number in parentheses is the dimension of the matrix after layer computation with
the order heightswidthschannel.

range of N,. The yellow area, bounded by the blue line and the green line, is the guaranteed output area of the network N,. Black
dots represent the output of N, with bounded random noise on the input. We randomly generate 20 noised inputs for each sample
and calculate the output of N,. It can be observed that all noised inputs are within the output range. Besides, the output range varies
with different random ranges. Index 4 input has an output range of around 0.01. However, the index six input only has an output
range smaller than 0.005. It explains that, for different inputs, the output discrepancy between the two networks is different.

4.2. Discrepancy evaluation of quantization method on Cifar10 dataset

To evaluate the performance of a state-of-the-art compression method on a real-world classification network, we train a VGG16
model and its quantization version with 80% and 81% accuracy, respectively. The Cifar10 data set consists of 60,000 images with
a resolution of 32 x 32 pixels color images in 10 different classes [15]. The network architectures are shown in Fig. 4. For the
quantization network, we apply the quantization aware training (QAT) method embedded in Pytorch [14] on the original VGG16
network. The QAT method retrains the model’s parameters, simulates the effect of quantization during training, and quantizes the
weights and activation after conversion, which explains why the quantization network has higher accuracy than the original one.
The number of parameters and size of the two networks are shown in Table 1. It is interesting to note that the two networks have
the same number of parameters. Still, the quantization network is four times smaller than the original network, proving that the
quantization method helps narrow the size of any large network.

In this case experiment, first, we load the two networks and construct the merged network. Second, we give a test image and
define the small perturbation on the top left corner with a 0.1 bound range (lower bound is —0.05 and upper bound is 0.05). Third, we
build the input ImageStar set with the input image, lower and upper bound, and input it to the merged network with our computation
method. The network classifies the image into ten classes: airplane, car, bird, cat, deer, dog, frog, horse, ship, and truck. Each class
has an output to indicate the score of each label, and the label with the highest score gives the prediction result of the image. Thus,
our method will compute the difference between the two networks and give each class an error range. With the help of the error
range, the predicted output range of the quantization network can be computed by the original network and error range of each
class.

The input image of the merged network is an airplane, and the noise perturbation is in the top left corner. The original network’s
output data and the quantization network’s output range are presented in Fig. 5. The row index represents each label, and the value
indicates the prediction score for each label. The blue dots are the scoring output of the original network, and it shows that the
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Table 1

Parameters and size of the two networks.
Network Number of Parameters (in millions) Size (MB) Accuracy (%)
Original Network 7.9 30.0 80%
Quantization Network 7.9 7.6 81%

Cifarl0 Experiment
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plane car  bird cat deer dog frog horse ship truck
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Fig. 5. Original network output and guarantee output range of quantization network. Blue dots are the output for the original network. The red whisker represents
the output range of the quantization network computed by the error computation method.

Table 2
Output detail for original network and quantization network. Ori. is the output of the original network. The lower bound (LB) and
upper bound (UB) are the output range for the quantization network.

Class  Airplane  Car Bird Cat Deer Dog Frog Horse Ship Truck
Ori. 16.0246 1.1289  4.0271  —-9.0505 3.4717 —14.9569  —-2.548 —0.1301  0.0852 —1.3598
LB 43.1027 1.7212  6.8931  -24.1441  8.6207 —44.8416  —-8.6233  —-1.7290  —0.0049  —0.0063

UB 46.5671 1.7255  8.6246 —22.4113 10.3497  —413786  —8.6177 -1.7187 1.7281 0.0063

airplane class has the highest score, which means that the original network will give airplane prediction output for this image. The
red whisker on each label is the output range for the quantization network, and the detail is shown in Table 2. The output range
of the quantization network could be higher or lower than the output of the original network, which is hard to track the error
direction. Considering the QAT method is a retrained-like quantization method, it may change the distribution of parameters in
each layer instead of directly quantizing the parameters. Interestingly, the airplane class still has the highest output range among
the ten classes, which means that the quantization network has robustness classification capability on the input image even with
the perturbation in the bound. But it is also possible that the class with the highest output range is different from the ground truth
class, or there is an overlapping range for multiple classes with high scores. In these cases, the quantization network may give wrong
predictions with the perturbation effect on the input image, which indicates that the quantization network needs to be more robust
compared to the original network.

However, from Table 2, we notice that the discrepancy between the two networks is significant, especially at the airplane, cat,
and dog labels. The discrepancies are all over 20, which means that their outputs have significant differences at these labels. This
result indicates that the QAT quantization method leads to huge differences between the compressed network and the original one,
where the compressed network can’t retain the output characteristics of the original network. The QAT quantization method is not
suitable for use in safety-critical applications.

For this experiment case, the computation time for the compression network guaranteed output range is about 20 minutes.
However, according to Example 2 and 3, the split operation leads to an exponential growth of reachable sets, significantly affecting
the computational time of the whole reachability computation. If the two networks are not close, the discrepancy would be huge,
and the total computation time could be over an hour, where we have met the situation during our experiment test. Besides, the
computational time can be varied based on the input. If the two networks give different predictions of an input image, the guaranteed
output error computation will take a long time to finish, from an hour to ten hours, or even stop because of running out of memory
during computation.
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Fig. 6. Prospects for engineering applications based on reachability-based discrepancy computation.
5. Engineering applications

Our proposed maximum output discrepancy computation method provides an exact value to characterize the output discrepancy
between the original network and the compressed network with the given input set. Here, our work not only provides a reachability-
based discrepancy computation method but also a new metric to evaluate the performance of compression methods. The discrepancy
values can reveal some critical properties in extreme scenarios, such as vulnerability against adversarial attacks, where accuracy
metrics cannot represent. As shown in experiment Section 4.2, even though the compressed network has the same accuracy as the
original one, the discrepancy is significantly different, which implies that the vulnerability is significantly different between the
two networks in certain extreme scenarios, it may cause critical safety hazards in safety-sensitive engineering applications. For a
compressed network, a lower discrepancy means a better retention of the original network.

In engineering applications, large systems are often composed of multiple small systems; among them, edge devices are assigned
many different tasks. Nowadays, many edge devices are deployed with small neural networks to improve the large system’s efficiency,
flexibility, and robustness [4,33]. However, due to the hardware limitations of edge devices, those deployed networks are required
to be small in scale and have a low energy cost. Thus, compressed networks are the primary solution for these edge devices. As
stated in Section 2, the compression process may cause a significant drop-down in performance, which may deteriorate the sensitive
system and result in severe consequences. As many compression methods research only recognize accuracy as the criterion for
evaluation, they are not safe enough for directly deploying to safety-sensitive edge devices. For example, edge devices are used in
power outage detection [12,5]. In the power grid, to provide early warning of possible power outages, such detection devices need to
run continuously for a long time and be independent of the power grid. This requires that the compressed network on the equipment
can run for a long time at a low cost and is robust enough to distinguish false positive warning information. For the pedestrian
recognition and avoidance situation [22,43], the processing system requires real-time and rapid analysis capability, where a small,
fast, and robust compressed network is competent for the job. Otherwise, unexpected accidents may happen due to the lagging
results. Besides, in large-scale digital industries, many robotic arms must complete their respective tasks accurately without error
[8,18]. To improve the efficiency and benefits, robotic arms should be controlled at a low cost and robust to perturbation, where the
high accuracy of compressed networks can’t guarantee safety robustness. More and more engineering applications require not just a
tiny and fast network but a robust, reliable, and flexible network to accomplish cumbersome tasks, where our method provides an
approach to verify the robustness of the compressed network at a practical level.

In Fig. 6, we show our prospects for engineering applications based on our discrepancy computation method. Before deploying
the compressed network, we use our method to compute the discrepancy with the original network. If the discrepancy meets the
prescribed criteria, the compressed network can apply to edge devices. If the discrepancy is out of permissible range, the restoration
process, which is our next research topic, can restore the compressed network to the original network and update it. The loop
for restoration will end when the compressed network passes the discrepancy evaluation. After this whole analysis and restoration
process, the compressed network is safe and robust enough to be deployed to those engineering applications.

6. Conclusions and further remarks

This work proposes an approach to compute the difference between two convolutional neural networks by giving the error range
for the output difference. It formally defines constructing the merged neural network from two given convolutional neural networks.
Via the merging approach, an ImageStar-based computation procedure is developed to compute the reachable set of the difference
between two networks’ output with the same input. Then, our approach successfully gives quantitative analysis results between the
original and quantization networks by giving the error range output, which represents the difference in each dimension. The task is
carried out by applying the error range to the original network’s output to verify the quantization method, as shown by the Cifar10
example.

For future work, we aim to optimize the time complexity of our method and increase its efficiency with more extensive network
computations. We plan to implement parallel computing in our method to speed up reachable set computation and fully use the GPU
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power in matrix computation. Besides, we plan to support more layer operations, such as batch normalization, dropout, etc., and
give more accurate overapproximation for other non-linear activation functions, such as Softmax, Sigmoid, leaky-ReLU, etc. With the
development of the methods, we can implement and compare more different compression methods to identify which one has better
performance on minor discrepancies with the original network. Furthermore, we aim to use the analysis results best to restore the
compression network by applying the discrepancy during the training process to narrow down further the difference between the
compression and original networks.
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