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Atmospheric Sciences, Oregon State University, Corvallis, OR, USA, University of Washington Applied Physics
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Abstract Vertical profiles of temperature microstructure at 95 stations were obtained over the Beaufort
shelf and shelfbreak in the southern Canada Basin during a November 2018 research cruise. Two methods for
estimating the dissipation rates of temperature variance and turbulent kinetic energy were compared using this
data set. Both methods require fitting a theoretical spectrum to observed temperature gradient spectra, but differ
in their assumptions. The two methods agree for calculations of the dissipation rate of temperature variance, but
not for that of turbulent kinetic energy. After applying a rigorous data rejection framework, estimates of
turbulent diffusivity and heat flux are made across different depth ranges. The turbulent diffusivity of
temperature is typically enhanced by about one order of magnitude in profiles on the shelf compared to near the
shelfbreak, and similarly near the shelfbreak compared to profiles with bottom depth >1,000 m. Depth bin
means are shown to vary depending on the averaging method (geometric means tend to be smaller than
arithmetic means and maximum likelihood estimates). The statistical distributions of heat flux within the
surface, cold halocline, and Atlantic water layer change with depth. Heat fluxes are typically <1 Wm™2, but are
greater than 50 Wm™2 in ~8% of the overall data. These largest fluxes are located almost exclusively within the
surface layer, where temperature gradients can be large.

Plain Language Summary In the Arctic Ocean, the mixing of water masses due to turbulence has
important impacts on heat transport, influencing sea ice formation and loss. In this study, we quantify mixing
using vertical profiles of temperature measured at high spatial resolution that were obtained during a November
2018 research cruise near the shelf and shelfbreak of the Canada Basin. We compare two methods for
performing this estimation, and evaluate scenarios when either method might fail. Turbulent mixing rates are
found to be higher over the shelf compared to the shelfbreak, and higher over the shelfbreak than the deep ocean,
possibly due to interactions between currents and bottom topography. We also quantify rates of heat transport
through three distinct water masses (the surface layer, a cold subsurface layer, and a warm water mass
originating from the Atlantic Ocean). These findings are valuable for constraining Arctic Ocean heat budgets, as
well as for establishing best practices when estimating turbulent mixing from high resolution temperature
profiles.

1. Introduction

Turbulent diffusion plays a critical role in ocean mixing. Turbulent fluxes of dynamic tracers such as heat and salt
set interior stratification, while fluxes of passive tracers such as nutrients and oxygen play an important role in the
ocean's biogeochemistry (e.g., Brandt et al., 2015; Freilich & Mahadevan, 2019; Gnanadesikan et al., 2012;
Uchida et al., 2019; Warner & Moum, 2019; Yu et al., 2019). On a larger scale, oceanic circulation and thus global
climate is sensitive to turbulent diffusivities (Melet et al., 2022). Although the impacts can be seen at these largest
spatial scales, the turbulent processes themselves occur at much smaller scales that can be difficult to resolve in
conventional field measurements.

1.1. Diffusivities in the Arctic Ocean

Compared to other ocean basins, the Arctic Ocean has relatively low levels of turbulence, due in part to its strong
near-surface stratification, which inhibits turbulence and vertical mixing. The presence of sea ice can also inhibit
turbulence by limiting wind-driven energy input (Morison et al., 1985; Rainville & Woodgate, 2009). Rainville
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and Winsor (2008), for instance, observed turbulent diffusivities in the range of 107% — 107* m?s™! over the
Lomonosov Ridge, in contrast to average diffusivities of 107> — 107> m?s™" (and even higher near the bottom)
across ridges in the non-polar global ocean noted by Waterhouse et al. (2014). In the cold halocline of the
Amundsen Basin, Fer (2009) reported typical turbulent temperature diffusivities of 107° — 107> m*s™'. Double
diffusion is a dominant mechanism for vertical mixing in many of the central Arctic basins; in the Laptev Sea, for
instance, double diffusive staircases may be prevalent and associated with low turbulence away from the con-
tinental slope, while elevated turbulent diffusivities >10™* m?s~" have been observed in bottom boundary layers

on the shelf (Lenn et al., 2009, 2011).

This work focuses specifically on the Canada Basin, where heat fluxes can influence sea ice growth and retreat, in
turn affecting mechanisms that generate turbulence. A reduction in sea ice during the last decade in this region
has, for instance, contributed to increasing the energy of the near-inertial internal wave field (Dosser & Rain-
ville, 2016). Pan-Arctic changes in turbulent dissipation and heat flux, likely associated with increased energy
transfer from wind, have already been observed over the past decade (Dosser et al., 2021), although any link
between sea ice loss and increased turbulence in the western Arctic Ocean has yet to be established (Fine &
Cole, 2022). Nonetheless, vertical fluxes are especially relevant as enhanced upward heat flux can delay freezing,
leading to shorter periods of the year when ice is present and less ice overall by the end of the winter.

Close to the coast, a number of water masses and currents coexist. Figure 1 shows the potential temperature and
absolute geostrophic currents (calculated as described in the next section) along one example cross-shelf transect
(see Figure 2 for the location). Prior observations indicate enhanced turbulent mixing over the shelfbreak, most
likely due to the tides (Lincoln et al., 2016). Warm Pacific summer water (PSW) flows through Bering Strait and
across the Chukchi Sea via different flow branches that ultimately enter the Canada Basin via Barrow Canyon
(Lin et al., 2019). Upon exiting the canyon, the flow splits into the westward-flowing Chukchi Slope Current and
the eastward-flowing Beaufort Shelfbreak Jet as illustrated in Figure 1 of Lin et al. (2021). Through much of the
Canada Basin, the PSW remains near the surface, typically at depths <100 m (Pickart et al., 2009). In the past
several decades, increasing heat content of the PSW delivered via Bering Strait has been correlated with a
receding sea ice edge in the Canada Basin (Timmermans et al., 2018; Woodgate et al., 2010). Heat transport
dynamics in this region are further influenced by the warm and salty Atlantic water (AW) layer between 150 and
500 m depth, which is typically insulated from the surface by the cold halocline layer comprised of remnant
Pacific winter water (Nikolopoulos et al., 2009; Timmermans & Marshall, 2019) (Figure 1a).

1.2. Measuring Turbulent Diffusivity

Turbulence in the ocean acts at scales from cm to m by increasing gradients and enhancing the effect of molecular
diffusion compared to a laminar flow. Direct methods for estimating turbulent diffusivity typically require
measurements of microstructure shear, but shear measurements are easily contaminated by vibrations, and thus
require specialized sampling platforms like free-falling profilers or gliders (Goto et al., 2016). As such, diffu-
sivities are not typically or easily measured during research cruises, in contrast to the data obtained from more
ubiquitous platforms like conductivity-temperature-depth (CTD) rosettes. As a result, diffusivity observations are
sparse despite their importance for constraining models of global ocean circulation (Simmons et al., 2004;
Waterhouse et al., 2014). While turbulence measurements are sparse globally, there are particularly few docu-
mented measurements in the Arctic Ocean (Waterhouse et al., 2014).

As an alternative to using microstructure shear, diffusivity can also be estimated from measurements of tem-
perature microstructure (e.g., Goto et al., 2021; Luketina & Imberger, 2001; Moum & Nash, 2009; Ruddick
et al., 2000; Scheifele et al., 2021). This approach has the advantage that measurements are not affected by
platform vibrations to the same extent as shear-based methods. Fast-sampling temperature probes can thus be
mounted onto a CTD rosette, making data collection readily accessible on most cruises where CTD profiles are
already being made. Provided that appropriate corrections and quality controls are applied, turbulence estimates
from both free-falling and CTD rosette-attached microstructure temperature profilers have been shown to
generally agree with concurrent shear-based estimates (Goto et al., 2016, 2018).

A key difficulty when using temperature microstructure is that the Batchelor length scale, where the molecular
diffusion of temperature becomes the dominant process, is smaller than the Kolmogorov length scale, where the
viscous dissipation of turbulent kinetic energy becomes dominant. Estimates of turbulent parameters ideally
require that the full turbulence subrange down to the Kolmogorov and Batchelor scales is resolved. This means
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Figure 1. Vertical section of (a) background potential temperature (from the CTD) with contours of potential density
(kg m™) overlain and (b) absolute geostrophic velocity (derived from the hull-mounted acoustic Doppler current profiler
(ADCP)) for the example transect KTO (see Figure 2 for the location of the transect). The major water masses and currents
are identified. The station locations are indicated by the gray triangles. Bathymetry comes from the ship's echosounder, and a
2D spline interpolation was used to create these transects from the CTD and ADCP measurements.
that for a given sampling rate, profiling instruments that measure temperature microstructure must maintain
slower descent rates in order to resolve the Batchelor length scale than would be necessary when measuring shear
microstructure.
The two key goals of this work are (a) to explore options for turbulence data collection using temperature
microstructure collected from a CTD rosette, and (b) to describe the spatial distribution of turbulent diffusivities
and heat fluxes over the shelf and slope of the southern Canada Basin. Specifically, we present a novel com-
parison of two methods for calculating turbulent diffusivities and establish data rejection criteria for each method
that account for differences between observed and theoretical turbulent spectra, the sudden deceleration of the
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Figure 2. Map of the study area with transect names and inset indicating study location. Solid circles indicate profiles where
temperature microstructure and CTD data are available. Open circles indicate profiles where only CTD data are available due
to thermistor malfunction. Bottom depths come from IBCAOv3 (Jakobsson et al., 2012). Contour lines indicate bottom depth
in meters.

rosette, low signal to noise ratios and differences between the methods. Our quality controlled data set is then used
to estimate the spatial structure of turbulent diffusivities and heat fluxes across the shelf and slope, showing
enhanced diffusivities in shallower waters, and quantifying the rate of heating of the cold halocline waters by both
surface and Atlantic Waters at the time of the observations.

The data set is described in Section 2. Section 3 presents the two methods for estimating turbulent diffusivities
from temperature microstructure and details the rejection criteria appropriate for measurements obtained from a
CTD rosette. The statistics and spatial distributions of temperature diffusivity and heat flux in the region are
described in Section 4. Conclusions follow in Section 5.

2. Data

A research cruise aboard the USCGC Healy took place in the Canada Basin in October—November 2018, with the
primary goal of studying the boundary current system. A Rockland Scientific MicroRider-1000 (referred to as
MR from this point onward) was attached to a rosette alongside a Sea-Bird 911+ CTD. The MR is a self-
contained turbulence profiler with two FPO7 thermistor probes, which each sample temperature at 512 Hz.
The sampling capabilities and physical setup of the MR attached to a CTD rosette are very similar to the ypods of
Moum and Nash (2009). ypods are small, self-contained instruments equipped with fast response thermistors and
accelerometers to measure instrument motion; they have previously been used for turbulence studies on moorings
(e.g., Moum et al., 2013) and on lowered CTDs (e.g., Holmes et al., 2016; Lele et al., 2021). Although the MR is
capable of recording microstructure shear, this functionality was not exploited during this cruise since the signal
would have been contaminated by vibrations of the rosette.

CTD profiles and measurements of temperature microstructure were made on the shelf, slope, and farther
offshore. These profiles comprise of 12 cross-shelf sections in addition to one section across Barrow Canyon on
the northeast Chukchi shelf (Figure 2). In total, 95 MR profiles and 133 CTD profiles with temperature and
salinity binned to 1 m resolution were obtained (38 MR profiles were rejected due to sensor malfunction; at these
locations, only CTD data are available). Microscale temperature was recorded by two thermistors on the MR (Ch1
and Ch2). All results in this paper have been derived from Chl1 because slightly more data was retained from Ch1
after applying rejection criteria (Section 3), suggesting better data quality compared to the other channel.
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Any portions of the profiles from depths <10 m were excluded to avoid contamination by the ship's wake. Most
profiles end in a period of stepped speed reduction. These portions were identified manually for each profile and
were also excluded from the analysis. Because data were collected mostly on the shelf and in the vicinity of the
shelfbreak, the maximum depth reached by these profiles ranges from 20 to 385 m, which is quite shallow
compared to other open-ocean field studies. As a result, the descent speed of the rosette was generally slow,
around 0.55 ms™', giving a nominal vertical resolution at 512 Hz of 0.1 cm.

Background vertical temperature gradient, dT/dz, and squared buoyancy frequency,

0
N2 = 8 op (1)

Po 92

where p,, is a reference density, g is gravitational acceleration, and dp/dz is the vertical density gradient, were
calculated using 1 m-binned temperature and salinity profiles obtained by the CTD. For both temperature and
salinity, observations from two redundant sensors were averaged. Density overturns were seldom observed in 7 of
the 133 CTD profiles. In data segments where overturns were present, N> was set to zero.

Direct velocity measurements were made during the cruise using an RDI Ocean Surveyor 150 kHz acoustic
Doppler current profiler (ADCP) mounted on Healy's hull. The near-surface blanking region extended to roughly
18 m, and the bottom blanking typically extended 10 m above the seafloor. For details on the data acquisition and
processing, the reader is referred to Dabrowski et al. (2022). The barotropic tidal signal was removed from the
velocity profiles using the Oregon State University model (Padman & Erofeeva, 2004). Absolute geostrophic
velocities were subsequently computed by referencing the CTD-derived thermal wind shear using the de-tided
ADCP profiles, following the procedure described in Pickart et al. (2016).

3. Methods
3.1. Turbulence Analysis

In the presence of turbulence, the frequency or wavenumber spectrum for such quantities as kinetic energy and
temperature fluctuation gradient (V7”) has been observed to follow a universal form that can be predicted by
considering fluid convection and molecular diffusion (Batchelor, 1959). By fitting theoretical forms to observed
VT’ spectra, the turbulent parameters y and e—the rates of dissipation of temperature variance and turbulent
kinetic energy, respectively—can be calculated, and, subsequently, turbulent diffusivities can be estimated.
Theoretical forms for the VT" spectrum have been described by Batchelor (1959) and Kraichnan (1968). Both
forms are similar in shape and scale similarly with y and ¢. The difference in y recovered by integrating the
Batchelor spectrum versus the Kraichnan spectrum is small. We use the Kraichnan spectrum in this paper for all
computations.

or’
0z
the methods described in Rockland Scientific's Technical Note 039 (Lueck et al., 2020). Only % was measured,

but % was obtained by assuming a constant descent rate over each spectral window (within each 2 s window,

We generate & wavenumber spectra using Rockland Scientific's ODAS MATLAB processing library following

descent rate varies by only 1%—2%). Wavenumbers are obtained by dividing frequencies by the constant descent
!
rate. Because the background gradient varies much more slowly than the fluctuations, we take ‘;—f = "al,. The
turbulence is assumed to be isotropic such that the magnitudes of vertical variance also represent horizontal
"2

variance in temperature. Thus, we can make the approximation (VT')2 = 3(%) . Each spectrum is generated
from 2 s of data, and adjacent spectral windows overlap by 1 s.

Several stages of electronic signal processing within the MR contribute noise to the signal, according to known
functions for noise outputs from each electronic component. The noise spectrum varies with profiling speed and

temperature gradient, so noise is computed individually for each spectral window as described in Rockland
Scientific's Technical Note 040 (Lueck, 2019).
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We explore two methods for fitting theoretical VT” spectra to observations: the full spectrum (FS) method and the
resolved wavenumber (RW) method. The following subsections describe each in detail. y, the dissipation rate of
temperature variance, is defined in the temperature variance equation as

x = 2k(VT')? )

where the overline indicates a time average, and « is the molecular diffusivity of temperature, which varies with
temperature, salinity, and pressure. Exploiting Parseval's theorem, y can be calculated by integrating the fitted
Kraichnan spectrum:

x = 6k / w‘PT; (K)dk, 3)
0

where k is wavenumber and W7 (k) is the Kraichnan spectrum of the vertical temperature fluctuation gradient.

By assuming turbulence is steady, isotropic, and homogeneous, turbulent diffusivities can be estimated from
either y or turbulent kinetic energy dissipation rate, ¢, as described in the following subsections. The resolved
wavenumber method relies on the additional assumption that salt and density diffusivities are equal; thus, one
diffusivity estimate referred to as k, (k, = k7 = k,) is output, whereas the full spectrum method outputs two
different-valued diffusivities (k7 and ). It is generally assumed that in regions where mixing is dominated by
turbulence, the eddy diffusivity representing both salt and temperature is equal. However, Fer (2009) found that
independent estimates of k7 and x, were not always equal in the central Arctic Ocean away from boundaries,
where turbulence is low.

Both of the methods assume the following: (a) 7" arises only from turbulence; (b) only the environmental
signal contributes to observed 7”; (c) the turbulence is in steady state, such that the production rate is balanced
by the dissipation rate of temperature variance; (d) the turbulence is homogeneous; and (e) the turbulence is
isotropic. However, these assumptions are not always met. For instance, in locations that are already well-
mixed in the vertical (e.g., highly turbulent boundary layers with low stratification and negligible back-
ground gradients), turbulence will be under-predicted since overturning motions will not produce gradients
and will thus be invisible to the temperature sensors. Some non-environmental sources of 77, such as from
water entrained in the rosette, can violate assumption 2 and are considered in our spectral rejection criteria
(Section 3.4). Assumptions 3-5 are necessary if Equation 3 (and all subsequent equations involving y), 8, and
9 are to be used.

3.2. Full Spectrum Method

The most commonly used method for fitting theoretical turbulence spectra to oceanic temperature gradient spectra
uses the entire observed spectrum to perform a Maximum Likelihood Estimate (MLE) fit. This method for
obtaining turbulent parameters from temperature microstructure was first detailed by Ruddick et al. (2000) and
has since been applied in other studies (e.g., Goto et al., 2021; Scheifele et al., 2018). Unlike a traditional least
squares fit, the maximum likelihood approach is unbiased even when the errors are non-Gaussian (Ruddick
et al., 2000). We will henceforth refer to the method described in this section, which utilizes Ruddick
et al. (2000)'s MLE approach, as the full-spectrum (FS) method.

The dissipation length scale for temperature variance, kl;l (where kg is the Batchelor wavenumber), is not
resolved in some cases: given typical ranges for ¢, the dissipation rate of turbulent kinetic energy, in the western
Arctic Ocean (~107'" to 107®m?s™ as observed by, e.g., Scheifele et al. (2018)), Batchelor length scales
around 1 to 0.1 cm could be expected. The smallest length scales are thus at the limit of the typical ©(0.1cm)
resolutions obtained in this study based on descent rate and sampling frequency (Section 2). However, in
practice these scales cannot be resolved due to limitations in the dynamic response of the FPO7 thermistors at
high frequencies, when ¢ exceeds ~10™° m?*s™>, or during periods when the instrument descent rate was faster
than the mean rate. Additional considerations on how descent rate may constrain estimates of & can be found in
Appendix B.
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Because the FS method fits a theoretical spectrum to the entire range of observed wavenumbers (even those that
are noise-contaminated or only partially resolved), some adjustments to the original data must be made to try to
compensate for the measured signal rolling off prematurely at high wavenumbers (e.g., Bluteau et al., 2017; Goto
et al., 2016). As such, observations are boosted by dividing the observed spectrum by the double-pole FPO7
transfer function from Gregg and Meagher (1980):

H(f) = [1+ Qref)] 7 )

where 7 is the time constant required for a 1 — ¢~ rise in signal and fis frequency in Hz. However, because FPO7s
are handmade, they differ from one another in glass thickness and shape, and, as a result, in time response (Gregg
& Meagher, 1980). As it is not practical to measure 7 for individual sensors, we follow Goto et al. (2021) by using
a fixed time constant of 7 = 3 ms, which is consistent (within about a factor of two) with typical values used in the
literature (e.g., Gregg & Meagher, 1980; Nash et al., 1999).

When the observed spectrum is boosted with the transfer function, the noise—which contributes to the overall
observed signal—is also boosted. For this reason, the transfer function is also applied to the estimated noise
spectrum (see Section 3.1) and the boosted noise is added to the theoretical turbulence spectrum, prior to fitting to
observations:

\Pn()i.ve
H(f)’

leit = \PKraichnan + (5)

where the theoretical spectrum that is fit to observations, the Kraichnan spectrum, and the noise spectrum are
represented by Wr,. W uichnans a0d ¥, respectively. The boosted noise spectrum is then subtracted before
integrating for y.

The FS method, detailed in Ruddick et al. (2000), uses a fitting algorithm wherein the Batchelor wavenumber, kg,
is adjusted while the value of y is set by the integral of the observed spectrum minus the noise spectrum. The kg
corresponding to the Kraichnan spectrum that is the most likely theoretical form for the observation is selected.

The Batchelor wavenumber corresponds to the length scale at which molecular diffusion of temperature becomes
effective. ¢ is related to kg as

e = 2mkg) vk, (6)

where v is the kinematic viscosity, which varies with temperature, salinity, and pressure (Batchelor, 1959). The
turbulent diffusivities of temperature and density, k7 and «,, are then calculated. x; depends on y as

1
Pt )

_\2"’
dT
dz

assuming a balance between production and dissipation in the temperature variance equation (Osborn &

Cox, 1972). k,, depends on ¢ as

I'e
K, = ﬁ s ()
assuming a balance between shear production, buoyancy production, and turbulent dissipation in the turbulent
kinetic energy equation (Osborn, 1980). I is often referred to as the mixing efficiency, and a value of I' = 0.2 is
used (Moum, 1996; St. Laurent & Schmitt, 1999).

Descent rate limits the wavenumbers resolvable by the sensors—higher descent rates cause smaller spatial scales
to be unresolved. Calculations of ¢ from the FS method (&) can be affected by descent rate resolvability because
¢ depends on kg, which typically occurs toward or even past the lower spatial limit of resolution. The issue of
resolvability limits on &g due to descent rate is discussed in Appendix B.
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Figure 3. (a) Comparison of y calculated using the FS and RW methods for no signal-to-noise ratio (SNR) rejection, rejection for SNR < 1.5, and rejection for SNR <2.
Color bar indicates relative point density. The solid one-to-one line indicates where the methods agree perfectly, and the dashed lines indicate one order of magnitude
difference in y between methods. (b) For a rejection threshold of SNR < 2, example rejected spectra (red box) and non-rejected spectra (green box) from both methods
are shown to illustrate how differences in fit method affect estimation of y.

An example FS fit to a boosted spectrum is shown inside the green box in Figure 3 (thick brown line).

3.3. Resolved Wavenumber Method

To circumvent the difficulties in estimating the dynamic response of individual FPO7 probes, Moum and
Nash (2009) proposed an alternative to the FS method. Rather than fitting the theoretical spectrum to the entire
range of observations, their method can be used to fit to the portion of the viscous-convective subrange in a range
of wavenumbers where the spectrum is resolved. From here on, we will refer to this fitting method as the resolved
wavenumber (RW) method.
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The advantage of this technique is that noise and small scale resolvability need not be considered, since they affect
only higher wavenumbers outside of the portion of the spectrum used to perform the fit. Thus the method makes
no assumptions about the noise spectrum or transfer function. Moum and Nash (2009) previously used a sensor-
dependent correction after measuring the time response of individual thermistors, but it is not necessary to do so
when the upper frequency used for the fit is in the range of 10-15 Hz (their fit range extended as high as 40 Hz).

However, since the fit does not include the shape of the spectrum in the vicinity of the spectral roll-off, an

additional assumption that k7 = «, is required for an unambiguous fit. This gives an expression for ¢,

=N ©

) 2r(@)2’
dz

which follows from Equations 7 and 8. A Kraichnan spectrum fit is obtained by requiring that the integral over the

resolved part of the observed spectrum matches the integral of the Kraichnan spectrum over the same wave-
number range. Using the fitted spectrum, y is calculated from Equation 3, and ¢ from Equation 9.

An example RW fit is shown inside the green box in Figure 3 (thick teal line). The wavenumber range used to
perform the fit is indicated by the dashed gray lines; the upper wavenumber is either kz/2 or the wavenumber
associated with a frequency of 15 Hz (whichever is smaller), and the lower wavenumber is either the smallest
resolved wavenumber or 2 cpm (whichever is larger). The observed spectrum is unaffected by both instrument
noise and roll off within this range, so noise does not need to be considered when using the RW method.

3.4. Rejection Criteria

In order to establish confidence in the results, criteria for removing contaminated or untrustworthy spectra are
required. This is also necessary for a rigorous comparison of the FS and RW methods. Data rejection is achieved
using several criteria described briefly in this subsection. For further details on the criteria, including how the
rejection thresholds for each criterion were chosen, see Appendix A. If a spectrum triggers one or more of the
rejection criteria, it is excluded from further analysis.

3.4.1. Rejection by Spectral Misfit

The mean absolute deviation (MAD) is a measure of spectral misfit that is used to reject spectra that do not
resemble the theoretical Kraichnan form. MAD is defined

1 &
MAD = -
n

lIlabs <Tabs>
lIJth \Pth

where ¥, is the observed spectrum and W,;, is the corresponding fitted Kraichnan spectrum. 7 is the total number
of wavenumbers, k;, included in both the fitted and observed spectra. For both FS and RW methods, a spectrum is

s Ry

rejected if MAD >1.4.

) (10)

ki=k

3.4.2. Rejection by Descent Speed

The MR was attached to a CTD rosette that entrains large volumes of water as it descends. During periods of
abrupt deceleration, turbulent water that was entrained within the frame can overtake the probes, leading to high
observed turbulence. Under some conditions, the MR may even reverse direction and briefly travel upwards,
causing it to sample through its own turbulent wake (e.g., during high wave conditions).

We define a descent speed threshold, w,, that is adjustable with descent rate and is determined independently for
each spectral window. The threshold is

w;, = 0.75w;, (1

where w5 refers to the mean descent speed from the past 3 s of data (or since the start of the profile, for the first
3's). Any spectrum with w < w, is rejected. All spectra from 1.5 s after w increases back above w, are also rejected.
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Figure 4. Percentage of spectra rejected due to the MAD, descent rate, and SNR rejection criteria. Other than MAD, the
criteria are independent of method. The TOTAL rejected category refers to the percentage of spectra rejected by one or more

of the other criteria. Imposing molecular values for turbulence parameters at all SNR-rejected locations with

|dT/dz|>0.001 °Cm™" reduces the total rejected spectra by over 10% for each method (indicated by shaded areas on TOTAL
bars).

3.4.3. Rejection by SNR

In cases of weak turbulence or laminar flow, instrument noise can be comparable to or larger than the measured
signal. The signal-to-noise ratio (SNR) is the ratio of the integral of the observed spectrum to the integral of the
predicted noise spectrum, with both spectra having first been boosted by the double-pole correction of Gregg and
Meagher (1980) (Equation 4). Spectra with SNR <2 are rejected for both FS and RW methods. In the following
analyses involving «, (Section 4.3), locations with SNR below the threshold are set to have diffusivity equal to the

molecular value so long as |dT/dz|>0.001 °Cm™" (see Section 4).

3.4.4. Rejection Due To FS and RW Disagreement

Given the different assumptions of the FS and RW method, we can establish confidence in our estimates when
they both yield similar results. Accordingly, spectra that have greater than one order of magnitude difference
between yy and ypg are rejected.

4. Results and Discussion
4.1. Rejection Statistics

The proportion of all data rejected by each criterion are shown in Figure 4. The overall proportion of data rejected
by the MAD criterion is around 5% with the FS method and 6% with the RW method, suggesting that the fitting
algorithms of both methods are similarly robust.

The percentage of rejected indices in this study is high compared to other studies. For instance, Scheifele
et al. (2018) rejected 33.9% of their VT” spectra using the FS method to estimate . Here we reject 67.8 (66.3)%
overall using the RW (FS) method. There are several reasons for such high levels of data rejection: more rejection
criteria—other authors often consider one or two, but not all, of the criteria described here; the requirement for
agreement between methods; low levels of turbulence in the Arctic Ocean environment, which corresponds with
high levels of SNR rejection; and an abundance of shallow profiles (45 of 95 profiles were <50 m), from which a
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Figure 5. Comparison of (a) ypg Vs. ygw and (b) £z versus &gy, The data have been quality controlled using all rejection criteria except rejection due to FS/RW
disagreement. Color indicates relative point density. The solid line indicates the one-to-one line, and dashed lines indicate one order of magnitude deviation from the

one-to-one line.

large proportion of data were rejected due to instrument deceleration, especially compared to the deep ocean
where profiles tend to be longer and constant descent rates can be maintained for longer periods.

Low SNR is a major cause for rejection in this data set. SNR-rejected spectra represent places where the signal
may have been low enough that negligible turbulence and effectively laminar flow can be assumed. It is not
surprising that SNR is the dominant cause of rejection in this data set, since turbulence is highly intermittent in
space and time (Cael & Mashayek, 2021). However, an inherent limitation when using scalar spectra to estimate
turbulence is that low SNR can also occur due to an absence of background gradients, regardless of the strength of
turbulence. Thus, we assume that diffusivities are dominated by molecular values, that is, k- = k, only when two
conditions are met: (a) SNR is below the rejection threshold and (b) |dT/dz|> 0.001 °Cm™!, a threshold chosen
based on the difference in distribution of |dT/dz| associated with SNR-rejected spectra compared to all |dT/dz|
measurements. After imposing molecular diffusivity at these locations, the total data rejected is 52.4 (51.4)%
overall for the RW (FS) method—a reduction by over 10% for both methods. Another benefit of assigning a
molecular value to low SNR, high |dT/dz| spectra is to reduce the bias in properties averaged over multiple
profiles, which otherwise would include only measurements in actively turbulent regions. However, this approach
may result in slightly underestimated x; overall, since some spectra rejected by SNR could have very low
diffusivity without necessarily being at the molecular level.

4.2. Establishing Confidence in y

After applying all rejection criteria (except for rejection due to FS and RW disagreement), we found that the two
methods agreed within one order of magnitude 87.7% of the time for y, but only 53.2% of the time for ¢ (Figure 5).
This is because of differences in the assumptions about the turbulent cascade that affect the estimation of ¢: in the
FS method ¢ is calculated from &, which is instantaneously proportional to the turbulent strain rate of the smallest
eddies. In the RW method ¢ is related to spectral levels in a way that is applicable to a time- or space-averaged
turbulent mixing event such that I' can be reasonably assumed to take a constant value, and that x, = k7. In
contrast, y is calculated the same way in each method by integrating the fitted theoretical spectrum.

Background conditions can affect the validity of assumptions necessary for estimating &, which differ in each
method. The RW method assumes constant I', which may be violated, especially in locations where dissipation is

driven by double diffusion (DD) (Inoue et al., 2007; Polyakov et al., 2019). The density ratio, R, = (a%)/ < g),

where a and f are the coefficients of thermal expansion and haline contraction, can be used to identify regions
susceptible to instability by DD. We follow Merrifield et al. (2016) who, based on Schmitt (1979), estimate that
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Figure 6. Distribution of the density ratio, R, for all non-rejected observations. Approximately 2% of data is in the diffusive
convection susceptible regime (0.5 < R, < 1), and approximately 1% is in the salt finger regime (1 < R, < 2).

DD instabilities with growth rates exceeding the buoyancy period can develop for 0.5 < R, < 2, where
0.5 <R, < 1 is the susceptible range for diffusive convection instability, and 1 < R, < 2 is susceptible to salt
fingering. Of the non-rejected observations in this data set, only about 2% are within the diffusive convective
range, and 1% are in the salt finger range (Figure 6). Nearly all of the salt finger-susceptible R, in this data set were
observed in the upper 100 m, where warm summer Pacific water overlies cooler and relatively fresher remnant
winter water. Although conditions are sometimes susceptible to the growth of DD instabilities, they may not
develop if sufficiently strong turbulent mixing disrupts layer formation (St. Laurent & Schmitt, 1999). In this data
set, DD steps are not present and it is unlikely that DD was responsible for significant temperature variance,
unlike in the central Canada Basin where DD is often observed (e.g., Padman & Dillon, 1989; Timmermans
et al., 2008).

Challenges associated with measuring high wavenumber temperature variance at the descent rates used during the
cruise can also limit our confidence in the FS fits for ¢, especially for determining kg, which is the wavenumber at
which the spectrum rolls off and thus depends on both the turbulence and the unknown time-response of the
thermistor. Because of the fourth-order k; dependence in Equation 6, a factor of two uncertainty in z produces a
factor of 16 uncertainty in &.

Given the large differences in £ and our inability to identify whether either method is more accurate, we focus only
on y going forward. The FS fit depends on both y and ¢, so errors in € may contribute to errors in y. However, the
effect on y of varying ¢ is mitigated by applying the FS and RW disagreement rejection criterion described in
Section 3.4, since a yg significantly affected by errors in &g will be rejected on the basis of disagreement
with yey-

4.3. Spatial Patterns of Turbulent Temperature Diffusivity

Three transects of k- give some insight into the patterns and variability of shelf and shelf-break turbulence in the
region (Figure 7). Although only k7 is depicted, similar patterns and magnitudes are obtained using k7. gy

Diffusivity tends to be large (>107* m?s~Y) in the upper 50-75 m, above the cold halocline. These shallowest
waters may be subject to mixing by wind and bottom-enhanced turbulence on the shelf. Few sections included

non-rejected MR data beyond the depth of the shelf, however, two transects (OS2 and KTO) include data
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available down to 300 m. These two transects exhibit considerably patchy x

° through the cold halocline and the AW, with values ranging from the mo-
-50 lecular level up to ©O(10~*) m?s~! (Figures 7a and 7c). Interestingly, a region
__-100 of elevated «; in Figure 7c is located mostly within the O ms~' velocity
%_150 contour, where geostrophic shears are weak. In general, no correlation be-
‘g tween Richardson number (Ri) and x; was observed. However, our estimates
O -200 of Ri are limited by the resolution of the ADCP velocities (4 m vertical
o P resolution with 18 m surface blanking), which could mean that the velocity
length scales used to calculate Ri were too large to capture instabilities that
800 give rise to elevated x;.

o b ‘ ' PRW ‘ ‘ ? Patches of low diffusivity (near 1077 m?s™") are not uncommon, especially
within the AW layer (e.g., Figure 7c). x; estimates are not included for the
=50 -3 shallowest shelf waters in most transects, where SNR is below the rejection
-100 = threshold and |dT/dz| is too low to characterize diffusivity with this method.
Eqso " = In these locations, it is hypothesized that the energetic conditions of the shelf
‘g § environment have caused the water to be well-mixed, and thus the method of

8 -200 g using scalar spectra for turbulence estimation cannot be applied.
-250 B The statistical distribution of k; is shown in Figure 8 with depth ranges that
-300 correspond to dT/dz regimes from Figure 10. Figure 8 shows values esti-
6 mated using the FS method. Values of k; > 107" m?s™" (1% of all ;) have
0 been excluded, since they have unphysically large values. Although this
50 cutoff is somewhat arbitrary, it is imposed to control for non-physical values
7 that have evaded all rejection criteria. k; tends to follow a log-skew-normal
__-100 distribution with a tail toward higher values. This is consistent with Cael
5_ 155 and Mashayek (2021), who observed that the log-skew-normal distribution is
2 often most appropriate for turbulent processes. However, the distribution of
200 k7rs near the surface (0-80 m) does not exhibit a clear peak, but rather
250 plateaus between 5 x 107 and 5 x 107> m?*~'. A distinct peak around
. 107> m%™" is seen below 80 m. The distribution of Kr.gw (nOt shown) is

0 10 20 30

Figure 7. Transects of k; from the sections (a) OS2, (b) PRW, (c) KTO. Red
dots indicate locations with non-rejected data used to interpolate the k- field.

40
[km]

50 60 70 80 similar.
The elevated values of x, at depths greater than 160 m arise from a single
profile at the northernmost end of section PRE near 147°W (Figure 2). This

profile exhibited i, ~ 107> m?s™" from around 340 m to the end of the cast at

Contours are potential density (kg m™; black) and absolute geostrophic 375 m, which was 75 m above the sea floor. This portion of the profile
velocity (m s™'; gray). Here k is calculated using the FS method. exhibited very low dT/dz, potentially due to bottom boundary-enhanced

Bathymetry comes from the ship's echosounder, and a 2D spline
interpolation was used to create these transects from the MR profiles. Note

differences in x-axis ranges.

turbulence in proximity to the Beaufort Shelfbreak Jet, which is known to
be especially energetic (Pickart et al., 2009; Spall et al., 2018). Except for this
anomalous profile, k- tends to shift toward lower values with increasing depth.

To understand the relationship between turbulence and bathymetry in this region, we compared averaged profiles
of x; on the shelf (defined as having bottom depths <50 m), shelfbreak (bottom depths from 50 to 1,000 m), and
over the deep slope (bottom depth >1,000 m). Comparisons are sensitive to the averaging method (Schulz
et al., 2023), and so depth-binned mean profiles created using an arithmetic average, a geometric average, and a
maximum likelihood estimator for the expectation value (henceforth referred to as MLE) are included
(Figures 9a-9c). The MLE is calculated according to Baker and Gibson (1987), who showed that the MLE is less
likely to underestimate log-normally distributed turbulent parameters, which are intermittent in time and space,
compared to an arithmetic mean, when sample size is small. We have already shown that the distribution of x; is
approximately log-skew-normal, which may have implications for the choice in averaging method. Davis (1996)
argued that the arithmetic mean may be the most reliable when the sample distribution is uncertain, compared to
other methods (e.g., using the MLE) that assume a lognormal distribution, especially when the sample size is
small. It is not the intent here to identify any one averaging method as better than another, but, for the purpose of
future comparisons, the outcomes from each are included.
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Table 1

300 x w :

[ ]0to 80m
80 to 160m
250 - ] I 160 to 400m |-

200

150

100

Number of observations

50

-8 -6 -4 -2 0
log . [m?/s]

Figure 8. Distribution of k, color-coded by depth range (see legend). Note that values below 1.5 X 1077 m%™" are below the
molecular diffusivity threshold and are thus non-physical, but have evaded all rejection criteria. Similarly, we consider
Kp > 10" m%s~" to be non-physical and exclude them from further analysis. Here k7 is calculated using the FS method.

There is a clear correlation between bottom depth and x;- throughout the water column for the arithmetic average
and the MLE, in which the shelf and shelfbreak profiles exhibit enhanced turbulent diffusivity by up to 1-2 orders
of magnitude at the same water depths compared to the deep slope profiles. In the deep slope averages, k; is
typically between 107 and 10™> m?s™" between 100 and 200 m—a range of depths that encompasses the cold
halocline—which is consistent with observations of x; from Fer (2009) throughout the cold halocline in the
Amundsen Basin. However, error bars are large due to the inherent patchiness of turbulence, and we have omitted
the shallowest and deepest bin for the averaged shelf profiles in Figure 9 since nearly all observations within these
bins were either rejected or set to molecular diffusivity due to low SNR. The geometrically averaged profiles do
not vary in k; to the same extent between the shelf, shelfbreak, and deep slope.

Mean turbulent temperature diffusivities through the full range of measured depths at the shelf, shelfbreak, and
deep slope are shown in Table 1 for each averaging method. Using an arithmetic mean and MLE, there is
approximately one to two order of magnitude decrease in k- on the shelf versus shelfbreak, and on the shelfbreak
versus deep slope. Using a geometric mean yields similar x; on the shelf and shelfbreak, and an order of
magnitude decrease over the deep slope.

For the majority of their observations, Schulz et al. (2023) reported average vertical diffusivity during the
MOSAIC expedition (see Rabe et al., 2022) to be largest using an arithmetic and smallest using a geometric mean,
with the MLE typically having magnitude somewhere in between. This trend is also observed over the deep slope,
which is the depth region most similar to the mid-basin environment where the MOSAiC observations were made.
The geometrically averaged x; is smaller than the arithmetic mean and MLE
in all three depth regions, as is expected for a log-normally distributed vari-

. 2 7 .
Average xr (Units m”s™") Over All Depth Bins Calculated Three Ways able. In contrast, the MLE is about one order of magnitude larger than the

(Arithmetic Mean, MLE, Geometric Mean) for Three Regions (Shelf,

Shelfbreak, Deep Slope)

arithmetic mean on the shelf and shelfbreak.

Shelf Shelfbreak Deep The number of k- estimates used in each bin is indicated by the dashed lines in
- ; = = —_ Figure 9. For instance, few profiles achieved maximum depths below 300 m,
Arithmetic 1.9 %107 43 x 10 52 %10 . . .
o . i so for these bins, the estimates of x, are poor representatives of averages.
WL 2R RS0 ey Similarly, there were few profiles on the shelfbreak that reached maximum
Geometric 23 x107° 14 %1076 57x107  depths >40 m.

YEE ET AL.

14 of 25

a ‘€ FTOT ‘1626691T

//:sdny woiy papeoy

9SUSOIT SuoWWo)) dANEa1) djqeatjdde o) Aq pauIdAOS o1k SI[O1IE V() (2SN JO SO[NI 10] ATRIqIT QUI[UQ) AS[IA\ UO (SUONIPUOD-PUE-SULID}/w0d Ao[im" K1eiqrjautjuo,/:sdny) suonipuoy) pue sud I, oY) 39S *[$707/20/87] uo Areiqry surjuQ Aofip ‘Areiqiy 1oym [9IN A9 Z€6610D1£T0T/6T01 01/10p/W0d Ko[IM'.



. Y d N | .
NI Journal of Geophysical Research: Oceans 10.1029/2023JC019932
AND SPACE SCIENCES
Arithmetic MLE Geometric
number of points number of points number of points
o 0 500 1000 b 500 1000 ¢y 500 1000 d e
0 = o T F T T
\\ ~ : \\ d \ = S < \ \
! i rd A . . 7 “ " 4 g
2 ny ’
-50 : _// B : 1 Bl N
1 1 I ! 1 ]
1 | T Ty I}
1 I 1 I 1 il /I
-100F . _—a v . /! 2 s 1 |
¢ —4 ! v»—‘ ’
1 / 1 1 /l
1| H: l‘ i ﬁ "
-150F | 7 - — -
{5 \ | i "
1 1 % 1 \
—_ 1 1 | o
E 200} 1+ L\ =
N iy 1 ™,
i L i\
: /’ : : "I
250} ! L 1 i 4 i |
1 ] 1 \
1 HEH
\ \ \
/\ \ HH )
‘300 —II//’ —,/ ’ -/}A#/ - [ r_
‘. ' L
! t —
1 1 1
- i 1 N )
%0 : i | — Shelf
! i — : — Shelfbreak
: ! / ' — Deep slope
-400b—t—n——— L . L w ,
-5 0 5 0 -5 0 -15 -1 -05 0 30 35

log . [m?/s]

log .. [m?/s] log [m2 /s] Temperature [degC] Practical salinity
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(e) profiles are also shown. A constant molecular diffusivity (x = 1.5 X 107" m?s

SNR below the rejection threshold.

~1y is imposed at the location of any spectrum with both |dT/dz|> 0.001 °Cm™" and

4.4. Background Temperature and Heat Flux

Temperature gradients at 10-100 m scales across the study region are correlated with three distinct ocean
layers (Figure 10). In the region 0-80 m, gradients are very small (most measurements have magnitude
<5 x 107%°Cm™") and are normally distributed about zero. This region represents the surface layer, and is
comprised of several distinct water masses: newly formed cold winter water on the shelf, a surface mixed layer
in the basin away from the shelf, and warm remnant PSW. These different water masses are distinguishable by
background temperature in section KTO (Figure 1). Due to its composite nature, the surface layer is patchy
with respect to temperature, and it is thus not surprising that both positive and negative dT/dz are present.
Between 80 and 160 m, the distribution of dT/dz peaks near zero with long tails in both the positive and
negative directions. This is the depth region corresponding to the cold halocline. At 160 m and below, the
background temperature gradient is almost always negative and, unlike at depths <160 m, the distribution does
not peak near zero. This strong signal of negative dT/dz is due to the warm and salty AW.

Heat exchanges between water masses in the Arctic Ocean (e.g., between warm AW and the overlying cold
halocline) can affect water mass properties as well as sea ice formation and melt, with implications for global
climate systems (e.g., Maykut & Untersteiner, 1971; Polyakov et al., 2020; Rippeth et al., 2015). Estimates of
turbulent diffusivity and heat flux are therefore important for understanding the dynamics of the region. Heat flux,
F, is linearly related to both the background temperature gradient and the temperature diffusivity:
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Figure 10. Histogram of background d7/dz, measured from the CTD, color-coded by depth range. Only the 95 profiles with
working MR are included.

dT
F= —KT—C

2 P (12)

where C,, and p are the specific heat capacity and the in-situ density of sea water. Note that heat flux is defined so
that negative dT/dz (the spatially averaged vertical temperature gradient) yields a positive flux, which implies an
upward transport of heat.

Heat flux distributions are separated into depth ranges in Figure 11. The heat fluxes with the largest magnitudes
(>10 Wm™?) are seen most often in the 080 m depth category, and only rarely at depths >80 m. This is likely
because the surface waters tend to exhibit the largest x;-and also tend to be patchy in temperature, which can result
in sharp gradients and large heat fluxes. In the deeper and typically less energetic waters, the heat flux magnitudes
tend to be smaller. The 80—160 m fluxes peak around 0 Wm™2, while the peak of the 160—400 m fluxes is shifted
slightly toward positive values, since these deepest observations are associated with almost exclusively negative
dT/dz (Figure 10) and thus upward heat flux.

4.4.1. Heat Flux Into the Cold Halocline at the AW Thermocline

Heat flux into the cold halocline was calculated for individual profiles following a similar method to Rippeth
et al. (2015) in which an average « is estimated for an entire layer, along with a bulk mean temperature gradient

that approximates % ~ &L,
tween the top and bottom of the layer. Arithmetic averages are used for the sake of comparison with other
literature. The core of the cold halocline was defined for each profile to be the depth at which the lowest tem-

perature was observed, between the 1,026 and 1,027 kg/m? isopycnals. We then calculated the mean heat flux into

where AZ is the layer thickness and AT is the potential temperature difference be-

the cold halocline above and below its core using bulk temperature gradients and averaged k; over the upper and
lower portions of the cold halocline. An average heat flux into the cold halocline from above (below) of
—2.84+2.8 Wm™? (1.2 # 3.0 Wm™?) was calculated from 15 profiles with maximum depth greater than the base of
the cold halocline. Thus, net inward heat flux is estimated as 4.0 + 4.1 Wm ™2, with a slightly larger amount of heat
entering from the surface, rather than the deeper ocean, at this time of year. This inward heat flux would
eventually erode the cold halocline in the absence of seasonally inflowing cold, salty water from ice formation
upstream on the Bering and Chukchi shelves (e.g., Itoh et al., 2012; Pacini et al., 2019), or locally on the Beaufort
shelf (Dabrowski et al., 2022; Jackson et al., 2015).
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Figure 11. Histogram of heat flux in three depth ranges. Only observations with SNR above the rejection threshold are
included. Heat fluxes are calculated from iy .

Heat flux through the upper bound of the AW varies throughout the Arctic Ocean. Our average upward flux of
1.2 + 3.0 Wm™ through the AW thermocline is smaller than the mean heat flux across the AW thermocline of
22 +2 Wm™? reported in Rippeth et al. (2015) at the continental slope north of Svalbard. Renner et al. (2018) and
Meyer et al. (2017) also report relatively large heat fluxes (>10 Wm™?) above the AW core in the Nansen Basin,
and both Polyakov et al. (2019) and Schulz, Janout, et al. (2021) report fluxes of 3—4 Wm 2 near slope regions in
the Eurasian Basin. In the Amundsen Basin away from steep bathymetry, smaller heat fluxes of ((0.1) Wm ™
have been observed (Fer, 2009; Guthrie et al., 2017).

In many cases (e.g., Meyer et al., 2017; Peterson et al., 2017; Renner et al., 2018), episodically high Arctic Ocean
heat fluxes one or more orders of magnitude larger than annual averages have been observed, and have been
associated with storm events, AW shoaling, and seasonal ice melt. In the present Canada Basin data set, some
large upward fluxes at the top of the AW on the order of 10 Wm™? are also observed. Such variability, combined
with the relatively small number of profiles that reached AW depth, contributes to the large uncertainty associated
with our estimates of AW thermocline flux and net flux into the cold halocline.

4.4.2. Statistics of Heat Fluxes Throughout the Surface, Cold Halocline, and AW Layers

The distributions of heat flux throughout the surface layer, the cold halocline, and the AW are now considered
(Figure 12). These layers, which are visible in the example section shown in Figure 1a, are defined as follows:

o Surface layer water, which includes newly formed winter water, mixed layer basin water, and PSW: density
less than 1,026 kg m™> and practical salinity less than 31.5

e Cold halocline water: density between 1,026 and 1,027 kg m™>, or temperature below —1°C and depth
below 75 m

o AW: depth below 150 m and practical salinity greater than 34

These definitions are based on empirical estimates of distinct water masses after examining the salinity, tem-
perature, and density background across multiple sections. The conditions for each water mass deliberately do not
overlap—that is, there are some data points that do not fall into any of the three categories. Such points occur most
often at interfaces where characteristics are mixed between two water masses. Using these narrow definitions
allows for more confidence in water mass classification, compared to classification by depth only. As a result, the
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Figure 12. Heat flux distributions for three distinct water masses: (a) the
surface layer, (b) the cold halocline, and (c) the AW. Positive heat flux

corresponds to upward heat transport. Only observations with SNR above
the rejection threshold are included. Heat fluxes are calculated from xz p.

number of heat flux estimates is smaller when classifying by water mass
compared to Figure 11 where all non-rejected estimates are included.

Surface waters exhibit both positive and negative heat fluxes with a slight bias
toward positive (Figure 12a). The nearest surface waters would likely have
been cooling due to air-sea heat fluxes at the time of year when these mea-
surements were made, causing such an upward flux of heat toward shallower
depths. The observation of occasional upward heat fluxes of 10-50 Wm ™2
above the warm PSW is notable, since even highly intermittent fluxes of this
magnitude could lead to warming of the cool surface layer and delayed freeze-
up. Within the cold halocline layer (Figure 12b), the heat flux distribution is
approximately centered about 0 Wm™>, indicating that a similar amount of
heat is transported downward into the cold halocline from the surface layer
(accounting for the negative fluxes) and upward from the AW layer (ac-
counting for the positive fluxes), consistent with the findings of Schulz,
Janout, et al. (2021) in the eastern Arctic. This represents a net warming of the
cold halocline and is consistent with the layer-averaged halocline heat flux
calculation described earlier in this section. In the surface and cold halocline
layers, most heat fluxes have magnitude 10 Wm™? or less, with some larger
fluxes >50 Wm™ that comprise approximately 15% of the surface layer
observations (representing 8% of the observations overall). Within the AW
layer (Figure 12c), such larger heat fluxes are less common due to smaller
temperature gradients. Heat flux throughout the AW is almost always upward,
since the temperature of this water mass is elevated compared to the overlying
cold halocline and none of the profiles were deep enough to see the tem-
perature gradients reverse sign below the AW core.

The turbulent heat fluxes from this near-coastal data set tend to be larger by
about 1-2 orders of magnitude in comparison to the double diffusive heat
fluxes in the central Canada Basin calculated by Timmermans et al. (2008).
Shaw and Stanton (2014) reported turbulent heat fluxes as high as 2 Wm™
near the Northwind Ridge to the west of the Canada Basin, comparable to our
median values of heat flux near the shelfbreak. The small number of large
(>10 Wm™?) heat fluxes observed in this work may be the result of inter-
mittent turbulence-generating events as flows interact with the steep shelf-
break bathymetry; the importance of boundary layers in mixing at the basin
scale has been previously demonstrated with microstructure measurements
and tracer release experiments (e.g., Holtermann & Umlauf, 2012; Ledwell &
Hickey, 1995), and some possible mechanisms for the conversion of unsteady
lee wave energy to turbulence at boundaries in Arctic shelf seas have been
proposed (e.g., Fer et al., 2020; Schulz, Biittner, et al., 2021). More
comprehensive measurements in the future could clarify the frequency with
which such fluxes occur, and the processes that generate them.

5. Conclusions

A total of 95 temperature microstructure profiles were obtained on the shelf
and in the vicinity of the shelfbreak of the southern Canada Basin by attaching
a microstructure probe to a CTD rosette during an autumn 2018 research
cruise. We compared two methods (FS and RW) for estimating turbulence
parameters y and ¢, after applying several rigorous quality control measures.

The quality control framework developed in this work assesses the signal-to-noise ratio, the quality of the spectral

fit to the Kraichnan form, and the potential for contamination due to sudden instrument deceleration. No double

diffusive steps were observed, and low (~0.5 ms™}) instrument descent rates were maintained in this data set. The

FS and RW methods were found to yield similar results for y after rejection criteria were applied to this particular
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data set. Any future work involving ¢ and y should consider the potential impact of DD instability, possibly by
implementing a rejection criterion based on R ,. The differences in the two methods suggest that the FS method is
preferred for estimates of y and £ when DD is involved and when ¢ is sufficiently small (such that kz can be
reliably estimated using a FS fit). The RW method is likely to be more accurate when ¢ is large and when shear
instability (rather than DD) dominates. We hypothesize that the two methods will provide consistent estimates
when ¢ is small and when DD processes are weak, and that neither method should be applied when ¢ is large and
DD is observed.

Estimates of turbulent diffusivity were, on average, elevated in profiles obtained over shallower bathymetry
compared to those obtained over the deep slope. We also examined background temperature gradients and
determined that three distinct layers in this region—the surface layer, the cold halocline, and the warm AW—
could be characterized via dT/dz. Vertical heat fluxes obtained from diffusivities were calculated for the three
layers. Surface layer heat fluxes were both positive (upward) and negative (downward) with a slight bias toward
positive. Heat fluxing into the cold halocline from above was found to be of the same order of magnitude as heat
flux from the underlying AW. In both the surface and cold halocline, heat fluxes tended to be within +10 Wm™2,
but were occasionally several times larger. In the AW layer, temperature gradients are more stable, and thus
©(10) Wm™2 heat fluxes were observed less often compared to the overlying layers.

Our results support the measurement of temperature microstructure on routine hydrographic surveys, since data
can be used to estimate turbulent heat fluxes provided that strict rejection criteria are applied. Estimations of heat
flux are important for constraining heat budgets and therefore making predictions about sea ice formation and loss
over time. Repeated measurements of this nature in the Canada Basin and throughout the Arctic Ocean could
increase the breadth of observations in this unique and rapidly changing environment.

Appendix A: Additional Details on the Rejection Criteria
Al. Mean Absolute Deviation (MAD)

MAD rejection occurs when the observed spectrum does not resemble the Kraichnan spectrum. This may
happen when flow is laminar or nearly laminar (i.e., when turbulent diffusivities approach molecular values), or
when environmental processes other than turbulence are present. Varying degrees of anisotropy in the turbulent
field, often relating to the effect of stratification on the vertical dimension, can also influence how well an
observed spectrum adheres to the theoretical form (Gargett, 1985). Thus, it is not always appropriate to fit a
Kraichnan spectrum and doing so in these cases will likely yield unreliable estimates of the true environmental
turbulence.

For fits made using the FS method, MAD is calculated using every wavenumber; for fits made using the RW
method, the region over which MAD is calculated is limited to the region of the fit. The criterion of rejection when
MAD > 1.4 comes from the recommended threshold of 2(2/d)'? where d = 4, the number of degrees of freedom
(Ruddick et al., 2000).

A2. Descent Rate

Spectra that are contaminated due to sudden rosette deceleration will measure elevated non-enironmental tur-
bulence (Goto et al., 2018). The instrument descent speed, w, varies across profiles because the maximum depths
reached by profiles in this data set range between 20 and 400 m. Thus, a constant rejection threshold is not
appropriate. In Equation 11, the coefficient 0.75 and the 3 s averaging window were chosen after comparing MR
temperature gradient variance from rejected portions of profiles to variance prior to the deceleration for multiple
different averaging window sizes and coefficients.

We define the following variance ratio to test the effectiveness of the descent speed rejection criterion:

Var( \ Tllaefore)

Variance ratio = ———————
Var(VTlx, rejecled)

(A1)

Here, var(VTesore) 1s the variance of the temperature gradient fluctuations in the n-seconds prior to the start of a
profile segment rejected by the descent rate criterion, where n defines the period of time used for the averaging
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Figure Al. Histograms of the base 10 logarithm of variance ratio for various rejection thresholds at all descent rate-rejected segments. From left to right, averaging
periods for the comparison segment in each column are 1, 3, 5, and 10 s. The vertical black line indicates where variance ratio = 1: if the threshold is effective, most data
should fall to the left of this line. The threshold that was ultimately chosen (and its associated histogram) is indicated by the green box.

window against which a given spectrum's descent rate is compared. For example, in Equation 11, n = 3.
var(VT1,, rejecea) 18 the variance of the temperature gradient in a 1 s window within a segment rejected due to
descent rate. When the rejection threshold for descent speed, w,, is correctly defined, the variance ratio should be
<1 most of the time, since periods of abrupt deceleration exhibit enhanced temperature gradient variance due to
turbulence compared to periods unaffected by deceleration.

Histograms of variance ratio for all descent speed-rejected segments are shown in Figure A1, with different w,.
Averaging periods for the comparison segment (prior to deceleration) of 1, 3, 5, and 10 s (columns, Figure A1)
were tested, and it was observed that using 5 and 10s segments caused a notable increase in number of rejected
segments with variance ratio >1, especially for w, = 0.75w, and w, = 0.85w,. The difference in number of
segments with variance ratio >1 is less obvious between averaging windows of 1 and 3s. However, to reduce the
potentially biasing impact of short-lived (<1s duration) turbulent events, we decided to use the longer averaging
period of 3s.

We additionally reject all spectra from 1.5s after w increases back above w,. This overshoot of 1.5s is a con-
servative estimate based on the observation that segments of profiles affected by deceleration contamination take
at most 1.5 s to return to their baseline after a slowing event.

For a 3s averaging window, the rejection threshold is w; multiplied by some coefficient. The variance ratio was
calculated for various coefficients (rows, Figure Al). Approximately 10% more rejection occurs when the
threshold is defined with coefficient 0.75 compared to 0.5, and there is similarly an increase around 10% between
0.85 and 0.75 times. However, most of the additional rejection between the 0.5 and 0.75 thresholds occurs at
variance ratio <1. Thus, this rejection is probably warranted, since most rejected portions exhibit enhanced
variance in VT". At the 0.85 threshold, there are a notable number of rejected segments with variance ratio >1,
suggesting this threshold may be too aggressive. 0.75 is then most appropriate, yielding the descent rate threshold
defined in Equation 11: w, = 0.75wj.
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A3. Signal-To-Noise Ratio (SNR)

SNR is a property of the spectrum and does not depend on whether the FS or RW method is used, but we observed
an artificial lower limit for y¢ that is influenced by SNR and was used to determine our choice of rejection
threshold. This limit is seen only with the FS method since instrument noise is considered only when fitting to all
wavenumbers. When the signal is low (and SNR is also low), the FS method often incorrectly fits the peak of the
theoretical spectrum to the noise peak (Figure 3b), resulting in a y that is unrealistically large. This problem does
not occur with the RW method, where the wavenumbers over which the noise spectrum is significant are not
considered when performing the fit. However, the SNR rejection criterion is applied to all spectra irrespective of
method, since low signal is indicative of low temperature variance (due to either low turbulence or a well-mixed
background, or both), and our methods for determining y and ¢ rely on the presence of sufficiently strong tem-
perature variance.

Our rejection criterion of SNR < 2 is slightly stricter than Goto et al. (2018), who reject spectra with SNR < 1.5.
However, in comparing the results between the two methods, the lower limit on y.¢ was improved using the
stricter rejection requirement of SNR < 2 (Figure 3a).

A4. Method Difference

The choice of rejection threshold for FS and RW disagreement must be a balance between including only
trustworthy observations where the methods agree, and minimizing the amount of data lost. We have set the
threshold such that rejection occurs when the methods disagree by an order of magnitude, resulting in approx-
imately 10% rejection. However, if the threshold was to be implemented for method disagreements greater than a
factor of 5, 17% of data would be rejected; for a factor of 3, ~25% would be rejected.

Appendix B: Descent Rate Limits on &g

The maximum resolvable wavenumber in cpm depends on the Nyquist frequency, which is one half of the sample
frequency, f,, and descent rate, w:

Kinax = Gh) (B1)

max .
w

The maximum resolvable wavenumber limit is relevant to the FS method, which calculates & from an estimate of
kg. In contrast, the RW method does not require estimates of kj, and spectral values near kg are not used in the RW
fitting algorithm. From Equations 6 and B1, the theoretical maximum resolvable ¢ when using the FS method
depends on descent rate as

L
Emax,FS = 2”% I-/Kz’ (B2)

assuming that kz must be fully resolved for an accurate estimate.

When plotted against the scattered data & versus w, &, rs (green curve in Figure B1) reproduces the shape
of the upper limit of the observed &, (red dashed curve in Figure B1), but is displaced downward, corre-
sponding to k., = 2kg. This suggests that k > 2kj is required in order to be able to use the FS method for
estimating &.
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Figure B1. Bothlog & from FS and RW plotted against instrument descent speed. £ is limited by fall speed while &, is not.
Emax.heorerical (Er€EN) assumes kp must be fully resolved to obtain an accurate estimate of &, and thus depends on sample
frequency (512 Hz in this study). Observations indicate that the true limit for £ is 0.5 4 times the predicted theoretical limit.
Acronyms
CTD conductivity-temperature-depth package
ADCP acoustic Doppler current profiler
IBCAOv3 International Bathymetric Chart of the Arctic Ocean Version 3.0
AW Atlantic water
PSW Pacific summer water
MR MicroRider-1000
FS full-spectrum
MLE maximum likelihood estimate
RW resolved wavenumber
SNR signal-to-noise ratio
MAD mean absolute deviation
DD double diffusion
Data Availability Statement
The unprocessed profiles obtained using the Microrider-1000 in.P file format and processed profiles of turbulent
diffusivity with corresponding CTD and position in.nc file format can be accessed on Borealis (Musgrave &
Yee, 2023). The echosounder and shipboard ADCP data for the cruise HLY 1803 were used to create this
manuscript (Pickart, 2018). The MATLAB code used for the RW method is publicly available (Ocean Mixing
Group (Oregon State University), 2020).
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