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A B S T R A C T   

The John H. Chafee Foster Care Program for Successful Transition to Adulthood (CFCIP) allocates funding to 
provide services to youth who are likely to age out of foster care. These services, covering everything from 
mentoring to financial aid, are expected to be distributed in ways that prepare youth for life after care. One 
natural question to ask is, which youth receive Chafee services? The present work makes use of the National Youth 
in Transition Database (NYTD), a large-scale administrative dataset that tracks services allocated to youth that 
use CFCIP funds to answer this question. Specifically, we conduct a forensic social science analysis of the NYTD 
data. To do so, we first use computational methods to help us uncover the factors that best predict which youth 
will receive services associated with service receipt. We find that the majority of variables in the Adoption and 
Foster Care Analysis and Reporting System (AFCARS) and NYTD have limited or no utility in predicting Chafee 
service receipt, and that a subset of three variables—youth age, youth time in care, and the state in which a youth 
is in care—explain almost all variability in service receipt. We conclude with a discussion of the implications of 
these and other findings on future research on Chafee service allocation, and the utility of predictive modeling in 
child welfare, with a particular focus on the utility of the NYTD in this context.   

1. Introduction 

One of the goals of the U.S. child welfare system is, where appro-
priate, to keep youth with their families.2 Despite this goal and efforts to 
achieve it, tens of thousands of youth each year are removed from their 
families. Many of these youth will eventually age out of foster care 
without returning to their families or being adopted; that is, they will 
turn an age at which they are no longer considered wards of the state and 
eligible for services. Youth who age out of care, on average, have 
significantly worse life outcomes as compared to general populations of 
youth. For example, they are known to experience criminal or juvenile 
justice system involvement, food insecurity, and homelessness at much 
higher rates than their peers (Lockwood et al., 2015). 

Recognizing this, the federal government has passed several laws 
that aim to improve outcomes among older youth in foster care. The 
Foster Care Independence Act, signed into law in 1999, established the 
John H. Chafee Foster Care Program for Successful Transition to 
Adulthood (CFCIP). Under CFCIP, the federal government allocates Title 

IV-E funding to states to provide services to foster youth who are likely 
to age out of care. States in turn use this money to refund foster care 
agencies, both public and private, for services rendered to foster youth. 
Services funded by the Chafee program include anything from mentor-
ing to financial assistance for housing and post-secondary education. 

A number of studies have explored how services are allocated to 
foster youth under the CFCIP (Chor et al., 2018; Pérez et al., 2020; 
Okpych, 2015; Thompson et al., 2021), and what the effects of those 
services are on youth (Collins and Ward, 2011, 2005, 2021, 2022, 2021, 
2019, 2019, 2018). The present work focuses exclusively on the former, 
asking what can we say about the youths who do (not) receive Chafee ser-
vices? Answering this question is important in order to a) identify pat-
terns in how services are allocated, and b) develop prescriptive 
recommendations for better or more refined interventions in the future. 

One important resource for research in this area is the National 
Youth in Transition Database (NYTD) (Bureau et al., 2019). Foster care 
agencies that receive funding from CFCIP are mandated to report data 
regarding case-level information on the youth and the independent 
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living services they receive. These services are entered into the NYTD, 
and coded into one of 15 high-level service types that the database 
tracks. Data on youth service receipt are collected and recorded bi- 
annually in the NYTD, giving a set of longitudinal snapshots of alloca-
tion patterns over time. 

The first and most widely cited (as of writing) use of the NYTD data 
to study service allocation patterns comes from Okpych (2015). They 
analyzed Chafee service receipt across the U.S. among all youth ages 
16–21 who were in foster care in fiscal year (FY) 2011 and were eligible 
for Chafee-funded services. Their goal was to identify characteristics of 
youth who were eligible for the Chafee program who in turn did, or did 
not, receive services. Using descriptive statistics, their work showed that 
receipt of specific services varied across race/ethnicity, gender, and 
whether or not an individual had been identified as having a disability. 
Their work also showed important effects of the urbanicity of the 
counties in which youth were in care, and that this effect varied across 
racial lines. 

The present work provides a complementary analysis of NYTD data 
on Chafee service receipt to that of Okpych (2015). Specifically, we 
propose a distinct methodological approach that leads to a number of 
novel findings about the factors that may, and equally as important, may 
not be associated with Chafee service receipt among older youth. Our 
work points to the potential limitations of using the NYTD and AFCARS 
to study Chafee service allocation. Specifically, we draw on an analytical 
paradigm increasingly popular in sociology (e.g. Salganik et al., 2020; 
Kozlowski et al., 2018), social psychology (e.g. Garg et al., 2018), and 
political science (e.g. Roberts et al., 2014) that is commonly referred to 
as forensic social science (McFarland et al., 2015). Forensic social science 
“is an approach that merges applied and theory-driven perspectives… 

[to] guide deductive explorations of the data while also using induction 
to discover which theories afford an explanation” (McFarland et al., 
2015, pg. 20). Critically, forensic social science, as a subfield of 
computational social science (Lazer et al., 2009; Epstein, 1999), is 
distinct from forensic social work, a separate methodology defined as 
“the practice specialty in social work that focuses on the law and 
educating law professionals about social welfare issues and social 
workers about the legal aspects of their objectives” (Barker, 2003, p. 
140), (cf. Roberts and Brownell, 1999). 

Where a more traditional social scientific approach, like that pursued 
by Okpych (2015), uses a small number of independent variables to 
evaluate a finite set of hypotheses, forensic social science aims to 
leverage “big data” and modern computational methods to confirm 
existing claims in new ways and generate new avenues for inquiry and/ 
or practice that were not apparent before the analyses were conducted 
(Goldberg, 2015). We employ a particular kind of forensic social science 
analysis here that uses predictive modeling to understand social phe-
nomena (see Salganik et al., 2020, discussed below, for the most elab-
orate example). 

With a predictive modeling approach, we first identify a prediction 
task, in which the goal is to guess (predict) the value of some outcome for 
each individual in the population of interest, given other information 
available about the individual. Our interest is in understanding how the 
factors associated with youth who do (not) receive services translate into 
the following prediction task: Given data on foster youth from the NYTD 
and other associated datasets, can we predict how many distinct services that 
youth will receive in a given year? Informed by prior work and empirical 
observations, we ask this question across three distinct subsets of 
services. 

Having identified a prediction task, we then develop and carry out a 
prediction experiment, in which we evaluate a number of different ap-
proaches, or predictive models, to making these predictions. These models 
range in both the complexity and quality of their predictions, from 
simple baselines (e.g., predicting the same number for all youth), to 
standard regression models, to machine learning models that incorporate 
dozens of predictors into a complex, non-linear function to make pre-
dictions. Our experiment consists of repeated trials, where we separate 

our population into “training” and “test” sets of individuals. In each trial, 
we then “teach” the model on the training data (e.g. fit regression 
models) using the training data, and then estimate how well the models 
“learn the material” by assessing prediction quality (model perfor-
mance) on the test data. Intuitively, models that perform better on the 
test better “understand” the data, and can help us gain insights into it. 
Finally, we conduct a model exploration where we assess the relative 
predictive power of the individual-level and structural factors used by 
the model that best explains the data. 

This predictive modeling approach, where we consider computa-
tional models that can identify predictive power of factors in the data 
even when those effects are highly non-linear (e.g. where effects vary by 
state) can help us to address three complementary questions. First, what 
are the most important factors predicting our outcome, considering these 
potential non-linearities? To the extent these factors align with and/or 
are distinct from prior work, a forensic social science approach can help 
to validate that we are focusing on the correct and complete set of 
important variables. Second, what are the factors that do not help us 
predict which youth receive Chafee services, even when a highly com-
plex model is used? Understanding which factors may lack predictive 
power over our outcome can help us narrow the scope of future inquiry. 
Finally, forensic social science approaches can help us understand the 
limits of predictability within the context of a particular dataset; in our case, 
we can understand how well we can make predictions about which 
youth will receive which services, given data in the NYTD. 

Notably, our use of predictive modeling in the present work is 
distinct from its use in what we will call point-of-decision predictive 
modeling, where the goal is to use predictive modeling to make or aid in 
on-the-ground decisions. Such applications of predictive modeling are 
common in child welfare. For example, over a dozen child welfare 
agencies used predictive modeling in 2021 (Samant et al., 2021), with 
systems in place to help identify youth at risk of abuse (Chouldechova 
et al., 2018; Vaithianathan et al., 2018), and to help select youth for 
social services interventions (Saxena et al., 2020a). However, scholars 
have identified problems with existing tools, including biases in their 
predictions (Purdy and and Glass, 2020; Rodriguez and Storer, 2020; 
Yelick and Thyer, 2020; Cheng et al., 2022; Keddell, 2019) and a critical 
gap between expected use and practice (Kawakami et al., 2022b; 
Kawakami et al., 2022a). These challenges with point-of-decision pre-
dictive modeling have led some to recommend eradicating its use 
entirely from child welfare (Abdurahman, 2021a). In contrast, the pre-
sent work argues for a more nuanced perspective, where we use pre-
dictive modeling but in a forensic social science setting. Here, we can use 
predictive models to help us understand the data we have and to provide 
evidence for or new lines of inquiry, and not by making suggestions at 
the point in time where decisions are made. 

In sum, our work makes three contributions to the literature. First, 
substantively, we show that variables in the NYTD and associated 
datasets can be categorized loosely into one of three groups: (1) a small 
number of factors (three) that are strongly predictive of how many 
Chafee services youth receive, (2) a modest number of factors that have 
smaller but non-zero predictive power, and (3) a large number of factors 
that have almost no observed predictive power. We provide a discussion 
of the implications of these findings for the study of Chafee service 
allocation and the utility of predictive modeling as applied to data from 
the NYTD and associated datasets. Second, methodologically, we 
establish forensic social science as a principled methodology that can 
provide new insights into problems in child welfare via the combined 
use of predictive modeling and domain knowledge. We are careful, 
however, to compare and contrast this use of predictive modeling from 
its use at the point of decision-making, emphasizing the distinct con-
siderations in each setting. Finally, we provide open materials3 that 
others can use to replicate and extend our work, creating a bridge to new 

3 https://github.com/kennyjoseph/chafee_service_alloc. 
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explorations that use our methodology. 

2. Background 

2.1. Prior work on Chafee service allocation with the NYTD 

A number of recent efforts have been made to study how Chafee 
services are allocated using the NYTD. As mentioned previously, Okpych 
(2015) analyzed Chafee service receipt across the U.S. among youth in 
foster care (ages 16–21) using data from the 2011–2012 NYTD. They 
observed biases in service allocation across gender—females were more 
likely to receive services, race—multi-racial and Hispanic youth were 
more likely to receive at least one service than any other groups, and 
Black youth were the least likely to receive a Chafee service— and 
county urbanicity— youth in rural/non-metropolitan areas were more 
likely to receive services, including more kinds of services, than youth in 
large metropolitan areas. 

However, using broad descriptive statistics can lead to what is known 
as Simpson’s paradox, where patterns in data aggregated across many 
individuals mask more complex, and sometimes contradictory, patterns 
at lower levels of aggregation (Lerman, 2018). In part driven by a search 
for these lower-level patterns, recent work has moved beyond the 
descriptive efforts of Okpych (2015). In particular, Chor et al. (2018) 
studied youth in foster care from FY 2011–2013 who received at least 
one Chafee-funded service according to the NYTD. The authors used a 
variant of latent class analysis (LCA), multi-level LCA, that accounted for 
state-level effects to cluster youth based on the set of services they 
received. Their work identified three service profiles: “High-service 
receipt”, “Limited service receipt”, and a class of youth who only 
received Academic Support or an Independent Living Needs assessment. 
These classes varied in size, representing around 20%, 30%, and 50% of 
their data, respectively. Chor et al. (2018) then showed significant 
predictors of youth falling into each class, finding differences on age, 
gender, educational attainment, and race. Pérez et al. (2020), using the 
same methodology as Chor et al. (2018), but with only 16-year-old 
youth, also identified a three-class clustering of youth by service 
receipt, with similar underlying factors predicting class membership. 

The present work extends prior efforts by including youth who did 
not receive any services, in addition to those who did, and by using 
recent iterations of the NYTD dataset. Our analysis considers the 
importance of nearly all variables in the NYTD and associated datasets in 
predicting Chafee service receipt. Doing so allows us to provide a more 
detailed outline of which, out of all possible factors in the available data, 
most determine Chafee service receipt and guides future explorations of 
service allocation using these data. We also identify potential limitations 
to the NYTD and associated datasets in what they may be able to tell us 
about Chafee service receipt. 

2.2. Forensic social science 

Forensic social science uses machine learning and social theory to 
advance understanding of social phenomena. Like Radford and Joseph 
(2020, pg.1), we define social theory “broadly, as the set of 
scientifically-defined constructs like race, gender, social class, 
inequality, family, and institution, and their causes and consequences 
for one another.” We define machine learning in a similarly broad 
fashion, as any computational model that learns from experience 
(Mitchell et al., 1997). The field of machine learning therefore encom-
passes traditional statistical models, like linear regression. However, the 
focus in machine learning research is distinct from typical uses of linear 
regression in the social sciences because the focus is typically on pre-
diction, rather than explanation (Hofman et al., 2021). The goal of ma-
chine learning, at least initially, is to find any possible way to predict 
outcomes instead of explaining how those outcomes were predicted. 

This focus on prediction has led to the development of models able to 
identify relationships between independent and dependent variables 

that would not have been uncovered with traditional statistical methods 
(Radford and Joseph, 2020). Similarly, we can be more confident that 
independent variables not leveraged by these more complex models to 
predict the outcome are unlikely to play a significant direct role in 
determining the outcome. Predictive modeling cannot, however, tell us 
whether a particular variable causes or is merely correlated with the 
outcome and cannot explain why the outcome is occurring. Thus, the 
findings of work focused on prediction can be misleading when applied 
to policy and intervention settings (Hofman et al., 2021). In contrast, 
social theory involves identifying the causal mechanisms that may 
explain why a particular variable is, or is not, predictive. 

Machine learning and social theory can therefore be used produc-
tively together, and the field of forensic social science has developed 
around this intersection. The utility of a forensic social science approach 
is perhaps best described by McFarland et al. (2015): 

[T]he use of machine learning is atheoretical, but it is potentially 
powerful when used as an agnostic search for potential explanations. 
In contrast, theory is a somewhat narrow-minded but powerful 
tool…[that] affords potential explanations for how features inter-
relate. As such, the iterative combination of atheoretical induction 
and theory-led deduction can be quite powerful. (pg. 10). 
Perhaps the most well-known empirical forensic social science work 

is from Salganik et al. (2020). In this work, the authors organized and 
conducted a competition to predict life outcomes in the Fragile Families 
dataset, which tracks youth from birth through adulthood. The core 
finding of this challenge was that despite comparing dozens of complex 
competing models, none systematically outperformed a simple, baseline 
model that used a standard logistic regression to predict life outcomes at 
age 18 from four theoretically-motivated variables: mother’s race/ 
ethnicity, marital status, and education level, and the same outcome (or 
a closely related proxy) measured at age 9. In the present work, we 
compare our predictive model results to analogous theoretically moti-
vated baseline models, helping us to understand if and how more 
complex models prompt new insights beyond existing theory. Finding 
that more complex models do perform better than our baseline models, 
we turn towards an analysis of why we believe this to be the case, and 
what the practical ramifications of this finding are. 

2.3. Predictive modeling in child welfare 

As noted, forensic social science uses predictive models to help 
inform how services are allocated. This differs significantly from the 
standard use of machine learning in child welfare today, where scholars 
aim to build machine learning models that can be used at the point of 
decision. For a general review of this usage, we direct the reader to 
Saxena et al. (2020b). Here, we provide a brief overview. 

Existing efforts to use machine learning in child welfare have pri-
marily attempted to predict the level of risk when a child is referred to a 
child welfare hotline. Predictions are typically based on historical 
administrative data from public welfare systems (Teixeira and Boyas, 
2017). This use of automated decision-making has elicited significant 
criticism given the possibility that reliance on past administrative data 
embeds biases into future predictions of risk (Capatosto, 2017), and 
reinforces the over-surveillance of families of color and those who use 
public welfare (Eubanks, 2018; Glaberson, 2019; Abdurahman, 2021a). 

Few machine learning tools have been built to guide decision-making 
at later stages in the child welfare pipeline (e.g., to inform service 
allocation decisions for older youth). One example is the Think of Us 
platform recently piloted in Santa Clara County, CA and throughout the 
state of Nebraska (see Brindley et al., 2018). This tool collects ongoing 
data from youth on their independent living goals, offers automated 
recommendations and action steps for youth, permits them to assign 
supportive adults to assist with individualized plans, and prompts the 
caseworker to investigate when youth have unmet needs. Despite the 
dearth of real-world applications of algorithms outside of child welfare 
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hotline screening, scholars have begun to call for these tools (e.g. Ahn 
et al., 2021; Andreswari et al., 2018) and federal policy is trending to-
ward embedding machine learning at all levels of the U.S. child welfare 
system to improve case planning and decision-making (e.g. Harrison 
et al., 2018). It is thus imperative that we consider potential ramifica-
tions of the use of these tools at later stages of the child welfare pipeline, 
as well. 

In child welfare systems and other public benefit bureaucracies, the 
risks and rewards of using machine learning are particularly felt by 
service users, who are often already the most vulnerable. These methods 
therefore deserve additional scrutiny before such tools are implemented 
and can cause harm. Human services administrators often have little 
training in predictive analytics, and may turn over decision-making to 
vendors who make lofty promises of efficiency and cost-savings; vendors 
may deliver black-box machine learning models that under-perform 
(Kelly, 2017). These methods often fail to fully account for the cul-
tural and organizational contexts in which data are collected and de-
cisions are made (Church and Fairchild, 2017) and/or enforced 
(Christin, 2017). Significant concerns arise with machine learning 
models that, while meeting mathematical definitions of fairness, do not 
necessarily meet practical definitions that account for equity, trans-
parency, or the degree to which non-white youth are over-represented in 
the child welfare system and suffer adverse outcomes at dispropor-
tionate rates (Brown et al., 2019). 

These critiques point to a need for caution in using machine learning 

in the context of child welfare. Here, we are motivated by the potential 
for machine learning to serve not in an applied decision-making role, i.e. 
point-of-decision predictive modeling, but rather to better understand 
and, in turn, theorize, the ways that youth are impacted by decision- 
making within the existing system, and what role existing data may (or 
may not) play in helping us understand this. However, given the somewhat 
subtle distinction between the two uses, the present work aims to make 
explicit how the use of predictive modeling differs between forensic 
social science and point-of-decision predictive modeling, and what the 
different considerations may be for each. 

3. Data 

Our analysis draws on two datasets made available by the National 
Data Archive on Child Abuse and Neglect (NDACAN). The first is derived 
from the Adoption and Foster Care Analysis and Reporting System 
(AFCARS) (Bureau et al., 2018). On a yearly basis, AFCARS provides 
information about all youth who were in foster care (i.e. any youth that 
meets the federal definition of 45 CFR 1355.20) that particular year. 
Second, we use data from the NYTD. The NYTD comprises multiple 
datasets; here we use data containing a public record of all youth whose 
receipt of Chafee-funded services were reported to the state. The NYTD 
Services data is released twice per year, and can be linked through an 
anonymized ID to the AFCARS dataset. 

Our analysis focuses primarily on data from the 2018 fiscal year (FY). 
In this section, we first describe how we select individuals from the full 
AFCARS dataset for inclusion in our study. We then describe three 
dependent variables that serve as the outcomes we seek to predict. 
Finally, we detail the independent variables (or synonymously here, 
features) that we use to make these predictions. 

3.1. Inclusion/exclusion criteria 

Table 1 lists the set of inclusion criteria that youth were required to 
meet to be considered for our study. Note that the exclusions are 
sequential, and percentages in the table reflect the percent of youth 
removed from the data after all prior steps are considered. The primary 
cause of exclusion from the study was age; in particular, we analyzed 
only youth aged 14–22. These youth received the vast majority (over 
98%) of all services. The second most important exclusion criterion was 
being in care for at least 6 months, which ensured all youth in our study 
had spent enough time in care to have had the opportunity to receive 
services if they were likely to get them. Finally, we excluded youth based 
on a number of missing data criteria, where these missing data did not 

Table 1 
A sequential list of inclusion criterion used in this study to identify the final 
population of interest. The first column in this table lists the criteria used. The 
second lists how many youth were removed from the sample because of that 
criteria. The final lists the percentage of the remaining sample removed because 
of this criteria (i.e. the percent of the sample that resulted from all previous 
criteria).  

Inclusion Criterion N Removed % Removed 
Younger than 22 at the start of the FY 30 <.001% 
Older than 14 at the start of the FY 552,641 80.4% 
In care for at least 6 months in FY 49,189 36.5% 
First removal date >22 years prior to FY 13 .02% 
Removal or Setting Change Dates Not Missing 85 .1% 
Race/Ethnicity Data Not Missing 883 1.0% 
In State where Services were Recorded (not NC or 

PR) 
2,172 2.6% 

Setting Length of Stay Not Missing 931 1.1% 
Parents Died Indicator Not Missing 710 0.9% 
Total youth removed from study 606,654 88.3% 

Total Youth Included: 80,714 Original Sample Size: 687,368  

Fig. 1. The percentage of youth (y-axis) listed as having received each Chafee service (y-axis) at least one time in FY 2018.  
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seem reasonable to impute (see below), and excluded youth in North 
Carolina and Puerto Rico, where Chafee services data were not recorded 
in FY 2018 in the NYTD. 

3.2. Dependent variables 

Our prediction experiment explores three different outcome vari-
ables drawn from 14 of the 15 services listed in the NYTD Service File. 
We exclude Special Education services for two reasons. First, special 
education services are theoretically distinct from other services because 
they are associated with a school-based assessment instead of a social 
services assessment. Second, as shown in Appendix A, special education 
services are empirically distinct in that they are largely uncorrelated 
with all other services. With the remaining 14 services, we construct 
three dependent variables: 

1. All Services - The total number of unique services that a youth re-
ceives. The maximum possible value for this outcome is 14 and in-
cludes all services in the NYTD dataset, except for Special Education 
(these are listed on the x-axis of Fig. 1).  

2. Financial Services - The number of unique services a youth receives 
from the following set: Supervised Independent Living, Room and 
Board Financial Assistance, Education Financial Assistance, Other 
Financial Assistance. These services are unique in that they all either 
pay a youth directly in cash or pay for a service that the youth would 
normally pay for themselves to meet everyday needs related to 
housing and education.  

3. Academic and Employment Support Services The number of 
unique services a youth receives from the following set: Academic 
Support, Post-secondary Educational Support, Career Preparation, 
Employment Programs or Vocational Training, Budget and Financial 
Management, Housing Education and Home, Health Education and 
Risk Prevention, Family Support and Healthy Marriage Education, 
and Mentoring. These services all provide non-monetary supports, 
generally in the form of education or social support. 

These three outcome variables are interesting for different reasons. 
All services, together, help us understand factors related to who gets the 
most and least services. Financial services help us understand services 
provided directly to youth to practice their own independence, and are 
often offered to youth who are expected to pay for their own needs, 
whereas academic and employment support services often seek to pro-
mote self-sufficiency through skills-based training programs and are 
sometimes corrective. For instance, family support and education ser-
vices are often delivered to youth who are already parents or are likely to 
become parents. In addition to the theoretical reasons for selecting these 
subsets of services, we again show in Appendix A that there is empirical 
support that these services are clustered together in their allocation as 
well. 

3.3. Independent variables 

Table 2 lists the 61 categorical, binary, and continuous variables 
used in our analysis to attempt to predict our dependent variables. 
Aligning with the forensic social science approach (McFarland et al., 
2015), these 61 variables represent as many of the variables in the 
NDACAN data as possible while maintaining face validity in the context 
of prior theory and our domain experience. Variables excluded using this 
criterion consisted exclusively of foster family demographics; all other 
variables in the data were included. Exclusion of the foster family de-
mographic variables resulted from observations in early modeling work 
that our predictive models severely overemphasized the importance of 
this demographic information, leading the models to ignore other var-
iables known to be important, such as placement type. Although we 
cannot confirm this, our belief is that this was caused by unresolved 
differences in how states dealt with coding this variable for youth who 
are not in, or who used to be in, foster care. Nonetheless, removing these 
foster family variables produced results that better aligned with (while 
still informing) existing theory, without any significant change in the 
predictive performance of our models. Thus, we decided to remove 
them. 

Descriptive statistics for each variable are included in the supple-
mentary material provided in the code release for this project. For 
continuous variables, we include both the raw value and the logarithm 
of the variable in our predictive models, as is common in predictive 
analyses where both exact time frames and orders of magnitude for time 
may provide salient information (Salganik et al., 2020). All continuous 
variables relevant to dates are measured as days since the end of FY 
2018. 

Missing values are addressed in one of two ways. Where a reasonable 
default value could be identified, we replaced missing values with 
appropriate defaults. For example, 2,380 youth had missing values for 

Table 2 
A Summary of all variables used in our models. For this table, we categorized 
variables into three types: Categorical Variables with meaningful variable levels, 
binary variables (with an ”Unknown” level in some cases), and continuous 
variables. These three types of variables are shown separately. Categorical 
variables are listed alongside their various levels; binary and continuous vari-
ables are simply listed. Variables and variable levels are separated by semicolons 
(;).  

Categorical Variables 
Variable Name Variable Levels 
Race/Ethnicity NH, White; NH, Am Ind AK Native; NH, Asian; NH, Haw/ 

Pac Isl.; NH, >1 Race; Hispanic 
Case Goal Reunification; Live w/ Relatives; Adoption; Long Term 

Foster Care; Emancipation; Guardianship; Not Yet 
Established 

Caretaker Family Married Couple; Unmarried Couple; Single Female; Single 
Male; Unknown/None 

Placement Setting Pre-adoptive Home; Foster family home, relative; Foster 
family home, non-relative; Group home; Institution; 
Supervised independent living; Runaway; Trial home visit 

Manner of Removal Removed Voluntarily; Court Ordered; Unknown Reason 
for Removal 

RU13 Urban/Rural 
Code 

8 Levels, Ranging from 1) Metro: >1 million population to 
8) Rural or < 2.5 K population, Non-Adjacent 

State All 50 states, besides North Carolina, Plus DC 
Age (Categorical) 14, 15, 16,17, 18, 19+
Age on Date of Legal 

Adoption 
Not Applicable; Less than 2 years old; 2–5 years old; 6–12 
years old; 13 years or older; Unable to determine 

Discharge Reason Not Applicable; Reunified with parent, primary caretaker; 
Living with other relative(s); Adoption; Emancipation; 
Guardianship; Transfer to another agency; Runaway; 
Death of child 

Sex Male, Female  

Binary Variables (3 Levels for each: Yes/Applies; No/Does not Apply; Unknown) 
Sexual Abuse; Physical Abuse; Neglect; Alcohol Abuse Parent; Drug Abuse Parent; 
Alcohol Abuse Child; Drug Abuse Child; Child Disability; Child Behavioral Problem; 
Parents Died; Parents in Jail; Caretaker inability; Abandonment; Relinquishment; 
Inadequate Housing; Parents Rights Terminated; Title IV-E Foster Care Payments; 
Title IV-E Adoption Assistance; Title IV-A TANF Payment; Title IV-D Child Support 
Funds; Title XIX Medicaid; SSI or Social Security Act Benefits; Only State or Other 
Support; Aged Out of Foster Care; Clinical Disability, Mental Retardation; Visual/ 
Hearing Impaired; Physical Disability; Emotionally Disturbed; Other Medical Issue; 
Current Placement Setting Outside State; Dad’s Rights Terminated; Mom’s Rights 

Terminated, In AFCARS Dataset in Previous Year; Was Discharged From Latest 
Removal; Was Discharged From Previous Removal; Child is Waiting for Adoption; 

Has Ever Had Periodic Review  

Continuous Variables (Both Raw Values and Logged Values) 
Previous year service count (all services); Previous year service count (Academic and 

Employment Support Services); Previous year service count (financial services); 
Previous year service count (each service individually); Current Setting Length of 
Stay; Total Number of Removals; Total Number of Placements; First Removal Date; 
Latest Removal Date; Latest Setting Date; Date of Discharge from Previous Removal; 
Date of Discharge from Latest Removal; Date of Latest Periodic Review; Age at End 

of FY  
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Clinical Disability; these rows were replaced with a value representing 
”Not Yet Determined” that was also in the AFCARS code book. The full 
set of imputed variables are provided in the data and code accompa-
nying this article. In a related vein, we do not attempt to impute values 
for categories marked as ”Unknown” or ”Not Yet Determined”. The 
primary reason for this is that we do not believe these values to be 
missing at random, but rather that the missingness of these values is 
potentially a meaningful signal of how a youth is receiving services 
within the foster care system (Sankhe et al., 2022). Rather than seek to 
infer “true” values for these missing quantities, then, we treated miss-
ingness itself as a theoretically and empirically meaningful quantity. 

4. Methods 

We first describe the set of predictive models that we construct. Note 
that in all cases for these predictive models, model parameters are 
calculated, or “learned” on one subset of the data, the training data, and 
evaluated on another (the test data). We then detail how we evaluate 
these models. Finally, we detail our approach to model exploration. 

4.1. Prediction models 

We construct two machine learning models to make predictions 
about service allocation. Both of our machine learning models are tree- 
based. We opt to focus on tree-based models for two complementary 
reasons. First, tree-based models are capable of capturing the complex 
dependencies inherent in our administrative data. An example of this is 
the variable Date of Latest Periodic Review, which is dependent on the 
variable Has Ever Had Periodic Review. In a tree-based model, the algo-
rithm can learn to separate youth into those that have or have not ever 
had a periodic review, and then make use of information contained in 
the date of that review. Notably, a linear model (e.g., a linear regres-
sion), cannot do this, even with an interaction term, because a coeffi-
cient for each independent variable is applied to each youth. 

Our first tree-based model is the Random Forest (Breiman, 2001). A 
random forest model is an ensemble of decision trees, where the output 
of the random forest is the aggregate of all decisions made by the indi-
vidual decision trees. In the case of a random forest regressor, which we 
used in our work, the output is simply the average of all the individual 
decision trees estimate. The idea behind a random forest is that indi-
vidual decision trees may not be so accurate, but when combined, the 
output will be closer to the true value on average. Our second tree-based 
model uses the Gradient Boosted Trees (GBT) algorithm (Friedman, 
2001), implemented in the computing library XGBoost. It is a gradient- 
boosting algorithm that iteratively combines decision trees as the 
“weak” predictors to produce a much stronger model. The principal idea 
is that each decision tree builds upon previous trees by learning the 
residuals, essentially a correcting term. The final output is the sum of the 
output from each individual tree. 

Both the random forest model and the GBT model we use contain 
hyperparameters, or parameters that are fixed for any one run of the al-
gorithm. There are a number of ways to select hyperparameters. Here, 
we choose to do so in two different ways to avoid dependency on any 
one strategy. For random forests, we identify hyperparameters by 
finding values that allow for the best predictions on services data from 
prior years. We then fix these hyperparameters for prediction on the 

2018 data.4. For GBT, instead of optimizing hyperparameters on our 
data, we opt to select a single setting that has been suggested as a 
reasonable default by prior work.5 

In addition to these two models, we construct six simple baseline 
models derived from reasonable expectations based on prior work 
described above about 1) how past service receipt should predict future 
receipt, 2) the impacts of age, race, and rural/urbanicity (as considered 
by Okpych, 2015), and 3) the impact of the state in which a youth lives 
on the services they receive (as considered by Chor et al., 2018; Pérez 
et al., 2020):  

1. Previous Year’s Service Count - For this baseline model, we predict the 
number of services a youth will receive in 2018 using the number of 
services they received in 2017. If a youth was not in care in 2017, we 
predict a value of 0.  

2. Constant - We first compute the average number of services received 
by youth in the training data. We then predict that each youth in the 
test data will receive this amount of services. This model is equiva-
lent to a linear regression model with only an intercept term.  

3. Age - We first compute the average number of services received by 
youth in each age category (14, 15, 16, 17, 18, 19+) in the training 
data. We then use these averages to make predictions in the test data, 
based on the age category of each youth. This model is equivalent to 
a linear regression model with a single predictor (age category).  

4. Age and Race - We employ the same approach as above, except we 
compute an average for each combination of age category and race/ 
ethnicity category. This model is equivalent to a linear regression 
model where each combination of age and race/ethnicity is included 
as a predictor.  

5. Age, Race, and RU-13 - We employ the same approach as above, 
except we compute an average for each combination of age category, 
race/ethnicity category, and RU-13 county designation. This model 
represents the most complex descriptive statistics reported by 
Okpych (2015).  

6. Age and State- We employ the same approach as above, except we 
compute an average for each combination of age category and state. 

These baseline models can be interpreted in two ways. First, as noted, 
five of the six baseline models can be interpreted as simple linear 
regression, akin to those used as baseline models by Salganik et al. 
(2020). These regression models can then, as all regression models, be 
used for prediction. Second, these models can be thought of as first 
grouping youth along a set of demographic variables, and then taking 
the average number of services received for those youth as the predic-
tion. However, these baseline models are simplified both in the inde-
pendent variables used, and in the assumption of a linear relationship 
between these variables and the outcome. 

It is also useful to compare our models to baselines that use all of the 
same independent variables, differing only on the linearity assumption. 
To this end, we include as additional baselines two regression models. 
The first is a linear regression model, which uses all of the same variables 
as our tree-based models (those identified in Table 2). Because the 
outcome is a count variable, we also use a negative binomial model that 
incorporates a set of fixed effects for each age/state combination, as one 

4 The hyperparameters we selected were: 1000 decision trees with the max 
depth of any tree being 15 and the minimum number of samples required to 
split a node being 12. We also require that the minimum number of samples in a 
leaf node is 5. Bootstrap samples are used to build each individual trees.  

5 The hyperparameters we selected were: 0.15 for the learning rate, zero loss 
reduction required for a node split, 70 percent of the features are randomly 
selected when building each individual trees. Minimum samples to split a node 
is 3, and the max depth of any tree is 6. 
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would do for a traditional statistical analysis. 6 

4.2. Evaluation 

Our evaluation is conducted using a procedure known as K-fold cross- 
validation (Mosteller and Tukey, 1968). We first split our data into K 
subsets, here, K = 10. We then treat the first subset as the test data and 
the remaining (90%) as the training data. We repeat this same process 
using the second subset of the data as the test data, and then the third, 
and so on. We therefore train and evaluate the same models ten different 
times, allowing us to obtain confidence estimates on our evaluation 
metrics. 

We primarily use the Root Mean Squared Error (RMSE) to evaluate 
our model. Formally, given a set of N youth, the RMSE is computed as ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅∑N

i (ŷi−yi)2

N

√
, where ŷi is the predicted number of services for the ith 

youth in the dataset, and yi is the true number of services that youth 
received. RMSE is the standard measure for evaluating predictive ac-
curacy for models that attempt to predict a continuous outcome 
variable. 

Motivated by the potential application of predictive modeling at the 
point of decision, we show in our Discussion section results from a 
second metric designed to evaluate potential inequalities in how services 
would be allocated if any of the models we used here were to be used to 
allocate services in a child welfare setting. To this end, we compute the 
mean error, ∑N

i
ŷi−yi

N , for each model, for each race/ethnicity of youth. The 
mean error provides a measure of how many services would be allocated 
by a given model, on average, for youth in the test data relative to the 
actual amount they received. A negative mean error would therefore 
mean that on average, youth of a given race/ethnicity received fewer 
services when allocated by a given model than they actually received. A 
positive mean error would mean that on average, these youth received 
more services if services were allocated by the model than they actually 
received in the real world. 

4.3. Model exploration 

Once establishing the most predictive model—that is, the model that 
“understands” the data the best—we then explore what this model can 
tell us about the factors that are associated with a youth receiving more 
(or less) services. In a traditional regression model, we can assess which 

variables are most predictive by simply looking at regression co-
efficients. In more complex models, however, or in regression models 
with high levels of collinearity, it becomes a challenge to determine the 
impact of any one factor on the predictions of a given predictive model. 

To address this challenge, scholars have constructed various meth-
odologies; a review of which can be found in Roscher et al. (2020). Here, 
we adopt one of the most popular methods, called SHapley Additive 
exPlanation (SHAP) values (Lundberg et al., 2017). SHAP values are 
quantities that can be computed for each independent variable for each 
youth that represent the expected change in the number of services the 
youth would receive, given that youth’s value for the independent 
variable. Aggregated, or analyzed, over all youth, SHAP values can 
therefore give a sense of the way in which a change in a given inde-
pendent variable impacts the predicted number of services a youth 
receives. 

5. Results 

We begin by presenting descriptive statistics that provide further 
insight into our outcome variables, and in turn, give additional context 
for our results. We then devote sections to describing the results of the 
predictive experiment we conducted, and to an exploration of the in-
dependent variables that had the most predictive power in the best 
performing model. 

5.1. Descriptive statistics 

We find that certain types of services were much more likely to be 
allocated than others. Fig. 1 lists each of the 15 services in the NYTD, 
along with the percentage of youth that received each service. Academic 
support and independent living needs assessments were the most 
frequent, with 9.6% and 7.5% of youth receiving these services, 
respectively. The least frequently received services were Supervised 
Independent Living (SIL), Room and Board Financial Assistance, and 
Educational Financial assistance. Only around 1.5% of youth received 
these services. 

Similarly, we find that most youth do not receive any services, and 
that most services go to a small percentage of youth. Fig. 2a) shows that 
54% of the youths received zero services, and 82% of youths received 
five services or fewer. Only 5% receive more than 8 services. Fig. 2b) 
shows these disparities in service allocation from a different perspective, 
plotting cumulative service receipt against rank. Rank represents the top 
percentile of service users. For example, a rank of 0.2 would represent 
the top 20% of youth with respect to the number of services received. We 
can see that the top 25% of youth received roughly 80% of the services. 

These descriptive statistics align with prior work that service allo-
cation is concentrated on a relatively small number of youth (Pérez 
et al., 2020). However, we also find here that they connect with more 

Fig. 2. A) The percentage of youth (y-axis) that received each possible number of unique services (x-axis). B) The total percentage of all unique services (y-axis) 
allocated to a given percentage of youth (x-axis). Red dotted lines mark the fact that around 25% of all youth receive around 80% of all unique services allocated. 

6 Notably, another appropriate model is a zero-inflated Poisson model. At-
tempts to estimate this model using our data were unsuccessful unless we 
limited the independent variables to a subset of those listed in Table 2; as such, 
we do not include those results here. 
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general findings of a Pareto Principle (the so-called “80/20 rule”) in 
public services (Caspi et al., 2016), in that roughly 20% of youth receive 
the vast majority (roughly 80%) of all services. 

5.2. Evaluation 

We find that the more complex models we develop significantly 
improve over plausible baseline methods in predicting the number of 
services received by youth, but that this increase in predictive perfor-
mance seems to draw from its ability to leverage a small number of 
important variables. Across all three dependent variables considered, 
the tree-based models using the full set of independent variables 
significantly outperform all other predictive models. On average, the 
GBT model was within 2.18 (95% bootstrapped CI of [2.17,2.20]) ser-
vices of the actual total number of unique services received by youth in 
2018, and within 0.55 [.54,.56] and 1.74 [1.73,1.76] for Financial 
Services and Academic and Employment Support Services, respectively. 
As a point of comparison, this is an improvement of 25.5%, 26.1%, and 
19.4% in predictive accuracy on our three outcomes, respectively, as 
compared to the baseline model, which makes predictions based on age, 
race, and RU13. This baseline model, as described above, takes the 
average service count for each unique combination of age, race, and 
RU13 code in the training data, and uses those to predict service receipt 
in the test data. It represents the statistical models employed in the study 
by Okpych (2015). 

Fig. 3 also shows that the predictive performance of the more com-
plex models is statistically significantly better than baseline predictions 
even if we remove the most predictive feature: service count from FY 
2017. However, in doing so, we see a drop in the magnitude of this 
improvement; from around 20% to around 5% when averaged across the 
three dependent variables. On the one hand, then, evaluation results 
give us confidence that these more complex predictive models capture 
important dimensions of variation in how services are allocated that 
may be useful in better understanding the data. Because we look at three 
different outcome variables, we also have confidence that this claim 
generalizes to various underlying reasons why services are allocated. On 
the other hand, these results suggest that even highly complex machine 
learning models may rely heavily on a small subset of all possible factors 
in the NYTD and AFCARS datasets. We explore the implications of this in 
the following sections. 

5.3. Model exploration 

We find that across all three outcome variables, the majority of in-
dependent variables we use from the NYTD and AFCARS have no utility 

in predicting the number of Chafee services a youth will receive. Results 
are presented in Fig. 4, which shows the distribution of average (abso-
lute) SHAP values for each independent variable used in the GBT models 
across the 10 different folds of our cross-validation. More specifically, 
we find that 70% of the independent variables incorporated into the 
most predictive model impact predictions, on average, by 0.01 services 
or fewer. Fig. 10 in the Appendix shows that these findings are not 
restricted to average SHAP values, but also extend to more extreme 
cases. In particular, we find that even when considering (absolute) SHAP 
values at the 99th percentile of magnitude, the estimated impact on 
predictions for these variables is still at or near zero. Thus on average, 
and even at the extremes, the model we find to have the best alignment 
to the data rarely makes use of the majority of variables in the NYTD and 
AFCARS to make predictions. In particular, none of the factors relevant 
to removal or to caregivers from whose home the child was removed 
show any measurable predictive power on the three outcome variables. 

The remaining 30% of variables that do show some predictive value 
can be further separated into three variables that account for most of the 
model’s predictive power, and a larger subset that provide clear but 
significantly smaller levels of predictive power. The larger class of var-
iables that account for small but salient levels of predictive power 
consists of demographics (except for age) and a subset of case-level 
factors. With respect to demographics, we find that sex and urbanicity 
are both predictive of service receipt, although less so for Financial 
services given the limited number of such services allocated. In partic-
ular, female sex is associated with higher service receipt, with an 
average increase in prediction of .03, .06, and .11 for the financial, 
employment/academic, and all services outcome variables, respectively. 
Except for the financial services variable, for which we find no effect of 
urbanicity on service receipt, youth living in metropolitan areas are 
predicted to receive fewer services on average (approximately .1 ser-
vices, on average, for the two non-Financial services categories). 
Regarding case-level factors, we observe that placement setting, case 
goal, and latest length of stay are all moderately predictive of service 
receipt. For the All Services condition, a SIL program placement is 
associated with an average increase of.39 services, and having long-term 
foster care as a case goal an increase of.20 services. Being labeled as a 
runaway or having no set value in AFCARS for placement setting or case 
goal are associated with average decreases in predicted service receipt of 
.41, .30, and .23 services, respectively. Findings for the Employment/ 
Academic condition are similar. For the Financial services condition, 
only one of these factors predicts service receipt: supportive indepen-
dent living placement, contributing to an average increase in services of 
.24. Finally, a longer length of stay predicts fewer services on average, 
though the effect is nonlinear - see Fig. 9 in the Appendix. In particular, 

Fig. 3. Results of our predictive experiment, using Root Mean Squared Error (RMSE; y-axis) as the outcome of interest. Each row represents a different prediction 
model, and each of the three sub-plots shows results for the three different dependent variables we analyzed, respectively. 
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conditioned on age, the odds of service receipt diminish over time, with 
the largest drop coming after around 4 years in care. 

The remaining three independent variables that account for the 
majority of the GBT model’s predictive power are prior service receipt, 
age, and state of care. Receiving services in 2017 predicted service 
receipt in 2018; each additional service received in 2017 was associated, 
on average, with a proportional increase in the number of services a 
youth was likely to receive in 2018. Put another way, each additional 
service in 2017 was associated with an additional service as predicted by 
the model in 2018. The association between age and service receipt 
exhibited similar patterns across the three outcomes, where a significant 

difference in predicted services receipt existed for youth who were 17 or 
younger, versus those older than 17 (see Fig. 8 in the Appendix). For 
Academic/Employment, Financial, and All Services, respectively, youth 
younger than 17 were predicted to receive roughly .9, .75, and .3 fewer 
services on average than youth older than 17. 

Finally, while prior work has acknowledged the importance of state- 
level variation, little has been done to explore this variation. Our find-
ings shed some light on how service allocation varies across states. 
Specifically, Fig. 5 provides a spatial visualization of SHAP values for 
each state for a GBT model for the All Service outcome; results are 
qualitatively similar for the other two outcomes and are thus not 

Fig. 4. Average absolute SHAP values (x-axis) for each independent variable (y-axis) for each outcome (different columns). SHAP values are aggregated across levels 
of categorical variables. Independent variables are also separated by high-level type (different rows of subplots). Results show mean values with 95% CIs across the 
ten training folds, where results for each fold are themselves averaged across each youth in the training data. Note that because youth receive significantly fewer 
Financial Services in general, SHAP values are smaller for this outcome variable. 
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visualized. The figure shows salient trends across some groupings of 
neighboring states, highlighting spatial clustering of states with high 
SHAP values:  

1. VA, WV, and TN, where youth received fewer services on average;  
2. CA and OR, neither of which had much of an effect on the number of 

services youth received;  
3. ME, VT, and NH, all of which have SHAP values indicating a slight 

increase in the number of services youth received;  
4. LA and AR, all of which have SHAP values that point to a moderate 

increase in the number of services youth received on average; and  
5. WY, SD, and IA, the three states with the highest SHAP values. 

A discussion of the implications of our findings for these three factors 
(prior service receipt, age, and state of care), and the identification of 
these three broad classes of variables (no predictive power, moderate 
predictive power, high predictive power) is provided in the following 
section. 

6. Discussion 

Our work has implications in the context of Chafee service alloca-
tion, use of the NYTD and AFCARS, and the use of predictive modeling in 
child welfare. In this section, we discuss these implications. 

6.1. Implications for Chafee service allocation research and practice 

In this section we highlight three points that are tied together 
theoretically by a need to understand service receipt from a systems 
perspective that accounts for the intertwined and iterative nature of 
interactions between individuals, organizations, and policies that create 
larger disparities through systemic feedback processes (Keddell and 
Hyslop, 2020). First, we emphasize that the majority of features have 
limited predictive power over service allocation, even when considering 
the possibility of higher-order interactions and including critical struc-
tural factors known to contribute to systemic inequality. Theoretically, a 
systems perspective explains how factors with small effects for in-
dividuals can, over time, create structural inequality (Du et al., 2022b). 
Our second point emphasizes this over-time nature of service allocation, 
describing a “rich-get-richer” effect where the best predictor of service 
receipt is prior service receipt. Finally, we emphasize a systems- 

theoretic perspective in discussing spatial clustering of service 
allocation. 

6.1.1. Most demographic and case factors in AFCARS and NYTD have 
limited predictive power 

Datasets as large as the NYTD and AFCARS provide the opportunity 
to explore a diverse array of research questions. Because of this, it can be 
useful to know which factors can, or cannot reliably predict outcomes. 
These may be factors that we can prioritize for deeper exploration, in 
theory or for practical purposes. The present work aids us in this sense by 
showing that 70% of the variables in AFCARS impact predictions by 
fewer than 0.01 services. This is true on average (Fig. 4) and in extreme 
cases (Fig. 10), and thus, most likely regardless of modeled interactions 
with other features. While we cannot rule out the possibility that these 
factors are actually predictive and our work simply failed to detect an 
impact, GBTs are known to be the most effective in performing a host of 
prediction tasks (Grinsztajn et al., 2022), and SHAP values are a state-of- 
the-art approach to identifying predictive features in such models. 
Current methodological work suggests it is unlikely that these factors 
would be salient predictors using other approaches. 

Our work also identifies a number of factors with small but clearly 
non-zero predictive power: in particular, variables pertaining to sex, 
urbanicity, case goal, placement setting, and time in care. These small 
effects can indeed be important when we take a theoretical lens that 
privileges a systems perspective. Child welfare is a complex socio-
technical system (Saxena et al., 2022), where small but salient effects 
can add up to massive disparities, e.g. across racial lines (Du et al., 
2022a). Unfortunately, how best to differentiate between a variable that 
has a “small but critical” impact and one that has a null effect in a 
complex, dynamic social system is an open challenge in the field of 
computational social science (Hofman et al., 2021). Future work uni-
fying both computational methods and social theory, e.g. through 
simulation modeling Du et al. (2022a), is critical in helping to shape our 
understanding of which factors emerge as important predictors when we 
consider effects over time. 

Combining our findings with prior work can, however, inform what 
we should expect to find in this future work. First, prior work finds that 
female sex and living in a metropolitan area are associated with higher 
and lower service receipt, respectively (Okpych, 2015; Pérez et al., 
2020; Chor et al., 2018), but extend these findings by demonstrating that 
age is far more predictive than either of these two factors. We discuss the 

Fig. 5. The mean SHAP value (color) for youth residing in a given state.  
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implications of age as a strong predictor in the next subsection. With 
regard to sex, Okpych (2015) found that higher service receipt might be 
related to higher college enrollment and lower incarceration rates 
among female as compared to male youth. When measuring recent 
school enrollment (as opposed to current), they confirmed these existing 
disparities between male and female foster youth (Okpych, 2022). 
Second, regarding urbanicity, it may be that youth in more densely 
populated areas receive less individualized attention due to how services 
are distributed across regions within a given state. Based on a survey of 
public child welfare documents and interviews with state officials, 
Pergamit (2013) reported that some states choose to distribute room and 
board funds equally across counties and cities without accounting for 
differences in population density. Although we did not find an effect of 
urbanicity on financial services allocation, it is plausible that funding 
related to staffing and resources are distributed in a similar manner, 
resulting in individual youth who live in denser metropolitan areas 
receiving less attention from staff and, thus, fewer services on average. 

Case goal and placement settings have natural explanations; in 
particular, a youth placed in SIL is of course more likely to have received 
this service. As we explain in the subsections below, SIL programs build 
case management and linkage to services into the service provision 
framework and oftentimes require youth to engage in education, 
employment, or vocational programs to remain in the program (Perga-
mit, 2013). Similarly, youth who have run away or are otherwise 
missing data from their file likely represent subgroups of youth who are 
not able to be located or have slipped through the cracks in some way 
and are, therefore, either less likely to receive services or more likely to 
have improperly maintained files. In other words, it is possible that 
youth with missing data received more services than were actually 
documented. 

No prior work has yet explored the relationship between length of 
stay in care and services received. Past research has posited that eligible 
youth who are in foster care extend their stays to leverage more services, 
which may result in a correlation between extended foster care and the 
number of services (Courtney et al., 2014). Notably, in the Midwestern 
Study (Courtney et al., 2011), transition age youth reported that the 
quantity of services is consistent with length of stay. On the one hand, 
we find the opposite: conditioned on age, the longer youth spend in care, 
the fewer services they receive on average. On the other, we note that (1) 
this effect is conditioned on youth age, and (2) the effects of time in care 
are limited overall, and even further limited beyond the binary of 
whether a youth was in care for more than one or two years, or not. Our 
work therefore poses a new avenue for research exploring the role of 
length of stay, contingent on age and other factors, in determining 
Chafee service allocation. 

6.1.2. A rich get richer effect? 
In addition to showing where not to look, or where to look with the 

lens of systems thinking, our work also shows where we must look if we 
are to understand the bulk of variability in Chafee service allocation. In 
particular, the vast majority of our ability to predict Chafee service 
receipt from the NYTD and AFCARS datasets can be attributed to only 
three variables: how many services the youth received previously, how 
old the youth is, and in which state the youth resides. Our finding 
regarding age is not surprising, as youth at age 17 are both preparing to 
transition out of care, and reaching milestones with regard to employ-
ment or post-secondary education. 

Of particular interest in this section is that conditioned on being of a 
particular age in a particular state, by far the most important factor in 
determining service receipt is simply whether or not youth are already 
receiving services. This finding underscores the importance of under-
standing the factors that predict first-time service receipt, a population 
explored by Chor et al. (2018). Future work should explore this avenue 
with the methods utilized here. However, we note that Fig. 3 suggests 
that it may be difficult to make such predictions beyond what can be 
predicted using age and state. This is because the figure shows that 

models with all variables except prior service receipt show limited im-
provements over a baseline of age and state alone. 

Still, there are theoretical implications of our findings even without 
analyzing initial service receipt. In particular, Chafee service allocation 
appears to present a kind of rich get richer effect, both within a given year 
(where 80% of services go to 20% of youth) and across years (where the 
same youth who received services last year received them again this 
year). One possible explanation is that youth who receive some types of 
services are required to engage in other services as a part of the eligi-
bility criteria. For example, youth who receive room and board funds are 
frequently required to work on a budget and maintain employment or 
academic engagement (Pergamit et al., 2012). The former is a service in 
and of itself and the latter would likely be associated with receipt of 
academic or post-secondary educational support, career preparation, 
and employment programs or vocational training. Thus, the rich may get 
richer solely because they are required to do so to maintain their eligi-
bility for one or two other services. A second possible explanation is that 
caseworkers, structural conditions, and/or policy may, implicitly or 
explicitly, dichotomize youth into those who should receive services, 
and those who should not. As noted, however, what exactly these 
characteristics are does not seem to be captured by the NYTD or 
AFCARS, or these factors would have emerged as salient predictors. In a 
related vein, a final explanation may be that this rich-get-richer effect is 
determined by how data are reported to NYTD and AFCARS, with sys-
tematic (and unobserved) differences in how services for certain youth 
are reported in contrast to others. Future empirical and theoretical work 
is critical to disentangling these lines of inquiry, but our current study 
showcases the utility of a forensic social science approach in identifying 
starting points. 

6.1.3. Spatial clustering 
Finally, there are several potential explanations and points of de-

parture regarding our finding of spatial clustering in service allocation 
rates. First, theories of interjurisdictional policy diffusion and budget 
spillover point to many reasons that government spending in one state 
might influence that in another, such as concerns about appearing too 
generous or austere relative to other states, or constituents’ tendencies 
to compare state politicians with those in neighboring states (Baicker, 
2005). In the case of medical spending, Baicker (2005) identified 
interstate migration as having the most influence on budget spillover 
between states. They stressed the importance of evaluating a range of 
neighborliness metrics, including geographic proximity, similarities in 
demographic composition, per capita income, and population size. 
Exploring these variables could help identify possible causes for clus-
tering between contiguous states. 

Second, prior research has revealed interdependence between 
neighboring states whereby one state’s economic growth is dependent 
on productive government spending in another; conversely, budget cuts 
in one state can have detrimental effects on others within proximity 
(Ojede et al., 2018). Youths’ needs for room and board, other financial 
assistance, and education and training vouchers might be influenced by 
broader economic trends related to the housing market, labor market, 
and public higher education system, all aspects of a state’s economy that 
are likely dependent on the economies of nearby states. For instance, 
Ojede et al. (2018)’s (2018) findings demonstrated how public spending 
on higher education could contribute to growth in per capita income 
within neighboring states. Equally important are common economic 
factors, such as regional economic downturns, that may impact spending 
across several contiguous states in a similar manner (Baicker, 2005). 
Policy diffusion is yet another area worthy of exploration. In the past, 
states have exhibited regional clustering patterns related to the length of 
time it took to adopt child welfare policies based on federal mandates 
(Lloyd Sieger and Rebbe, 2020). 

Although we identified what looks like regional clustering between 
neighboring states, it is crucial to recognize that contiguity is not the 
only variable that plays a role in the policy diffusion and that states 
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outside these clusters with similar SHAP values (e.g., NV and VT) should 
be evaluated for potential similarities in policies and regulations (Karch, 
2007/ed). For example, policymakers in one state may imitate another 
state’s policy initiatives based on shared political commitments or 
similarities in demographic composition (Karch, 2007/ed), or philan-
thropic foundations may endorse policy diffusion across states and play 
a role in determining how policies are implemented once passed (Bus-
house and Mosley, 2018). In these cases, the spread of policies may have 
more to do with the networks established by politicians and interest 
groups than with geographic proximity (Bushouse and Mosley, 2018). 
Finally, it is worth examining the influence of internal or external events 
that may have differentially shaped state policy environments over the 
past couple of decades in ways that caused long-lasting effects on service 
allocation in the following years (Jennings et al., 2020). 

6.2. Implications for predictive modeling 

The predictive models we develop in this work significantly 
outperform a number of strong baseline models on a standard evaluation 
metric (RMSE). As with methods of evaluating fit for more traditional 
statistical approaches (e.g. chi-squared tests of successively complex 
regression models), this evaluation shows that certain models we 
construct better capture variation in the data than others, and thus 
provide a better explanation for the underlying processes. It is clear, 
however, that these complex models are not always right in that they 
cannot perfectly predict the services youth receive. In both traditional 
statistics and forensic social science, we typically do not concern our-
selves with the inability to fully predict or explain an outcome. Instead, 
our interest is only in 1) comparing the models we develop, and 2) using 
the most appropriate model to understand relationships between 
dependent and independent variables. 

At the same time, it is instructive to consider the reasons why our 
predictions are imperfect, and what the implications of these imper-
fections might be. This is perhaps especially true in the context of pre-
dictive modeling at the point of decision, where prediction error directly 
translates to misguided action. Computational social scientists have 
explored various causes for this so-called limit of predictability, (Song 
et al., 2010; Martin et al., 2016) (Hofman et al., 2021); we review a 
number of these here in the context of our work and discuss their im-
plications for predictive modeling in child welfare more broadly. 

6.2.1. Bad Models and/or Bad (Operationalizations of) Data 
One reason we cannot perfectly predict outcomes may be that the 

predictive models we use are bad or wrong. To this end, much of the 
computational work in the field of human services is targeted at con-
structing better and more predictive models (Saxena et al., 2020b). 
While we cannot rule out the possibility that these models could guide us 

to better predictions, there is limited evidence that these efforts drasti-
cally increase predictive power. 

What does seem to impact predictive capabilities is data quality. In 
most areas of machine learning, better data tend to lead to better pre-
dictions (Jarrahi et al., 2022). One critical way in which data can be 
poor is if variables are poorly operationalized. In Section 6.3, we note 
several ways in which both our own decisions on operationalization, as 
well as decisions made in the NYTD and AFCARS, could have lessened 
data quality. Others, too, have noted challenges to operationalization in 
the NYTD that complicate its use for important questions (Okpych, 
2022). In addition to operationalization, however, are limits on what 
variables are selected for inclusion in the model. That is, while not al-
ways the case, machine learning models generally benefit from the in-
clusion of additional variables. 

In our case, however, it is not immediately clear what these addi-
tional variables might be, as we use virtually all available data in 
AFCARS and the NYTD for our predictions. Indeed, we even leverage 
several independent variables from 2018 to make predictions about the 
same time period. While this does not hamper our ability to study factors 
associated with service receipt, it does imply that even when leveraging 
case factors in existence at the same time as our outcome variable, 
predictive models built using the NYTD and AFCARS cannot fully pre-
dict outcomes. Point-of-decision predictive modeling may therefore 
have similar limits of predictability when data consist of relatively 
generic, high-level information about youth like in the NYTD and 
AFCARS, and in administrative data more generally. 

The knee-jerk response to limited data quality and/or quantity is that 
to create better predictive models, we must therefore collect more and/ 
or better data. However, more fine-grained data raise significant ethical 
and equity questions with respect to surveillance (Abdurahman, 2021a). 
The limits of predictability therefore lay bare that there is potentially a 
direct value trade-off between surveillance and predictive capacity. We 
say “potentially” because until such data are collected and predictive 
models built on top of it, we cannot be certain that the data’s existence 
will improve our predictions. Assuming more data does mean better 
predictions, Abdurahman et al. (2021b) reminds us that we must ask 
what the value of better prediction is relative to the well-established 
dangers of surveillance. 

We note, however, that Abdurahman et al. (2021b) largely considers 
the dangers of surveillance in terms of youth and families, in contrast to 
surveillance of the system itself. For example, noticeable in NYTD and 
AFCARS are gaps in our ability to link youth to their service contexts 
beyond high-level indicators of state and, in some cases, zip code. Given 
the central role of states in our predictions, and if increased predictive 
capacity is the goal, we suggest that more significant consideration is 
given to making data on service providers available to the public. This 
would help us address questions like, what individual case 

Fig. 6. Results of our predictive experiment, using Mean Error (y-axis) as the outcome of interest, with results differentiated by race/ethnicity (y-axis; only a subset 
of race/ethnicities coded in NDACAN are used here). Each separate subplot represents a different model (only a subset of models are plotted here) and colors 
represent the different independent variables considered. 
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characteristics are most salient in determining the need for particular 
classes of caseworkers and/or agencies? To what degree do these per-
ceptions of need match real needs? How might personal or organiza-
tional biases shape these perceptions and the decisions made based on 
them? What criteria are considered when determining which youth 
receive which services, what constraints do caseworkers face in exer-
cising their discretion, and what features of the service delivery system 
are unique to the state, county, or agency where the decision is being 
made? These are lines of inquiry and data that can help us elucidate the 
quality, quantity, and nature of available services and estimate with 
greater precision how many young people receive individual services 
within each category. 

6.2.2. Good predictions for some, bad predictions for others 
Limits of prediction may also emerge if we are able to make effective 

predictions for some subgroups of youth, but not others. Fig. 6 presents 
results for our mean error metric and shows, for example, that the most 
accurate model in our work does indeed make systematically biased 
errors when sub-dividing youth by Race/Ethnicity. This finding surfaces 
a distinction in the ways we think about the limit of predictability and its 
associated causes in the context of forensic social science versus point- 
of-decision predictive modeling. 

In the context of forensic social science, our models are slightly 
miscalibrated, meaning that our estimates of model accuracy differ 
slightly based on race/ethnicity, as do our estimates of feature impor-
tance using SHAP values. While these differences are worth noting, they 
are small enough that they would not substantially change the in-
terpretations presented above. On the other hand, if the GBT model 
presented here were to be used at the point of decision, it would provide 
more services to non–Hispanic White youth than it would to non-
–Hispanic Black youth, or to Hispanic youth for two of the three out-
comes considered. This is evidenced by the fact that the mean error for 
Hispanic and Non–Hispanic Black youth are significantly lower than for 
Non–Hispanic White youth for the GBT model. In contrast, the simple 
descriptive model developed by Okpych (2015), as well as the non-tree- 
based negative binomial model we assessed here, would show no such 
favoritism. 

Finally, our comparison of predictive models serves as an exemplar 
of evaluations that prioritize equity as a value. Equity is one of three 
criteria, along with ethics and bias, known to be relevant to child welfare 
but lacking sufficient attention in peer-reviewed studies using machine 
learning to predict child welfare outcomes (Hall et al., 2023). Even 
though we do not suggest any concrete applications of our findings to 
practice settings, we consider how using our best performing model to 
guide decision-making might generate an ”inequitable distribution of 
resources based on sociodemographic characteristics” (Hall et al., 2023, 
p. 7). Future research should continue to explore the roles of equity, 
ethics, and bias in contributing to patterns of service allocation within 
the child welfare system. We stress the importance of establishing 
methods for testing the possible outcomes of algorithmic decision- 
making in child welfare based on identified criteria before even 
considering how these models might shape decisions in a particular 
area, such as service allocation for older youth. Understanding how 
predictions can go awry and showing how to detect signs of these 
problems in models moves the field forward in achieving this goal. 

It is the case here, as has been shown elsewhere in child welfare 
(Chouldechova et al., 2018), that more predictive does not necessarily 
mean more equitable. It is worth noting that a significant amount of 
work has sought to address these inequalities in the predictions of ma-
chine learning algorithms (Mitchell et al., 2021). And if equity is 
considered a priority throughout model development, it is possible to 
ensure high levels of accuracy without the kinds of inequalities 
appearing in the models developed here (Rodolfa et al., 2021). 

6.2.3. The role of randomness and child welfare expertise 
Finally, using the best possible model with all possible data, one 

could imagine prediction errors may emerge simply from the fact that 
human behavior always introduces some level of randomness (Martin 
et al., 2016). Of course, because we will never have all the data we might 
want, nor can we ever know whether there exists a better modeling 
approach than the ones we can imagine, we can never truly know the 
role that randomness plays relative to what we can control (Hofman 
et al., 2021). As such, there is no clear answer to the question, “how 
good of a predictive model is good enough to use?” This holds true for 
applications in both forensic social science and at the point of decision. 
In each case, then, it is critical that we safeguard model predictions with 
domain expertise. In particular, in both cases, existing theory and 
practice and careful consideration of predictions by domain experts are 
both critical in ensuring appropriate use of predictive modeling (Saxena 
et al., 2020b). 

6.3. Limitations and avenues for future work 

Our work contains a number of limitations that should be considered 
when assessing our findings. With respect to the challenges to oper-
ationalization noted above, it is questionable whether a service deliv-
ered in one setting can even be compared to the same service delivered 
in another setting. For instance, the NYTD definition of career prepa-
ration is broad enough to encompass anything from a five-minute talk 
about the importance of professionalism to an intensive program that 
provides guidance and support at every step of the job search and 
retention process. Not only are there bound to be variations across ju-
risdictions in local norms and procedures governing how these services 
are defined, delivered, and documented as data, but across and within 
agencies, as well. Whereas one agency might have a detailed guide 
outlining the requisite components of each service such that the activ-
ities involved are relatively standardized, others might employ a vague 
definition that makes no distinction between a five-minute conversation 
and a comprehensive program, meaning that two youth at the same 
agency might receive entirely different services documented under the 
same heading. A 2017 Child Trends survey of Independent Living Co-
ordinators across states found that some states checked several boxes 
under each service umbrella, while others checked very few for any of 
the domains; the use of evidence-informed and evidence-based in-
terventions was similarly variable across states (Fryar et al., 2017). 

Just as important is that service receipt is not a direct indicator of 
need and is always at least partially reliant on youths’ existing con-
nections to agencies that either deliver these services or refer youth to 
them. Our finding that youth in SIL programs received more services on 
average is illustrative of this phenomenon. Such programs are often 
required by the state to provide the full menu of independent living 
services to all participants by default (e.g., NY Requirements for Each 
Supervised Independent Living Unit, 2015). Conversely, we found that 
youth who had run away from their placements received fewer services, 
most likely because the system failed to maintain consistent contact with 
them throughout the duration of the reporting period. The recipients for 
any given service likely only represent a fraction of the total eligible 
population in need of that service and may just be a subset of program- 
engaged youth identified by individual staff as deserving of service 
receipt, whether they needed it more than other participants or not. 
Clearly, there is ongoing need for interventions designed to rectify dis-
parities in key outcomes between foster youth and the general youth 
population. Less than five percent of youth in our study received edu-
cation financial assistance and post-secondary educational support, yet 
there remain substantial disparities between foster care alumni and 
youth without foster care histories in rates of post-secondary education 
completion (Gypen et al., 2017). This means that the academic and 
educational financial support currently being provided to youth has not 
been effective in offsetting the barriers they face to educational 
attainment. 

More specific to our study, our analysis predicted counts of services 
categories, which say nothing about the quality of each service. Doing so 
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also restricts us to the assumption that the importance of obtaining one 
additional service is consistent no matter how many services a youth has 
received. Thus, for example, our model assumes the importance of going 
from no services to one service is the same as going from ten services to 
eleven. Given the inequities in how services are allocated, it seems 
possible that this assumption is invalid, and that more care may be 
needed in differentiating between the various categories of service 
receipt studied in future work (Chor et al., 2018). 

7. Conclusion 

Presently, there is robust debate in the child welfare literature about 
whether computational methods can help address the risks and needs of 
youth involved in the child welfare system. One major concern is the 
fear that algorithmic decision-making may appear more neutral, but 
amplify bias embedded in the data. 

Indeed, we demonstrate that algorithms that maximize for fit may 
decrease equity in service allocation problems. As we argue, however, 
machine learning, and predictive analytics more broadly, need not only 
be applied in a way that makes (biased) decisions. They can also be used, 
for example, to (re-) illuminate these inequalities (Abebe et al., 2020), 
and as we show here, to help us better understand the system of child 
welfare, the data we use to formulate those understandings, and the 
criteria we use to evaluate models. By doing this, we can shed light on 
how different models based on various large datasets can be tested for 
the effects they might have on the outcome being predicted. Critically, 
however, absent underlying theory, the use of computational methods is 
likely to lead to naive interpretations of results that do nothing to 
advance knowledge in the field. Our work shows the benefits of a 
forensic social science method that interleaves predictive modeling with 
domain knowledge on relevant criteria (i.e. equity) and theory (i.e. 

systems perspective) in a mutually beneficial way. 
We hope that our work encourages scholars and practitioners moving 

forward to understand predictive modeling and other computational 
tools not necessarily as tools for decision-making, but as tools for 
decision-understanding, and/or -evaluation (Du et al., 2022a). In doing 
so, we can maintain an eye not only on individualizing care, as most 
prior work on predictive modeling has done, but rather to emphasize the 
importance of macro-level factors and consider how we may intervene at 
this level as well. For instance, state as a predictor of service allocation 
raises questions about the impact of statewide policy and practice, and 
points to questions about funding levels, political values, and geographic 
service distribution, contrary to the common assumption that youth 
needs and demographics drive service delivery. Similarly, the associa-
tions between youth age and service delivery raise questions about 
whether there exists an ideal age-based timing for services and how that 
timing influences outcomes. In short, forensic social science strategies 
may help us determine which states or policies are most in need of 
service, versus which youth are most in need of services, which provides 
a new way of thinking about predictive analytics for child welfare. 
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Fig. 7. Distance, based on 1 minus the Jaccard coefficient, between each pair of Chafee services. Each cell represents the value of one minus the Jaccard coefficient 
(described in the article body) measured between a pair of Chafee services. The higher Jaccard coefficient (and thus, the lower the distance based on Jaccard), the 
more blue the cell, and the higher the overlap in the youth who received both of those services. Services are also clustered using a hierarchical clustering algorithm, 
dendrograms are displayed that show these clustering patterns. 
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Appendix A. Appendix 

A.1. Correlations across service categories in service receipt 

In this appendix, we explore patterns in the way services were allocated across youth, providing validation for 1) the ways we split service cat-
egories into distinct outcomes, and 2) the exclusion of the Special Education service from our analysis. 

Fig. 7 presents a similarity matrix in terms of distances between each pair of services based on the Jaccard coefficient (Niwattanakul et al., 2013). 
The Jaccard coefficient is a ratio, for any pair of services, of the number of youth who received both services at least once, versus the number of youth 
who received at least one of those services. Mathematically, this is defined as the intersection of the set of youth who received each service over their 
union, i.e. S1∩S2S1∪S2, where S1 and S2 are sets of youth receiving two different services. Fig. 7 represents a distance matrix, where each cell represents one 
minus the Jaccard coefficient. If two services are given to the exact same set of youth, the Jaccard coefficient will be 1 (and thus have a distance of 0 in 
Fig. 7). In general, the higher the Jaccard coefficient, the stronger the overlap between the two services. 

Fig. 7 provides empirical validation of decisions made when operationalizing our dependent variables. First, it shows that Special Education is an 
outlier, in that it has limited overlap with any other services in the set of youth to whom it is allocated. Second, Fig. 7 shows that Financial, Academic, 
and Employment Support Services tend to be allocated to similar sets of youth, suggesting similar underlying factors within each service type. 

In addition to validating our methodological decisions, the results in Fig. 7 align with and extend prior work. Specifically, they present a slightly 
simplified view of the results from Chor et al. (2018) and Pérez et al. (2020). The clustering they observed across which services tend to be allocated 
together seems to be apparent using more straightforward methods that just address correlations between pairs of services, rather than more complex 
latent class analysis methods. 

Fig. 8. SHAP values (y-axis) for the logged, continuous measure of youth age (x-axis) for each outcome variable (different subplots). Note that for the purpose of 
presentation, we exponentiate the value and thus the x-axis is a linear representation of age. Results are presented as the output of a generalized additive model, 
estimated across SHAP values output for each training point across the ten different training folds. 

Fig. 9. SHAP values (y-axis) for the logged, continuous measure of latest date of removal from home (x-axis) for each outcome variable (different subplots). Note that 
for the purpose of presentation, we exponentiate the value and thus the x-axis is a linear representation of latest removal. Results are presented as the output of a 
generalized additive model, estimated across SHAP values output for each training point across the ten different training folds. 
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A.2. Additional model explanation plots 

Fig. 8 and Fig. 9 present SHAP values for youth age and latest removal date, respectively, as described in the captions and the main text of the 
article. Fig. 10 presents the SHAP value at the 99th percentile across all youth (with mean and confidence intervals presented across the ten training 
folds). 

Fig. 10. Average of the 99th percentile of absolute SHAP values (x-axis) for each independent variable (y-axis) for each outcome variable (different columns). SHAP 
values are aggregated across levels of categorical variables. Independent variables are also separated by high-level type (different rows of subplots). Results show 
mean values (of the 99th percentile statistic) with 95% confidence intervals across the ten different training folds, where results are themselves computed from the 
distribution of SHAP values for each youth in the training data. 
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