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1. Introduction. Solutions to many partial differential equations (PDEs) satisfy
certain algebraic constraints that are usually derived from some (physical) bound
principles, for example, the positivity of density and pressure. Consider such time-
dependent PDE systems in the general form

(1.1) \partial tu+\bfscrL (u) = 0, u(\bfitx , 0) = u0(\bfitx ),

where \bfscrL denotes the differential operator associated with the spatial coordinates \bfitx ,
and suppose the system (1.1) is defined in a bounded domain with suitable boundary
conditions. Assume that the algebraic constraints (bound principles) can be expressed
by either the positivity or the nonnegativity of several (linear or nonlinear) functions
of u as

(1.2) gi(u) > 0 \forall i \in I, gi(u) \geq 0 \forall i \in \widehat I,
where I \cup \widehat I = \{ 1, . . . , I\} with the positive integer I denoting the total number of the
constraints. In other words, the evolved variables u = (u1, . . . , uN )\top are constrained
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in the admissible state set:

(1.3) G =
\Bigl\{ 
u \in RN : gi(u) > 0 \forall i \in I, gi(u) \geq 0 \forall i \in \widehat I\Bigr\} .

Throughout this paper, we assume that G is a convex set with nonempty interior,
while the functions \{ gi(u)\} Ii=1 are not necessarily concave (and are not required to be
concave in this paper). Moreover, we suppose that G is an invariant region for the
exact solution of system (1.1):

\bullet If u(\bfitx , 0) \in G for all \bfitx , then u(\bfitx , t) \in G for all \bfitx and t > 0.
The PDE models with such convex invariant regions appear widely in many science
and engineering problems from a variety of fields such as fluid mechanics [86, 109,
119], materials science [13, 73], astrophysics [103, 108], hydraulic engineering [113],
chemistry [29, 25], biology [19, 92], etc. Typical examples of such PDEs (1.1) include
the semilinear parabolic equations with maximum principles [28, 2] and the reaction-
diffusion and convection-diffusion systems [22, 29, 95]. Another important class of
such systems is that of the hyperbolic conservation laws \partial tu+\nabla \cdot f(u) = 0 and other
related hyperbolic systems; see [48, 90, 121, 122, 44, 94] and a few examples listed in
section 2.

A basic goal in the design of numerical methods for (1.1) is that the numerical
solutions can inherit as far as possible the intrinsic properties of system (1.1). The
constraints (1.2) and the associated invariant region G carry important meanings or
properties of the system. It is natural to explore bound-preserving schemes that keep
the numerical solutions within the region G:

\bullet If uh(\cdot , t0) \in G, then uh(\cdot , tn) \in G for all n \in N,
where uh(\cdot , tn) denotes the numerical solutions at nth time level. In fact, preserving
such constraints is not only necessary for physical considerations, but also very es-
sential for numerical stability and theoretical (e.g., convergence [1]) analysis. If the
intrinsic physical constraints (1.2) are violated numerically, often the PDE system
(1.1) and its discrete equations may become ill-posed. For example, when negative
density and/or pressure are produced when numerically solving the compressible Euler
equations, the fundamental hyperbolicity of the system is lost. As such, failure to pre-
serve such physically relevant constraints may cause serious numerical problems such
as nonlinear instability, nonphysical solutions or phenomena, blowups of the code, etc.
Therefore, it is significant and highly desirable to develop bound-preserving schemes.

In the past few decades, the exploration of bound-preserving numerical meth-
ods has attracted much attention and has been actively studied. The extensive re-
search in this direction includes, for example, maximum-principle-preserving schemes
[23, 9, 32, 121, 116, 24, 33, 28], positivity-preserving schemes [86, 54, 60, 82, 122,
36, 13, 11, 102, 16], invariant-region-preserving schemes [58, 29, 44, 42, 56, 57],
and other bound-preserving type schemes [109, 111, 103, 47, 78, 67, 12, 69, 15]
based on various kinds of discretizations. The developments of bound-preserving
schemes have also covered a wide variety of differential equations in various fields,
for example, ordinary differential equations (ODEs) [98, 53, 97, 31, 83], differential-
algebraic equations (DAEs) [10], and various time-dependent PDEs in diverse ap-
plications including but not limited to conservation laws [121, 116], hydrodynamic
systems [63, 122, 50, 115, 103, 106, 41, 70], phase-field models [91, 13, 27, 73, 34],
reaction-diffusion equations [29, 55, 36], convection-diffusion equations [4, 67], radia-
tive transfer models [118], Boltzmann transport equations [49, 17], Vlasov--Poisson
equations [89], Fokker--Planck equations [76], the Kerr--Debye model [52], Keller--
Segel equations [19, 71, 77, 92, 51], and Poisson--Nernst--Planck equations [93, 75],
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to name a few. In particular, the discrete maximum principle of numerical schemes
has been addressed for a class of linear or nonlinear scalar parabolic equations; see,
for example, [32, 33, 59, 28] and the references therein. In [29], Estep, Larson, and
Williams systematically studied the posteriori error estimation and the preservation of
invariant regions for numerical solutions of a general class of reaction-diffusion equa-
tions with adaptive error control; see also [30] for an application to the analysis of
shear layers. Recently, Lagrange multiplier approaches were proposed for construct-
ing positivity/bound-preserving schemes for parabolic-type equations in [102, 15, 16].
There are also many other bound-preserving techniques for parabolic or dissipative
equations, such as cut-off [65], convex splitting [13, 77], and reformulation [51], to
name a few. While these bound-preserving approaches have been proven effective for
parabolic problems, they are not quite suitable for hyperbolic type systems as they
may not retain other important properties such as conservation and the nonoscillatory
shock-capturing property.

In [121, 122], Zhang and Shu established a framework for constructing bound-
preserving high-order finite volume and discontinuous Galerkin schemes for hyper-
bolic conservation laws. The loss of the bound-preserving property may be clas-
sified into two cases: one case is that the point values of the numerical solutions
may go outside the bounds, and the other is that the cell averages evolved to the
next time step become out of bounds during the updating process. A key step
in the Zhang--Shu framework [121, 122] is to look for the high-order schemes that
have a provable ``weak"" bound-preserving property keeping the updated cell aver-
ages in the region G. Achieving such a weak bound-preserving property is essential,
but its proof needs subtle analysis. Once this property is proven, a simple scal-
ing limiter can be used to enforce the pointwise bounds for the numerical solutions
[121, 122, 125]. Zhang and Shu's approach has been applied to many other hyperbolic
systems [113, 123, 17, 18, 14, 87, 118, 119, 111, 112] as well as the convection-diffusion
or reaction equations [120, 71, 25]. Another bound-preserving approach [116, 50, 72]
for hyperbolic systems is to use flux-correction limiters, which modify high-order nu-
merical fluxes to enforce the bounds by using a prepared provably bound-preserving
(lower-order) scheme as the building block; see also [20, 21, 114, 109, 115]. Continuous
finite element approximations with convex limiting were developed in [44, 45, 42, 46]
to preserve invariant regions for hyperbolic equations. Some thorough reviews on
bound-preserving type schemes can be found in [117, 94, 28]. While our work may
be extended to other systems, in the remainder of this paper we will mainly focus on
hyperbolic type equations.

Due to the lack of a general theory, rigorously analyzing or proving the bound-
preserving property of a numerical scheme remains a challenging task. Take the
hyperbolic systems, for example. Despite the success of the limiter-based frameworks
(cf. [121, 122, 116, 50]) in constructing high-order bound-preserving schemes, the
validity of those limiters is actually based on some (weak) bound-preserving properties
of the cell-average schemes and/or of the lower-order numerical fluxes as the key
building blocks. Rigorously proving such properties is essential but often very difficult
[94, 104, 108]. To illustrate the challenges in rigorous bound-preserving analysis, we
suppose that a numerical scheme for (1.1) may be written as

(1.4) un+1
j = \bfscrE h(u

n
j - k,u

n
j - k+1, . . . ,u

n
j , . . . ,u

n
j+s - 1,u

n
j+s),

where \bfscrE h is the discretization operator, the superscripts on u denote the time lev-
els, and the subscripts on u indicate the indices of the spatial grid or nodal points.

D
ow

nl
oa

de
d 

11
/0

8/
23

 to
 1

28
.1

48
.2

25
.8

4 
. R

ed
is

tri
bu

tio
n 

su
bj

ec
t t

o 
C

C
B

Y
 li

ce
ns

e 



Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.

QUASILINEARIZATION FOR BOUND-PRESERVING SCHEMES 1035

The bound-preserving problem for the scheme (1.4) can boil down to answering the
question of

whether un
j \in G \forall j implies un+1

j \in G \forall j.
In essence, the problem is to explore whether or not the range of the high-dimensional
function \bfscrE h is always contained in G: \bfscrE h(G

s+k+1) \subseteq G. For some scalar PDEs with
linear constraints, e.g., when the bounds are linearly defined by maximum principles,
a general approach for analyzing and designing bound-preserving schemes is to exploit
certain monotonicity in schemes; see, e.g., [121, 26, 68]. Yet, for PDE systems with
nonlinear constraints, there is no universal tool like monotonicity; as such, direct and
complicated algebraic verifications are usually performed in a case-by-case manner
for different schemes and different PDEs; see, e.g., [122, 84, 109, 87, 119, 79, 106].
Therefore, the design and analysis of bound-preserving schemes involving nonlinear
constraints are highly nontrivial, even for first-order schemes; cf. [101, 6, 39, 100, 85,
61, 74, 80, 110, 104].

Nonlinear constraints exist in many physical PDE systems; see several represen-
tative examples in section 2. For instance, the physical constraints for solutions of the
special relativistic magnetohydrodynamic (MHD) equations (2.14) include the posi-
tivity of density D and thermal pressure p, and the upper bounding of fluid velocity
field \bfitv by the speed of light c, namely,

(1.5) D > 0, p(u) > 0, c - \| \bfitv (u)\| > 0,

where the evolved variables u = (D,\bfitm ,B, E)\top with the momentum vector \bfitm \in 
R3, the magnetic field B \in R3, and the total energy E; see Example 2.7 and [110,
108] for more details. The second and third constraints in (1.5) are highly nonlinear
with respect to u, because p(u) and \bfitv (u) cannot be explicitly formulated in terms of
u. These implicit functions p(u) and \bfitv (u) are often expressed via another implicit

function \^\phi (u) as

(1.6) p(u) =
\Gamma  - 1

\Gamma \Upsilon 2
u(

\^\phi )

\Bigl( 
\^\phi  - D\Upsilon u(\^\phi )

\Bigr) 
, \bfitv (u) =

\Bigl( 
\bfitm + (\bfitm \cdot B)B/\^\phi 

\Bigr) 
/(\^\phi + | B| 2),

where \^\phi = \^\phi (u) is implicitly defined by the positive root of the nonlinear function

F (\phi ;u) := \phi  - E+\| B\| 2 - 1
2

\Bigl( 
(\bfitm \cdot B)2

\phi 2 + \| B\| 2

\Upsilon 2
u(\phi )

\Bigr) 
+ \Gamma  - 1

\Gamma 

\Bigl( 
D

\Upsilon u(\phi )
 - \phi 

\Upsilon 2
u(\phi )

\Bigr) 
, the constant \Gamma is

the ratio of specific heats, and \Upsilon u(\phi ) :=
\Bigl( 

\phi 2(\phi +\| B\| 2)
2 - [\phi 2\| \bfitm \| 2+(2\phi +\| B\| 2)(\bfitm \cdot B)2]

\phi 2(\phi +\| B\| 2)2

\Bigr)  - 1
2

.

In traditional approaches to studying the preservation of bounds (1.5), we typically
substitute the numerical solution, evolved by a scheme like (1.4), into the functions
p(u) and \bfitv (u), then evaluate these implicit functions and try to verify the nonlinear
constraints (1.5). The whole calculation and analysis can be too complicated, if not
impossible, to enable us to reach any conclusion.

In this paper we discover that, by introducing some extra auxiliary variables
independent of the system variables u, nonlinear constraints can be equivalently rep-
resented by a set of linear constraints, given the region G is convex. For example, the
nonlinear constraint

(1.7) g(u) = u2  - u21 > 0

is exactly equivalent to1

(1.8) \varphi (u; \theta \ast ) := u2  - 2u1\theta \ast + \theta 2\ast > 0 \forall \theta \ast \in R,

1The equivalence of (1.7) and (1.8) can be easily proven using min\theta \ast \in R \varphi (\bfu ; \theta \ast ) = g(\bfu ).
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where the extra parameter \theta \ast is independent of u and called the free auxiliary variable
in this paper. Clearly, the new constraints (1.8) are linear2 with respect to u. As we
will show, an equivalent linear representation such as (1.8) can be found for general
nonlinear constraints, even for implicitly formulated nonlinear constraints like (1.5).
For instance, as will be shown in Theorem 6.6, the highly nonlinear implicit constraints
(1.5) can be equivalently represented as

(1.9) D > 0, u \cdot n\ast + p\ast m > 0 \forall B\ast \in R3, \forall \bfitv \ast \in B1(0),

where \{ B\ast ,\bfitv \ast \} are the free auxiliary variables; the vector n\ast and scalar p\ast m are func-
tions of \{ B\ast ,\bfitv \ast \} defined by (6.6)--(6.7); and B1(0) := \{ \bfitx \in R3 : \| \bfitx \| < 1\} . Note
that the equivalent constraints (1.9) are all linear with respect to u. Owing to such
linearity, this novel equivalent form (1.9) has significant advantages over the original
nonlinear form (1.5) in designing and analytically analyzing bound-preserving schemes
[110, 108]. Several important questions naturally arise: Are there any intrinsic mech-
anisms behind such an equivalent linear representation? What is the condition for its
existence? In general, how do we find or construct it?

The aim of this article is to establish a universal framework, termed as geometric
quasilinearization (GQL), for constructing equivalent linear representations for general
nonlinear constraints. It will be based on some geometric insights about recharacter-
izing a convex region G in an alternative way. The GQL framework will shed new
light on the challenging bound-preserving problems involving nonlinear constraints.
The novelty and significance of the proposed GQL framework include the following:

\bullet A distinctive innovation of GQL lies in a novel geometric point of view on the
nonlinear algebraic constraints and the convex invariant region G. The GQL
framework reveals that nonlinear constraints are actually ``linear"" if viewed
in higher dimensions, as long as all the constraints form a convex region.

\bullet Through introducing some extra free auxiliary variables, this framework pro-
vides a simple yet universal approach to deriving the equivalent linear repre-
sentation (termed the GQL representation) for a general convex region G.

\bullet GQL offers a highly effective tool for analyzing and designing bound-preserving
schemes for problems with nonlinear constraints.

\bullet The GQL representations have concise formulations and can be constructed
easily. We will propose three effective methods for constructing GQL.

The idea of GQL is motivated by a series of our recent works on seeking bound-
preserving schemes for the (single-component) compressible MHD systems [110, 104,
106, 107, 108]. For the invariant region of the ideal nonrelativistic MHD equations,
its equivalent linear representation was first established by technical algebraic ma-
nipulations [104]. Such a representation played a critical role in obtaining the first
rigorous positivity-preserving analysis of numerical schemes for the ideal MHD sys-
tem [104], and also in designing the provably positivity-preserving multidimensional
MHD schemes [106, 107]. The success of the GQL idea in these special cases strongly
encourages us to explore its essential mechanisms and universal framework for general
systems.

Our efforts in this article include the following:
\bullet We interpret, from a geometric viewpoint, the fundamental principle behind
the GQL representations for general nonlinear algebraic constraints.

\bullet We establish the universal GQL framework and its mathematical theory.

2This paper broadly uses the word ``linear,"" which means ``affine"" for functions or constraints
with respect to \bfu .
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\bullet We propose three simple, effective methods for constructing GQL representa-
tions using extra free auxiliary variables in exchange for linearity. As exam-
ples, the GQL representations are derived for the invariant regions of various
physical systems.

\bullet We illustrate the GQL methodology and related techniques for nonlinear
bound-preserving analysis and design, and we demonstrate its effectiveness
and remarkable advantages using diverse examples that cannot be easily han-
dled by direct or traditional approaches.

We emphasize that the GQL framework is applicable to general convex invariant
regions with nonlinear constraints and is not restricted to the specific forms of the
equations (1.1).

The paper is organized as follows. Section 2 presents several examples of physi-
cal PDE systems with convex invariant regions and nonlinear constraints. Section 3
explores the fundamental principle and the general theory for the GQL framework.
We propose in section 4 three simple, effective methods for constructing GQL rep-
resentations. Sections 5 and 6 illustrate the GQL approach and its advantages for
bound-preserving study using diverse examples covering different schemes of various
PDE systems in one and two dimensions. In section 7 we apply the GQL approach
to design bound-preserving schemes for the multicomponent MHD system and fur-
ther demonstrate its powerful capabilities in addressing challenging bound-preserving
problems that could not be handled by direct or traditional approaches. Several exper-
imental results are given in section 8 to verify the performance of the bound-preserving
schemes developed via GQL. The conclusions follow in section 9. Throughout this
paper, we will use cl(G), int(G), and \partial G to denote the closure, the interior, and the
boundary of a region G, respectively. We employ \| a\| to denote the 2-norm of vector
a. We use a \cdot b to denote the inner product of two vectors a and b, and a \otimes b to
denote the outer product, i.e., in index notation, (a \otimes b)ij = aibj .

2. Examples of PDE Systems with Nonlinear Constraints. This section pre-
sents several examples of PDEs (1.1) with nonlinear constraints and convex invariant
regions. For convenience, the ideal equation of state p = (\Gamma  - 1)\rho e is used to close the
systems in Examples 2.1, 2.2, 2.4, 2.6, and 2.7, with p denoting the thermal pressure, \rho 
the (rest-mass) density, e the specific internal energy, and the constant \Gamma > 1 denoting
the ratio of specific heats. For the relativistic models in Examples 2.3, 2.4, and 2.7,
normalized units are employed such that the speed of light c = 1.

Example 2.1 (Euler system). Consider the one-dimensional (1D) compressible
Euler equations

(2.1) \partial tu+ \partial xf(u) = 0, u =

\left(  \rho 
m
E

\right)  , f(u) =

\left(  m
mv + p
(E + p)v

\right)  ,

where \rho , m, v = m/\rho , and p denote the fluid density, momentum, velocity, and
pressure, respectively. The quantity E = \rho e + 1

2\rho v
2 is the total energy, with e being

the specific internal energy. For this system, the density \rho and the internal energy \rho e
are positive, namely, u should stay in the region

(2.2) G =

\biggl\{ 
u = (\rho ,m,E)\top \in R3 : \rho > 0, g(u) := E  - m2

2\rho 
> 0

\biggr\} 
,

which is a convex invariant region [122] of the system (2.1). If we further consider
Tadmor's minimum entropy principle [99], S(u) \geq Smin := min\bfitx S(u0(\bfitx )), for the
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specific entropy S = p\rho  - \Gamma , then we obtain another convex invariant region [124]:

(2.3) \widetilde G =
\bigl\{ 
u = (\rho ,m,E)\top \in R3 : \rho > 0, \widetilde g(u) \geq 0

\bigr\} 
with \widetilde g(u) := S(u) - Smin = \Gamma  - 1

\rho \Gamma 

\bigl( 
E  - m2

2\rho 

\bigr) 
 - Smin.

Example 2.2 (Navier--Stokes system). Consider the 1D dimensionless compress-
ible Navier--Stokes equations (see, for example, [119])

(2.4) \partial tu+ \partial xf(u) =
\eta 

Re
\partial xxr(u), r(u) =

\left(  0
v

v2

2 + \Gamma 
Pr \eta e

\right)  ,

where \{ \eta , Re, Pr\} are positive constants, and the definitions of u and f(u) are the
same as in Example 2.1. Both sets in (2.2) and (2.3) are also invariant regions for
system (2.4).

Example 2.3 (M1 model of radiative transfer). For the solutions of the gray M1
moment system of radiative transfer (see, for example, [84]), a convex invariant region
is

(2.5) G =
\bigl\{ 
u = (Er,\bfscrF r)

\top \in R4 : g(u) := Er  - \| \bfscrF r\| \geq 0
\bigr\} 
,

where Er is the radiation energy, and \bfscrF r is the radiation energy flux.

Example 2.4 (relativistic hydrodynamic system). Consider the 1D governing equa-
tions of special relativistic hydrodynamics (RHD) system [109, 87]:

(2.6) \partial tu+ \partial xf(u) = 0, u =

\left(  Dm
E

\right)  , f(u) =

\left(  Dv
mv + p
m

\right)  ,

with density D = \rho \gamma , momentum m = \rho h\gamma 2v, and energy E = \rho h\gamma 2  - p. Here,
\rho , v, p, and \gamma = (1  - v2) - 

1
2 denote the rest-mass density, velocity, pressure, and

Lorentz factor, respectively. The quantity h = 1 + e + p/\rho represents the specific
enthalpy, with e being the specific internal energy. For this system, the density
and the pressure are positive, and the magnitude of v must be smaller than the
speed of light (c = 1). These physical constraints define the invariant region G =\bigl\{ 
u \in R3 : D > 0, p(U) > 0, 1 - | v(U)| > 0

\bigr\} 
. It was proven in [109] that this region

G is convex and can be equivalently represented as

(2.7) G =
\Bigl\{ 
u \in R3 : D > 0, g(u) := E  - 

\sqrt{} 
D2 +m2 > 0

\Bigr\} 
.

As shown in [105], the minimum entropy principle S(u) \geq Smin also holds for the
RHD system (2.6), yielding another invariant region

(2.8) \widetilde G =
\bigl\{ 
u \in R3 : D > 0, g(u) > 0, \widetilde g(u) \geq 0

\bigr\} 
,

where \widetilde g(u) := p(u)(\rho (u)) - \Gamma  - Smin is a highly nonlinear implicit function. In the
RHD case, the functions p(u) and \rho (u) cannot be explicitly expressed in terms of u.
Specifically, p(u) is implicitly defined by the positive root of the nonlinear function

F (p;u) := m2

E+p+D
\bigl( 
1 - m2

(E+p)2

\bigr) 1
2 + p

\Gamma  - 1 - E, and then \rho (u) = D

\sqrt{} 
1 - m2/(E + p(u))

2
.
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Example 2.5 (ten-moment Gaussian closure system). In 2D, this system [79, 80]
reads

\partial tu+ \partial xf1(u) + \partial yf2(u) = 0,(2.9)

u =

\left(        
\rho 
m1

m2

E11

E12

E22

\right)        , fj(u) =

\left(        
mj

m1vj + p1j
m2vj + p2j
E11vj + p1jv1

E12vj +
1
2 (p1jv2 + p2jv1)

E22vj + p2jv2

\right)        , j = 1, 2.

Here, \rho , \bfitm = (m1,m2), \bfitv = \bfitm /\rho , E = (Eij)1\leq i,j\leq 2, and p = (pij)1\leq i,j\leq 2 are,
respectively, the density, momentum vector, velocity, symmetric energy tensor, and
symmetric anisotropic pressure tensor. The system (2.9) is closed by p = 2E - \rho \bfitv \otimes \bfitv .
The density \rho is positive and the pressure tensor p is positive-definite, namely, the
evolved variables u should stay in the region

G =

\biggl\{ 
u \in R6 : \rho > 0, E - \bfitm \otimes \bfitm 

2\rho 
is positive-definite

\biggr\} 
(2.10)

=

\biggl\{ 
u \in R6 : \rho > 0, \bfitz \top 

\biggl( 
E - \bfitm \otimes \bfitm 

2\rho 

\biggr) 
\bfitz > 0 \forall \bfitz \in R2 \setminus \{ 0\} 

\biggr\} 
.(2.11)

Example 2.6 (ideal MHD system). This system [104, 106] can be written as

(2.12) \partial t

\left(    
\rho 
\bfitm 
B
E

\right)    +\nabla \cdot 

\left(    
\bfitm 

\bfitm \otimes \bfitv  - B\otimes B+ ptotI
\bfitv \otimes B - B\otimes \bfitv 

(E + ptot)\bfitv  - (\bfitv \cdot B)B

\right)    = 0

with \rho being the density, \bfitm the momentum vector, \bfitv = \bfitm /\rho the velocity, E =
\rho e + 1

2 (\rho \| \bfitv \| 
2 + \| B\| 2) the total energy, ptot = p + 1

2\| B\| 2 the total pressure, p the
thermal pressure, and B the magnetic field that satisfies the extra divergence-free
condition \nabla \cdot B = 0. For this system, the density \rho and the internal energy \rho e are
positive, namely, u should stay in the invariant region

(2.13) G =

\biggl\{ 
u = (\rho ,\bfitm ,B, E)\top \in R8 : \rho > 0, g(u) := E  - \| \bfitm \| 2

2\rho 
 - \| B\| 2

2
> 0

\biggr\} 
.

Example 2.7 (relativistic MHD system). This system [110, 108] takes the form of

(2.14) \partial t

\left(    
D
\bfitm 
B
E

\right)    +\nabla \cdot 

\left(    
D\bfitv 

\bfitm \otimes \bfitv  - B\otimes 
\bigl( 
\gamma  - 2B+ (\bfitv \cdot B)\bfitv 

\bigr) 
+ ptotI

\bfitv \otimes B - B\otimes \bfitv 
\bfitm 

\right)    = 0

with mass density D = \rho \gamma , momentum vector \bfitm = (\rho h\gamma 2 + \| B\| 2)\bfitv  - (\bfitv \cdot B)B, and
energy E = \rho h\gamma 2  - ptot + \| B\| 2, and the magnetic field B satisfies \nabla \cdot B = 0 as the
ideal MHD case. The total pressure ptot consists of the magnetic pressure pm :=
1
2

\bigl( 
\gamma  - 2\| B\| 2 + (\bfitv \cdot B)2

\bigr) 
and the thermal pressure p. Analogously to Example 2.4, the

quantities \rho , \bfitv , h, and \gamma = (1  - \| \bfitv \| 2) - 1
2 are, respectively, the rest-mass density,
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velocity, specific enthalpy, and Lorentz factor. The positivity of density and pressure
as well as the subluminal constraint \| \bfitv \| < c = 1 constitute the invariant region

(2.15) G =
\bigl\{ 
u = (D,\bfitm ,B, E)\top \in R8 : D > 0, p(u) > 0, 1 - \| \bfitv (u)\| > 0

\bigr\} 
,

where p(u) and \bfitv (u) are highly nonlinear and cannot be explicitly formulated, as
discussed in (1.6).

3. Theoretical Framework of Geometric Quasilinearization. This section es-
tablishes the universal GQL framework, with geometric insights into understanding
the fundamental principle behind the GQL representations.

Let G \subset RN be an invariant region or admissible state set of a physical sys-
tem. Assume that G can be formulated in the general form (1.3). For notational
convenience, we represent G as

(3.1) G =
\bigl\{ 
u \in RN : gi(u) \succ 0, 1 \leq i \leq I

\bigr\} 
,

where the symbol ``\succ "" denotes ``>"" if i \in I or ``\geq "" if i \in \widehat I. Let GL = \{ u \in RN :
gi(u) \succ 0 \forall i \in IL\} be the region formed by all the linear constraints in G, i.e., the
function gi is linear for i \in IL. If IL = \emptyset , then we define GL = RN .

We consider the nontrivial case that at least one of the functions \{ gi(u)\} is non-
linear, namely, G \subset GL and G \not = GL. The goal of our GQL methodology is to use
some extra free auxiliary variables in exchange for linearity and, more precisely, to
equivalently represent G by using only linear constraints with the help of free auxiliary
variables.

Definition 3.1. We define a set G\ast as an equivalent linear representation
(termed the GQL representation) of the region G if G\ast = G and G\ast takes the form

(3.2) G\ast =
\bigl\{ 
u \in RN : \varphi i(u; \bfittheta i\ast ) \succ 0 \forall \bfittheta i\ast \in \Theta i, 1 \leq i \leq I

\bigr\} 
,

where the functions \{ \varphi i\} are all linear (affine) with respect to u; the parameters \bfittheta i\ast 
are independent of u and represent the (possible) extra free auxiliary variables with
\Theta i denoting their ranges.

Based on Definition 3.1, we immediately have the following theorem.

Theorem 3.2. Assume that a set G\ast is of the form (3.2) with \varphi i being linear
with respect to u and satisfying

(3.3) min
\bfittheta i\ast \in \Theta i

\varphi i(u; \bfittheta i\ast ) = \lambda i(u)gi(u)

with \lambda i(u) > 0 for all u \in GL. Then G\ast = G and G\ast is the GQL representation of
G.

Remark 3.3. For i \in IL, the function gi(u) is already linear, and thus we can
simply take \varphi i(u; \bfittheta i\ast ) = gi(u) without the free auxiliary variable \bfittheta i\ast . That is, all the
linear constraints remain unchanged in the GQL representation.

Theorem 3.2 indicates a way to seek the GQL representation, namely, by con-
structing linear functions \{ \varphi i\} such that (3.3) holds. We have used this approach in
[104] to establish the GQL representation of the invariant region (2.13) for the ideal
MHD equations. However, this constructive approach needs some empirical observa-
tions or trial-and-error procedures, as Theorem 3.2 does not provide any intuition into
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how to find the qualified \{ \varphi i\} . In the following, we explore a simpler yet universal
approach from the geometric point of view.

Given that \{ \varphi i\} in (3.2) are all linear with respect to u, the set G\ast is always
convex. This means that if the region G has GQL representation (3.2), then G must
also be convex. Hence, we should make the following basic (minimal) assumption.

Assumption 3.4. The invariant region G is convex, and int(G) \not = \emptyset .
This basic assumption is valid for many physical systems including all those intro-

duced in section 2. Again, we emphasize that the functions \{ gi(u)\} are not necessarily
concave.

3.1. A Heuristic Example. Before deriving the general theory, let us look at an
example to gain some intuition which inspired us to develop the GQL framework.

Example 3.5. Consider the simple example mentioned in (1.7)--(1.8), i.e., G =
\{ u = (u1, u2)

\top \in R2 : g(u) = u2  - u21 > 0\} . According to Theorem 3.2, the GQL
representation of G is

(3.4) G\ast =
\bigl\{ 
u = (u1, u2)

\top \in R2 : \varphi (u; \theta \ast ) = u2  - 2u1\theta \ast + \theta 2\ast > 0 \forall \theta \ast \in R
\bigr\} 
.

In this way, we gain linearity by introducing the extra free auxiliary variable \theta \ast . To
understand the intrinsic mechanisms, we draw the graph of the region G and its
boundary curve \partial G = \{ u : g(u) = 0\} on the u1-u2 plane in Figure 1. We also plot the
graphs of \{ u : \varphi (u; \theta \ast ) = 0\} for several special values of \theta \ast \in \{ \pm 2,\pm 1, 0\} in the left
subfigure of Figure 1. It is observed that all the lines \{ u : \varphi (u; \theta \ast ) = 0\} are tangent
to the parabolic curve \partial G, which exactly forms an envelope containing G.

Let u\ast = (\theta \ast , \theta 
2
\ast )

\top denote an arbitrary point on \partial G. One can verify that n\ast =
( - 2\theta \ast , 1)

\top is an inward-pointing normal vector of \partial G at u\ast and

\varphi (u; \theta \ast ) = u \cdot n\ast  - u\ast \cdot n\ast =  -  - \rightarrow u\ast u \cdot n\ast > 0 \forall u \in G.

Imagine we are walking along the boundary \partial G in the direction shown in the right
subfigure of Figure 1; then the region G always lie entirely on the left side of the
tangent lines, namely, the angle between the two vectors  -  - \rightarrow u\ast u and n\ast is always less
than 90\circ for all u \in G and all u\ast \in \partial G. This geometric viewpoint intuitively illustrates
the GQL representation G\ast in (3.4) and its equivalence to the original G.

GEOMETRIC QUASILINEARIZATION FRAMEWORK 11

G

↙ g(u) = 0
↗

φ(u;−2) = 0

↖
φ(u; 2) = 0

↗
φ(u;−1) = 0

↖
φ(u; 1) = 0

φ(u; 0) = 0

∂G
n∗

−−→u∗u

u

u∗

(

Fig. 2: xxx.

Fig. 1 Illustrations for Example 3.5.
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3.2. Concepts from Geometry and Convex Sets. Let us recall some concepts
and results from the theory of geometry and convex analysis [64, 88, 40].

A hyperplane in RN is a plane of dimension N  - 1. Let n\ast \not = 0 denote a normal
vector of a hyperplane H, and let u\ast be a point on H. Then H can be expressed
as H = \{ u \in RN : (u  - u\ast ) \cdot n\ast = 0\} , and it divides RN into two halfspaces:
H+ = \{ u \in RN : (u - u\ast ) \cdot n\ast \geq 0\} and H - = \{ u \in RN : (u - u\ast ) \cdot n\ast \leq 0\} .

Definition 3.6 (supporting hyperplane and halfspace). The hyperplane H =
\{ u \in RN : (u  - u\ast ) \cdot n\ast = 0\} through u\ast \in \partial G is called a supporting hyperplane
to G at u\ast if G lies in one of the two closed halfspaces determined by H. Further-
more, if the normal vector n\ast points toward G, then the closed halfspace containing
G is H+ = \{ u \in RN : (u - u\ast ) \cdot n\ast \geq 0\} and is called a closed supporting halfspace to
G.

Lemma 3.7 (supporting hyperplane theorem [64]). If G is a convex set and int(G)
\not = \emptyset , then, for any u\ast \in \partial G, there exists a supporting hyperplane to G at u\ast .

Remark 3.8. If the boundary \partial G is smooth at a point u\ast , then the supporting
hyperplane to G at u\ast is unique and coincides with the tangent [88, 40].

3.3. GQL Framework. We are now in a position to establish the GQL frame-
work.

3.3.1. A Special Case. Inspired by Example 3.5, we first consider the special
case that G is either open or closed with differentiable boundary. The general case
will be discussed in subsection 3.3.2.

Proposition 3.9. Suppose that Assumption 3.4 holds, the region G is either open
or closed, and \partial G is differentiable. Then G has the following GQL representation:

(3.5) G\ast =
\Bigl\{ 
u \in RN : (u - u\ast ) \cdot n\ast \succ 0 \forall u\ast \in \partial G

\Bigr\} 
,

where the symbol ``\succ "" is taken as ``>"" if G is open, or as ``\geq "" if G is closed, and n\ast 
is only dependent on u\ast and denotes the inward-pointing normal vector of \partial G at u\ast .

A proof of Proposition 3.9 is presented in Appendix A. Following the proof, one
can further extend the above result to any closed convex region G whose boundary
is typically not everywhere smooth; in this case, the supporting hyperplanes at a
nonsmooth boundary point are not unique. Let \scrN (u\ast ) denote the set of the inward-
pointing unit normal vectors of all the supporting hyperplanes to G at u\ast \in \partial G. Then
one can prove that

(3.6) G =
\bigl\{ 
u \in RN : (u - u\ast ) \cdot n \geq 0 \forall n \in \scrN (u\ast ), \forall u\ast \in \partial G

\bigr\} 
.

This means that any closed convex region is the intersection of all its closed support-
ing halfspaces [64]. However, the representation (3.6) is not applicable to a general
convex region that is neither closed nor open (e.g., the invariant regions in (2.3)
and (2.8)). Moreover, the representation (3.6) requires the information for all the
supporting hyperplanes at each nonsmooth boundary point, which can be difficult
to explicitly formulate or verify, so that (3.6) is not desirable in a bound-preserving
study. A practical GQL representation for more general regions will be derived in
subsection 3.3.2.

Example 3.10. To further illustrate the above-mentioned limitations of (3.6), we
consider the simple example G = \{ (u1, u2)\top : u2 \geq | u1| \} whose boundary corre-
sponds to the graph of the convex nonsmooth function y = | x| . In this example,
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the representation (3.6) requires all the supporting hyperplanes to G, i.e., infinitely
many subtangent lines (with slopes being any number between  - 1 and 1) for the
graph of y = | x| at x = 0. We will derive a more desirable GQL representation (3.8)
in Theorem 3.11, which only requires two subtangent lines with slopes \pm 1 for this
example.

3.3.2. General Case. Consider a general convex region G that may be not neces-
sarily open or closed and whose boundary may be not everywhere smooth. Note that
the boundary of a convex region can be partitioned into several pieces, each of which
can be locally represented as the graph of a convex function (with respect to a suit-
able supporting hyperplane). According to the classical theorems of Rademacher and
Alexandrov (cf. [81]), any convex function is locally Lipschitz continuous and twice
differentiable almost everywhere. Based on these facts and for convenience, we make a
considerably mild assumption on the convex invariant region G. We assume that the
boundary of G is piecewise C1 and without loss of generality, for each i \in \{ 1, . . . , I\} ,
the function gi(u) in (3.1) is C1 at any point on

\scrS i := \partial G \cap \partial Gi with Gi :=
\bigl\{ 
u \in RN : gi(u) \succ 0

\bigr\} 
,

where \{ \scrS i\} are C1 hypersurfaces in RN and constitute the smooth pieces of \partial G, i.e.,
\partial G = \cup 1\leq i\leq I\scrS i. Notice that, in general, \scrS i may not equal \partial Gi, the region Gi may
be not convex, and G may be neither open nor closed; see Figure 2 for a schematic
illustration. These observations make our following discussions nontrivial.

We remark that Gi = \{ u : gi(u) \geq 0\} is closed for i \in \widehat I and Gi = \{ u : gi(u) > 0\} 
is open for i \in I. Since, for each i \in I, the set Gi is not necessarily convex, there is a
possibility that G might not be entirely contained in an open supporting halfspace at
u\ast \in \scrS i. This issue is avoided if the open region \cap i\in IGi is convex, which is satisfied
by all the examples in section 2. As such, we have

(3.7) G \cap 
\bigl( 
\cup u\ast \in \scrS i\{ u \in RN : (u - u\ast ) \cdot ni\ast = 0\} 

\bigr) 
= \emptyset \forall i \in I,

where ni\ast is an inward-pointing normal vector of \scrS i at u\ast .
18 KAILIANG WU AND CHI-WANG SHU

u1

u2

G

↗
(u2 − 1)2 +

u2
1
3

= 1

↙
9u2 + 4u3

1 = 0
↘

2u1 − 3 = 0

Fig. 6: xxx.

Fig. 2 A convex region G involving nonlinear constraints. G = \{ \bfu \in R2 : g1(\bfu ) \geq 0, g2(\bfu ) \geq 
0, g3(\bfu ) > 0\} with g1(\bfu ) = 3 - 2u1, g2(\bfu ) = 9u2 + 4u3

1, and g3(\bfu ) = 1 - u2
1/3 - (u2  - 1)2.
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Theorem 3.11. Suppose that Assumption 3.4 holds, condition (3.7) is satisfied
when I \not = \emptyset , and the boundary of G is piecewise C1. Then the region G has the
following GQL representation:

(3.8) G\ast =
\Bigl\{ 
u \in RN :

\bigl( 
u - u\ast 

\bigr) 
\cdot ni\ast \succ 0 \forall u\ast \in \scrS i, 1 \leq i \leq I

\Bigr\} 
,

where the symbol ``\succ "" is taken as ``>"" if i \in I, or as ``\geq "" if i \in \widehat I; the nonzero vector
ni\ast denotes an inward-pointing normal vector of \scrS i at u\ast .

Proof. The proof is divided into three steps.

(i) Prove that G \subseteq G\ast . Let \partial G =: \widetilde \partial G \cup \widehat \partial G with \widetilde \partial G denoting the set of smooth

boundary points and \widehat \partial G the set of nonsmooth boundary points. For any u\ast \in \widetilde \partial G\cap \scrS i,
the hyperplane (u - u\ast ) \cdot ni\ast = 0 supports the region G, implying that

(3.9) G \subseteq 
\bigl\{ 
u \in RN : (u - u\ast ) \cdot ni\ast \geq 0

\bigr\} 
\forall u\ast \in \widetilde \partial G \cap \scrS i, 1 \leq i \leq I.

Next, we consider an arbitrary nonsmooth boundary point u\ast \in \widehat \partial G\cap \scrS i. There exists

a sequence of smooth boundary points \{ u(j)
\ast \} j\in N \subset \widetilde \partial G \cap \scrS i such that limj\rightarrow \infty u

(j)
\ast =

u\ast . For every u
(j)
\ast , it follows from (3.9) that

(3.10)
\bigl( 
u - u

(j)
\ast 
\bigr) 
\cdot n

i,u
(j)
\ast 

\geq 0 \forall u \in G,

where n
i,u

(j)
\ast 

is the inward-pointing normal vector of \scrS i at u
(j)
\ast satisfying limj\rightarrow \infty n

i,u
(j)
\ast 

= ni\ast . Taking the limit j \rightarrow +\infty in (3.10) gives

(u - u\ast ) \cdot ni\ast \geq 0 \forall u \in G, \forall u\ast \in \widehat \partial G \cap \scrS i, 1 \leq i \leq I,

which along with (3.9) yields

(3.11) G \subseteq 
\bigl\{ 
u \in RN :

\bigl( 
u - u\ast 

\bigr) 
\cdot ni\ast \geq 0 \forall u\ast \in \scrS i, 1 \leq i \leq I

\bigr\} 
.

Based on (3.7), we then conclude that G \subseteq G\ast .
(ii) Prove that G\ast \subseteq cl(G) by contradiction. Assume that G\ast \not \subseteq cl(G), namely,

there exists u0 \in G\ast but u0 /\in cl(G). According to the theory of convex optimization
[8], the minimum of the convex function \zeta (u) := 1

2\| u  - u0\| 2 over the closed convex
region cl(G) is attained at a certain boundary point u\ast 0 \in \partial G. In other words, u\ast 0
is a solution to the optimization problem

(3.12)
minimize
u\in cl(G)

\zeta (u)

subject to  - gi(u) \leq 0 \forall i \in I;  - gi(u) \leq 0 \forall i \in \widehat I.
Since the function  - gi(u) is not necessarily convex, the problem (3.12) is not generally
the standard form of convex optimization. Note that the assumption int(G) \not = \emptyset 
ensures the Slater condition [8, 7]. The Karush--Kuhn--Tucker conditions [8, 7] tell us
that there exist \{ \lambda i\} 1\leq i\leq I such that

0 = \nabla \zeta (u\ast 0) - 
I\sum 

i=1

\lambda i\nabla gi(u\ast 0),(3.13)

0 = \lambda igi(u\ast 0), 1 \leq i \leq I,(3.14)

\lambda i \geq 0, 1 \leq i \leq I.(3.15)
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Define I+ := \{ 1 \leq i \leq I : \lambda i > 0\} . Obviously I+ \not = \emptyset ; otherwise \lambda i = 0 for
all 1 \leq i \leq I, so that u\ast 0  - u0 = \nabla \zeta (u\ast 0) = 0, which leads to the contradiction
\partial G \ni u\ast 0 = u0 /\in cl(G). This also implies u\ast 0 \not = u0. Let ni\ast 0 be the inward-pointing
normal vector of \scrS i at u\ast 0. Since there exists \mu i \geq 0 such that \nabla gi(u\ast ,0) = \mu ini\ast 0,
condition (3.13) can be rewritten as

(3.16) u\ast 0  - u0 =
\sum 
i\in I+

\lambda i\mu ini\ast 0.

Thanks to (3.14), we obtain gi(u\ast 0) = 0 for all i \in I+, which along with u\ast 0 \in \partial G
leads to

u\ast 0 \in \scrS i = \partial Gi \cap \partial G \forall i \in I+.

Because u0 \in G\ast , we then have (u0  - u\ast 0) \cdot ni\ast 0 \succ 0 for all i \in I+. This, together
with (3.16) and u\ast 0 \not = u0, leads to a contradiction:

0 >  - \| u0  - u\ast 0\| 22 = (u0  - u\ast 0) \cdot (u\ast 0  - u0)

= (u0  - u\ast 0) \cdot 

\left(  \sum 
i\in I+

\lambda i\mu ini\ast 0

\right)  =
\sum 
i\in I+

\lambda i\mu i (u0  - u\ast 0) \cdot ni\ast 0 \geq 0.

Hence the assumption G\ast \not \subseteq cl(G) is incorrect. We have G\ast \subseteq cl(G).
(iii) Prove that G\ast \subseteq G. If I = \emptyset , then G is a closed region and G = cl(G). We

immediately obtain G\ast \subseteq G from step (ii). In the following, we focus on I \not = \emptyset and
prove G\ast \subseteq G by contradiction. Assume that there exists u0 \in G\ast , but u0 /\in G. As
we have shown G\ast \subseteq cl(G) in step (ii), we then get u0 \in cl(G) \setminus G = \partial G. Note that
u0 \in G\ast implies

(u0  - u\ast ) \cdot ni\ast > 0 \forall u\ast \in \scrS i, \forall i \in I,

which leads to u0 /\in \scrS i = \partial Gi \cap \partial G for all i \in I. It follows that u0 /\in \partial Gi for all i \in I.
For i \in I, one has u0 \in cl(G) \subseteq cl(Gi), which gives

(3.17) u0 \in cl(Gi) \setminus \partial Gi = Gi \forall i \in I.

On the other hand, u0 \in cl(G) \subseteq \cap i\in \widehat IGi, which along with (3.17) implies u0 \in 
(\cap i\in IGi) \cap (\cap i\in \widehat IGi) = G. This contradicts the assumption that u0 /\in G. Hence the
assumption is incorrect, and we have G\ast \subseteq G.

Combining the conclusions proven in steps (i) and (iii), we obtain G = G\ast .

Remark 3.12. If we replace \scrS i with \scrS i \cap \widetilde \partial G for i \in \widehat I in (3.8), Theorem 3.11

remains valid, because for i \in \widehat I we have \{ u : (u  - u\ast ) \cdot ni\ast \geq 0 \forall u\ast \in \scrS i\} = \{ u :

(u - u\ast ) \cdot ni\ast \geq 0 \forall u\ast \in \scrS i \cap \widetilde \partial G\} .
Remark 3.13. An illustration of the GQL representation (3.8) for N = 2 is shown

in Figure 3. In contrast to (3.6), the GQL representation (3.8) involves only at most
N rather than all the supporting halfspaces at each nonsmooth ``junction"" point. This
feature makes the GQL representation (3.8) much easier to formulate and construct.
Besides, Theorem 3.11 does not require G to be closed or open.
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u1

u2

G

Fig. 7: xxx.

Fig. 3 Illustration of the GQL representation for the convex region G given in Figure 2. The blue
(resp., red) lines correspond to closed (resp., open) supporting halfspaces.

Remark 3.14. The support function [88] for G is defined by \psi (n\ast ) := supu\in G\{ u \cdot 
n\ast \} , whose effective domain is denoted as \scrN := \{ n\ast \in RN : \psi (n\ast ) < +\infty \} . If the
convex region G is either closed or open, then by the support function [88, Theorem
13.1], one can derive G =

\bigl\{ 
u \in RN : \psi (n\ast ) - u \cdot n\ast \succ 0 \forall n\ast \in \scrN \setminus \{ 0\} 

\bigr\} 
. This rep-

resentation has the same limitations as (3.6), involving all the supporting halfspaces
at each nonsmooth point. Moreover, it is in general quite difficult to compute the
support function, e.g., for the invariant regions in section 2.

Remark 3.15 (relation to Legendre transform). In some special cases, it is also
possible to interpret the GQL representation geometrically via the Legendre transform.
For example, consider G = \{ u \in R2 : g(u) > 0\} with g(u) = u2  - f(u1) being
concave. That is, the function f is convex, with its Legendre transform [3] defined

as \widehat f(s\ast ) := supu1
\{ s\ast u1  - f(u1)\} . For any fixed s\ast with \widehat f(s\ast ) < +\infty , the line u2 =

s\ast u1  - \widehat f(s\ast ) is tangent to the graph of f with slope s\ast . By convexity of f , the
envelope of all these tangent lines has the equation u2 = f(u1) (see [3, pages 63--64]),
which defines the boundary of G. Hence, the set G has the equivalent representation
G\ast = \{ u : u2 > s\ast u1  - \widehat f(s\ast ) \forall s\ast \} . Note that here the free auxiliary variable s\ast plays
the role of slope, which is different from u\ast in Theorem 3.11. Similar to (3.8), the
representation based on the Legendre transform also has the limitation discussed in
Example 3.10. Moreover, it seems that the Legendre transform may not apply in our
general cases, especially when \{ gi\} are not concave.

Remark 3.16 (significance of GQL). Compared to the original nonlinear form
(3.1) of the invariant region G, its equivalent GQL representation G\ast in (3.8) is
described with only linear constraints. Such linearity has great advantages over the
original nonlinear form (3.1) in analyzing and designing bound-preserving schemes;
see sections 5 to 7.

4. Construction of Geometric Quasilinearization. Based on Theorems 3.11
and 3.2, we introduce three simple effective methods for constructing the GQL repre-
sentation of G. Several specific examples and applications will be given in sections 5
to 7.
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4.1. Gradient-Based Method. The first method is based on the following result,
which is a direct consequence of Theorem 3.11.

Theorem 4.1. Assume that the hypotheses of Theorem 3.11 hold and

(4.1) \nabla gi(u\ast ) \not = 0 \forall u\ast \in \scrS i, 1 \leq i \leq I;

then the invariant region G is exactly equivalent to

(4.2) G\ast =
\Bigl\{ 
u \in RN : \varphi i(u;u\ast ) \succ 0 \forall u\ast \in \scrS i, 1 \leq i \leq I

\Bigr\} 
,

where the function \varphi i is linear with respect to u, defined by

(4.3) \varphi i(u;u\ast ) := (u - u\ast ) \cdot \nabla gi(u\ast ).

Theorem 4.1 says that if \{ \nabla gi\} are computable and satisfy (4.1), then we can
directly obtain the GQL representation in the form (4.2) with (4.3).

In some cases, however, it is difficult to calculate the gradients of nonlinear func-
tions \{ gi\} , e.g., the implicit functions in (2.8) and (2.15). This motivates us to propose
the following cross-product method based on a suitable parametrization of the hyper-
surface \scrS i. The use of parametrization can also reduce or decouple the free auxiliary
variables, which is highly desirable for bound-preserving applications; see Remark 5.2
and the examples in sections 5 and 6.

4.2. Cross-Product Method. Assume that for each i the hypersurface \scrS i has the
parametric expression

(4.4) \scrS i =
\bigl\{ 
u\ast = Ui(\bfittheta i\ast ) : \bfittheta i\ast \in \Theta i \subseteq RN - 1

\bigr\} 
,

where Ui is a C
1 vector function defined on the parameter domain \Theta i with \scrS i being

the function range. Denote \theta 
(k)
i\ast as the kth component of \bfittheta i\ast . For each i, we define

\bfittau i,k(\bfittheta i\ast ) :=
\partial Ui

\partial \theta 
(k)
i\ast 

, 1 \leq k \leq N  - 1.

The vectors \{ \bfittau i,k(\bfittheta i\ast ) : 1 \leq k \leq N - 1\} are (N - 1) tangent vectors of the hypersurface
\scrS i and generate its local tangent space at u\ast . Then, the normal vector of \scrS i at u\ast 
can be constructed using the (N  - 1)-ary analogue of the cross product (cf. [96, pages
83--85]) in RN ,

ni\ast = \delta i\ast 

N - 1\bigwedge 
k=1

\bfittau i,k(\bfittheta i\ast ) := \delta i\ast \bfittau i,1(\bfittheta i\ast )\times \bfittau i,2(\bfittheta i\ast )\times \cdot \cdot \cdot \times \bfittau i,N - 1(\bfittheta i\ast ),

where \delta i\ast is a nonzero factor, which may be used to simplify the final formula or to
adjust the sign such that ni\ast is directed toward the interior of G.

As a direct consequence of Theorem 3.11, the following result holds.

Theorem 4.2. Suppose the hypotheses of Theorem 3.11 hold and

N - 1\bigwedge 
k=1

\bfittau i,k(\bfittheta i\ast ) \not = 0 \forall \bfittheta i\ast \in \Theta i, 1 \leq i \leq I;

then the region G is exactly equivalent to

(4.5) G\ast =
\Bigl\{ 
u \in RN : \varphi i(u; \bfittheta i\ast ) \succ 0 \forall \bfittheta i\ast \in \Theta i, 1 \leq i \leq I

\Bigr\} 
,
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where the function \varphi i is linear with respect to u, defined by

(4.6) \varphi i(u; \bfittheta i\ast ) :=
\Bigl( 
u - Ui(\bfittheta i\ast )

\Bigr) 
\cdot 

\Biggl( 
\delta i\ast 

N - 1\bigwedge 
k=1

\bfittau i,k(\bfittheta i\ast )

\Biggr) 
.

Remark 4.3 (parametrization). The choices of free auxiliary variables are not
unique. They can depend on the parametrization of the region boundary if the above
cross-product method is used. Different sets of free auxiliary variables may lead to
possibly different formulations of the GQL representation, which are all equivalent to
G. However, a suitable set of free auxiliary variables facilitates the derivation of the
GQL representation and the bound-preserving analysis. In many cases, there exists
a natural physics-based parametrization of the hypersurface \scrS i; see the examples in
sections 5 and 6. The advantages of using the parametric form (4.4) in the GQL rep-
resentation will become more clear in the examples and bound-preserving applications
in sections 5 to 7.

4.3. Constructive Method. For completeness, we also summarize the construc-
tive approach and its variant as our third method. Recall that Theorem 3.2 has told
us that if we can construct linear functions \varphi i(u; \bfittheta i\ast ), 1 \leq i \leq I, such that (3.3)
holds, then the GQL representation of G is (3.2). The constructive approach does not
require the assumptions in Theorems 4.1 and 4.2, but it often needs some empirical
trial-and-error techniques to find the qualified \{ \varphi i\} . In practice, one may use the pro-
posed three methods in a hybrid way: first formulate \{ \varphi i\} formally via either (4.3) or
(4.6) and then verify (3.3). Such a hybrid approach is efficient, as it may exempt the
assumptions in Theorems 4.1 and 4.2 and also avoid the trial-and-error procedure.

5. GQL for Bound-Preserving Study on Euler and Navier–Stokes Systems.
As an example, this section discusses in detail the GQL approach for the preservation
of a particular invariant region (2.2), which is shared by the Euler and Navier--Stokes
systems. We will illustrate how to use the methods in section 4 to derive the GQL
representation and show the advantages of the GQL approach for bound-preserving
study. More challenging examples and applications of GQL will be discussed in sec-
tions 6 and 7 for various PDE systems.

5.1. GQL Representation of Invariant Region. We first derive the GQL repre-
sentation of the invariant region G in (2.2).

Theorem 5.1. For the 1D Euler and Navier--Stokes systems, the GQL represen-
tation of the invariant region G in (2.2) is given by

(5.1) G\ast =
\bigl\{ 
u = (\rho ,m,E)\top : \rho > 0, \varphi (u; v\ast ) > 0 \forall v\ast \in R

\bigr\} 
with \varphi (u; v\ast ) := E  - mv\ast + \rho 

v2
\ast 
2 being linearly dependent on u.

Proof. For illustrative purposes, we use the three methods proposed in section 4
to derive the GQL representation for this example. Note that the first constraint in
(2.2) is linear.

(i) Gradient-based method. For the second constraint in (2.2), the gradient of the

internal energy g(u) = E - m2

2\rho is\nabla g(u) = (m2

2\rho 2 , - m
\rho , 1)

\top , and the associated boundary

hypersurface \scrS = \{ u\ast = (\rho \ast ,m\ast , E\ast )
\top : \rho \ast > 0, g(u\ast ) = 0\} can be parameterized as

\scrS =

\biggl\{ 
u\ast =

\Bigl( 
\rho \ast , \rho \ast v\ast ,

\rho \ast 
2
v2\ast 

\Bigr) \top 
: \rho \ast > 0, v\ast \in R

\biggr\} 
.(5.2)
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For u\ast \in \scrS and u = (\rho ,m,E)\top , we have

(u - u\ast ) \cdot \nabla g(u\ast ) = (\rho  - \rho \ast )
v2\ast 
2

+ (m - \rho \ast v\ast )( - v\ast ) + E  - \rho \ast 
2
v2\ast = \varphi (u; v\ast ).

By Theorem 4.1, we obtain the GQL representation (5.1) of G.
(ii) Cross-product method. Based on the parametrization of \scrS in (5.2), we can

compute the normal vector of \scrS at u\ast by cross product,

\partial u\ast 

\partial \rho \ast 
\times \partial u\ast 

\partial v\ast 
=

\biggl( 
1, v\ast ,

1

2
v2\ast 

\biggr) \top 

\times (0, \rho \ast , \rho \ast v\ast )
\top 
= \rho \ast 

\biggl( 
1

2
v2\ast , - v\ast , 1

\biggr) \top 

=:
1

\delta \ast 
n\ast ,

where \delta \ast = 1/\rho \ast is a nonzero factor. By Theorem 4.2 and (u  - u\ast ) \cdot n\ast = \varphi (u; v\ast ),
we get (5.1).

(iii) Constructive method. Observe that

\varphi (u; v\ast ) = E  - mv\ast + \rho 
v2\ast 
2

=
\rho 

2

\biggl( 
v\ast  - 

m

\rho 

\biggr) 2

+ g(u) \geq g(u),

which implies minv\ast \in R \varphi (u; v\ast ) = g(u) for \rho > 0. By Theorem 3.2, one also obtains
(5.1).

Remark 5.2. Note that only one free auxiliary variable v\ast appears explicitly in
the GQL representation (5.1). This is due to the use of the parametric form (5.2).

Remark 5.3 (physical interpretation of GQL). It seems that the linear function
\varphi (u; v\ast ) plays an energy-like role from a physical point of view. For the present
example, \varphi (u; v\ast ) =

1
2\rho (v - v\ast )

2+\rho e, which represents the total energy in the reference
frame moving at a velocity of v\ast .

One can similarly utilize the cross-product method to construct the GQL rep-
resentation of the invariant region \widetilde G in (2.3), where the minimum entropy principle
S(u) := p\rho  - \Gamma \geq Smin is also included as a constraint.

Theorem 5.4. For the 1D Euler and Navier--Stokes systems, the GQL represen-
tation of the invariant region \widetilde G in (2.3) is given by

(5.3) \widetilde G\ast =
\Bigl\{ 
u = (\rho ,m,E)\top : \rho > 0, \widetilde \varphi (u; \rho \ast , v\ast ) \geq 0 \forall \rho \ast \in R+, \forall v\ast \in R

\Bigr\} 
with \widetilde \varphi (u; \rho \ast , v\ast ) := u \cdot n\ast + Smin\rho 

\Gamma 
\ast and n\ast :=

\bigl( v2
\ast 
2  - Smin\Gamma \rho 

\Gamma  - 1
\ast 

\Gamma  - 1 ,  - v\ast , 1
\bigr) \top 

.

Proof. We only need to handle the nonlinear constraint \widetilde g(u) > 0 in (2.3), with

the boundary hypersurface \widetilde \scrS := \{ u\ast = (\rho \ast ,m\ast , E\ast ) : \rho \ast > 0, \widetilde g(u\ast ) = 0\} . Motivated
by the equivalence of \widetilde g(u) = 0 and p = Smin\rho 

\Gamma , we find a natural physics-based

parametrization of \widetilde \scrS given by

\widetilde \scrS =

\Biggl\{ 
u\ast =

\biggl( 
\rho \ast , \rho \ast v\ast ,

1

2
\rho \ast v

2
\ast +

Smin\rho 
\Gamma 
\ast 

\Gamma  - 1

\biggr) \top 

: \rho \ast > 0, v\ast \in R

\Biggr\} 
.

Then we can derive the normal vector n\ast of \scrS at u\ast by cross product,

\partial u\ast 

\partial \rho \ast 
\times \partial u\ast 

\partial v\ast 
=

\biggl( 
1, v\ast ,

Smin\Gamma \rho 
\Gamma  - 1
\ast 

\Gamma  - 1
+
v2\ast 
2

\biggr) \top 

\times (0, \rho \ast , \rho \ast v\ast )
\top 
= \rho \ast n\ast .

By Theorem 4.2 and (u  - u\ast ) \cdot n\ast = \widetilde \varphi (u; \rho \ast , v\ast ), we obtain the GQL representation
(5.3).
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5.2. GQL for Bound-Preserving Analysis. Consider a finite volume scheme

(5.4) \=un+1
j = \=un

j  - \sigma 
\Bigl( 
\^fj+ 1

2
 - \^fj - 1

2

\Bigr) 
for solving the 1D Euler system (2.1) on a uniform spatial mesh \{ [xj - 1/2, xj+1/2]\} with
\sigma := \Delta t/\Delta x denoting the ratio of the temporal step-size \Delta t to the spatial step-size
\Delta x. Here \=un

j is an approximation to the average of u(x, tn) on cell [xj - 1/2, xj+1/2],

and \^fj+1/2 is a numerical flux at xj+1/2. For system (2.1), f(u) = vu + p(0, 1, v)\top ,
which will be used in the following analysis.

We apply the GQL approach to analyze the bound-preserving property of the
scheme (5.4) with the invariant region G defined in (2.2). Thanks to the GQL repre-
sentation in Theorem 5.1, we have

(5.5) G = G\ast = \{ u : u \cdot e1 > 0, u \cdot n\ast > 0 \forall v\ast \in R\} 

with e1 := (1, 0, 0)\top and n\ast :=
\bigl( v2

\ast 
2 , - v\ast , 1

\bigr) \top 
. GQL converts the nonlinear bound-

preserving problem into preserving the positivity of u \cdot e1 and u \cdot n\ast , which are both
linear scalar functions with respect to u, and thus simplifies the bound-preserving
study.

5.2.1. Lax–Friedrichs Scheme for Euler System. To clearly illustrate the basic
idea, we begin with the simple Lax--Friedrichs scheme with the numerical flux \^fj+1/2

taken to be

(5.6) \^fLF(\=un
j , \=u

n
j+1) :=

1

2

\Bigl( 
f(\=un

j ) + f(\=un
j+1) - \alpha n(\=u

n
j+1  - \=un

j )
\Bigr) 
,

where \alpha n := maxj \alpha (\=u
n
j ) with \alpha (u) := | v| +

\sqrt{} 
\Gamma p/\rho being the spectral radius of the

Jacobian matrix \partial f/\partial u. Given that \=un
j \in G for all j, we wish that \=un+1

j \in G.
For n = e1 and n = n\ast , thanks to the linearity of u \cdot n, we obtain

\=un+1
j \cdot n = (1 - \sigma \alpha n) \=u

n
j \cdot n+

\sigma 

2

\Bigl( 
\alpha n\=u

n
j+1 \cdot n - f(\=un

j+1) \cdot n+\alpha n\=u
n
j - 1 \cdot n+ f(\=un

j - 1) \cdot n
\Bigr) 
.

The problem boils down to controlling the effect of f(\=un
\pm ) \cdot n by using the positivity

of \=un
j\pm 1 \cdot n. For any u \in G, we have u \cdot n > 0 and

\pm f(u) \cdot e1 = \pm v(u \cdot e1) < \alpha (u)u \cdot e1,
\pm f(u) \cdot n\ast = \pm v(u \cdot n\ast )\pm p(v  - v\ast )

\leq | v| (u \cdot n\ast ) +

\biggl( 
1

2
\rho (v  - v\ast )

2 + \rho e

\biggr) 
p

\rho 
\surd 
2e

(5.7)

=

\biggl( 
| v| + p

\rho 
\surd 
2e

\biggr) 
u \cdot n\ast < \alpha (u)u \cdot n\ast ,

which yield \alpha n\=u
n
j\pm 1 \cdot n \mp f(\=un

j\pm 1) \cdot n > 0. Here the step (5.7) follows from the AM-

GM inequality 1
2\rho (v  - v\ast )

2 + \rho e \geq 2
\sqrt{} 

1
2\rho (v  - v\ast )2\rho e = | v  - v\ast | \rho 

\surd 
2e. Thus, we

obtain \=un+1
j \cdot n > (1  - \sigma \alpha n)\=u

n
j \cdot n \geq 0 provided that \sigma \alpha n \leq 1. This proves that

the scheme (5.4) with the Lax--Friedrichs flux (5.6) is bound-preserving under the
standard Courant--Friedrichs--Lewy (CFL) condition \sigma \alpha n \leq 1.
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Remark 5.5. As we have seen, unlike the direct approaches that require substi-
tuting the target scheme into the original nonlinear constraint of G in (2.2), the GQL
approach skillfully transforms all the constraints to linear ones which can be investi-
gated in a unified and easier way. The above analysis also applies to a general equation
of state if we redefine \alpha (u) := | v| +max\{ cs, p/(\rho 

\surd 
2e)\} , where cs is the sound speed.

Remark 5.6. A classic approach showing the positivity of the Lax--Friedrichs
scheme is based on a certain average of the exact Riemann solutions to two split
equations; see [86, page 129] for details. To avoid the interaction of waves, the proof
in [86] actually requires \alpha n to be a rigorous upper bound of the maximum wave
speed (this is not tractable when fast shocks exist, as discussed in [43]), and it also
needs a stricter CFL condition \sigma \alpha n \leq 1

2 . The approach in [86] is not applicable
to multidimensional MHD systems [104, 106, 108], whose exact Riemann solutions
are generally not bound-preserving when there is a jump in the magnetic component
normal to the cell interface.

5.2.2. Gas-Kinetic Scheme for Euler System. In order to demonstrate the sig-
nificant advantages of the GQL approach in bound-preserving analysis, we consider
a challenging example---the gas-kinetic scheme [101] with the numerical flux \^fj+1/2

taken to be

\^fGK(\=un
j , \=u

n
j+1) := f+(\=un

j ) + f - (\=un
j+1),(5.8)

f\pm (u) :=

\int 
R\pm 

\int 
RM

\left(  w
w2

w
2 (w

2 + \bfitxi 2)

\right)  F (w, \bfitxi ;u)d\bfitxi dw,(5.9)

where w is the particle velocity, \bfitxi \in RM denotes the internal variables with the degrees
of freedom M = (3 - \Gamma )/(\Gamma  - 1), and the equilibrium distribution function F is

(5.10) F (w, \bfitxi ;u) := \rho 

\biggl( 
\lambda 

\pi 

\biggr) M+1
2

e - \lambda ((w - v)2+\| \bfitxi \| 2),

with \rho the fluid velocity, v the fluid velocity, and \lambda = \rho /(2p).
The bound-preserving property of this scheme was studied in, for example, [39,

101]. A traditional approach in [101] consists of three steps: (i) evaluate the integra-
tion (5.9) as

(5.11) f\pm (u) = \rho 

\left(     
v
2 erfc(\mp 

\surd 
\lambda v)\pm 1

2
e - \lambda v2

\surd 
\pi \lambda \Bigl( 

v2

2 + 1
4\lambda 

\Bigr) 
erfc(\mp 

\surd 
\lambda v)\pm v

2
e - \lambda v2

\surd 
\pi \lambda \Bigl( 

v3

4 + M+3
8\lambda v

\Bigr) 
erfc(\mp 

\surd 
\lambda v)\pm 

\Bigl( 
v2

4 + M+2
8\lambda 

\Bigr) 
e - \lambda v2

\surd 
\pi \lambda 

\right)     
with erfc(x) := 2\surd 

\pi 

\int +\infty 
x

e - w2

dw; (ii) plug the numerical flux (5.8) with (5.11) into

(5.4) and split the scheme (5.4) into two steps; and (iii) check the bound-preserving
properties of the split schemes by verifying the original nonlinear constraints of G in
(2.2). For this scheme, verifying the nonlinear constraint in (2.2) is very difficult and
complicated.

Owing to the linear feature, the GQL approach is highly effective for this chal-
lenging case. For n = e1 or n = n\ast , thanks to the linearity of u \cdot n, we obtain

\=un+1
j \cdot n = \=un

j \cdot n - \sigma 
\bigl( 
f+(\=un

j ) - f - (\=un
j )
\bigr) 
\cdot n - \sigma f - (\=un

j+1) \cdot n+ \sigma f+(\=un
j - 1) \cdot n.
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Note that, for any u \in G, we have F (w, \bfitxi ;u) > 0 and

\pm f\pm (u) \cdot e1 =

\int 
R\pm 

\int 
RM

| w| F (w, \bfitxi ;u)d\bfitxi dw > 0,(5.12)

\pm f\pm (u) \cdot n\ast =

\int 
R\pm 

\int 
RM

| w| 
2

\Bigl( 
(w  - v\ast )

2 + \| \bfitxi \| 2
\Bigr) 
F (w, \bfitxi ;u)d\bfitxi dw > 0.(5.13)

It follows, for n = e1 and n = n\ast , respectively, that

(5.14) \=un+1
j \cdot n > \=un

j \cdot n - \sigma 
\bigl( 
f+(\=un

j ) - f - (\=un
j )
\bigr) 
\cdot n.

Next, we use the positivity of u\cdot n to bound the effect of (f+(u) - f - (u))\cdot n as follows:

\bigl( 
f+(u) - f - (u)

\bigr) 
\cdot e1 = (u \cdot e1)

\biggl( 
\lambda 

\pi 

\biggr) 1
2
\biggl( \int 

R
| w| e - \lambda (w - v)2dw

\biggr) 
\leq (u \cdot e1)

\biggl( 
\lambda 

\pi 

\biggr) 1
2
\biggl( \int 

R
(| v| + | w  - v| )e - \lambda (w - v)2dw

\biggr) 
= (u \cdot e1)

\Bigl( 
| v| + 1/

\surd 
\pi \lambda 
\Bigr) 
< \alpha (u)u \cdot e1,(5.15)\bigl( 

f+(u) - f - (u)
\bigr) 
\cdot n\ast =

\int 
R

\int 
RM

| w| 
2

\Bigl( 
(w  - v\ast )

2 + \| \bfitxi \| 2
\Bigr) 
F (w, \bfitxi ;u)d\bfitxi dw

\leq 
\int 
R

\int 
RM

| v| + | w  - v| 
2

\Bigl( 
(w  - v\ast )

2 + \| \bfitxi \| 2
\Bigr) 
F (w, \bfitxi ;u)d\bfitxi dw

= | v| (u \cdot n\ast ) +
\rho 

2
\surd 
\pi \lambda 

\biggl( 
(v  - v\ast )

2 +
M + 2

2\lambda 

\biggr) 
\leq | v| (u \cdot n\ast ) +

\rho 

2
\surd 
\pi \lambda 

\biggl( 
(v  - v\ast )

2 +
M + 1

2\lambda 

\biggr) 
M + 2

M + 1

=

\biggl( 
| v| + M + 2

M + 1
(\pi \lambda ) - 

1
2

\biggr) 
(u \cdot n\ast ) < \alpha (u)(u \cdot n\ast ).(5.16)

This implies
\bigl( 
f+(\=un

j ) - f - (\=un
j )
\bigr) 
\cdot n < \alpha (\=un

j )\=u
n
j \cdot n \leq \alpha n\=u

n
j \cdot n. It then follows from

(5.14) that \=un+1
j \cdot n > (1  - \sigma \alpha n)\=u

n
j \cdot n \geq 0, provided that \sigma \alpha n \leq 1. This proves

that the scheme (5.4) with the gas-kinetic flux (5.8) is bound-preserving under the
standard CFL condition \sigma \alpha n \leq 1.

Remark 5.7. The linearity of GQL brought about by introducing the free auxil-
iary variable v\ast provides remarkable advantages in our above analysis. Because v\ast is
independent of all the system variables u, it can freely move across the integrals. We
no longer need to substitute a complicated scheme into the nonlinear function g(u)
in (2.2) to verify g(u) > 0. Instead, we work on the simpler but equivalent linear
constraint u \cdot n > 0. The interested reader can compare the above analysis based on
GQL and the traditional analysis in [101].

5.2.3. High-Order Schemes. The GQL approach can also be used in conjunc-
tion with the limiter-based framework [122] to explore high-order bound-preserving
schemes. Consider a (K + 1)-order scheme (5.4) with the numerical flux

(5.17) \^fnj+ 1
2
= \^f

\Bigl( 
u - 
j+ 1

2

,u+
j+ 1

2

\Bigr) 
,

where \^f(\cdot , \cdot ) is a bound-preserving numerical flux, and we take the gas-kinetic flux (5.8)
as the example. Here u\pm 

j+ 1
2

:= lim\varepsilon \rightarrow 0+ un
h(xj+ 1

2
\pm \varepsilon ), in which un

h(x) is a reconstructed
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piecewise polynomial vector of degree K as a (K+1)-order approximation to u(x, tn).
Note that the scheme (5.4) can also be regarded as the discrete equations satisfied
by cell averages of the discontinuous Galerkin schemes [122], for which the following
analysis is also applicable.

Suppose u\pm 
j+ 1

2

\in G for all j. For n = e1 or n = n\ast , thanks to the linearity of

u \cdot n, we have for the scheme (5.4) with (5.17) that

\=un+1
j \cdot n = \=un

j \cdot n - \sigma 
\Bigl( 
f+(u - 

j+ 1
2

) + f - (u+
j+ 1

2

)
\Bigr) 
\cdot n+ \sigma 

\Bigl( 
f+(u - 

j - 1
2

) + f - (u+
j - 1

2

)
\Bigr) 
\cdot n

> \=un
j \cdot n - \sigma f+(u - 

j+ 1
2

) \cdot n+ \sigma f - (u+
j - 1

2

) \cdot n,(5.18)

where we have used (5.12)--(5.13). As clearly revealed by the GQL approach, the
preservation of region G essentially hinges on using the positive term \=un

j \cdot n to dominate
the potentially negative terms in (5.18), similar to the linear bound-preserving analysis
in the scalar case. Recall that for any u \in G, the estimates (5.15)--(5.16) give f+(u) \cdot 
n  - f - (u) \cdot n < \alpha (u)u \cdot n, which, along with \pm f\pm (u) \cdot n > 0, leads to \pm f\pm (u) \cdot n <
\alpha (u)u \cdot n. Thus we have from (5.18) that

(5.19) \=un+1
j \cdot n \geq \=un

j \cdot n - \sigma \alpha nu
 - 
j+ 1

2

\cdot n - \sigma \alpha nu
+
j - 1

2

\cdot n

with \alpha n := maxj \alpha (u
\pm 
j+ 1

2

). As observed in [121], the cell average \=un
j \cdot n can be used to

bound the values u - 
j+ 1

2

\cdot n and u+
j - 1

2

\cdot n at two endpoints inside the cell [xj - 1/2, xj+1/2],

due to the exactness of L-point Gauss--Lobatto quadrature with L =
\bigl\lceil 
K+3
2

\bigr\rceil 
for

polynomials of degree k; namely,

(5.20) \=un
j \cdot n =

L\sum 
\mu =1

\widehat \omega \mu u
n
h(\widehat x(\mu )j ) \cdot n =

L - 1\sum 
\mu =2

\widehat \omega \mu u
n
h(\widehat x(\mu )j ) \cdot n+ \widehat \omega 1

\Bigl( 
u+
j - 1

2

\cdot n+ u - 
j+ 1

2

\cdot n
\Bigr) 
,

where \{ \widehat \omega \mu , x
(\mu )
j \} 1\leq \mu \leq L are the quadrature weights and nodes on [xj - 1/2, xj+1/2]. If

(5.21) un
h(\widehat x(\mu )j ) \in G \forall j, \mu ,

then un
h(\widehat x(\mu )j ) \cdot n > 0, and combining (5.19) with (5.20) gives \=un+1

j \cdot n > (\widehat \omega 1  - 
\sigma \alpha n)(u

+
j - 1

2

\cdot n+ u - 
j+ 1

2

\cdot n) \geq 0 under the CFL condition \sigma \alpha n \leq \widehat \omega 1.

Remark 5.8. The above analysis indicates that the high-order scheme (5.4) with
(5.17) is bound-preserving under the CFL condition \sigma \alpha n \leq \widehat \omega 1, if (5.21) is satisfied.
This conclusion is consistent with [122], while (5.21) can be enforced by the scaling
limiter in [122]. The theoretical CFL condition \sigma \alpha n \leq \widehat \omega 1 suggests that a CFL
number not exceeding \widehat \omega 1 is sufficient for bound preservation. For the (K+1)th-order
discontinuous Galerkin scheme, such a CFL number is comparable to the standard
one Cstd := 1

2K+1 ; for example, \widehat \omega 1 = 1/6 and Cstd = 1/5 for K = 2; \widehat \omega 1 = 1/6
and Cstd = 1/7 for K = 3. However, for some finite volume schemes, the theoretical
CFL condition is stricter than the standard condition. A practical implementation is
that if the cell averages evolved with the standard CFL go outside G, we restart the
computation from the last time step with half of \Delta t and then proceed. The theoretical
proof guarantees that one only needs to restart for at most a fixed number of times.

Remark 5.9. Based on the GQL approach, the preservation of nonlinear con-
straints is cast into a simple linear positivity-preserving problem as in the scalar case.
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This is different from the standard analysis approach in [122, 123], which typically
relies on decomposing high-order schemes into convex combinations of some bound-
preserving subterms (this strategy may fail in some cases such as the MHD systems
[106, 107, 108]). Since the linear feature of GQL has already naturally incorporated
the convexity of G into the GQL representation, the technical role of convex decom-
position is no longer essential.

5.2.4. A Bound-Preserving Scheme for Navier–Stokes System. Consider the
scheme

(5.22) \=un+1
j = \=un

j  - \sigma 
\bigl( 
\^fj+ 1

2
 - \^fj - 1

2

\bigr) 
+

\Delta t

\Delta x2
\eta 

Re
Hj

with Hj := r(\=un
j+1)  - 2r(\=un

j ) + r(\=un
j - 1) for solving the 1D Navier--Stokes equations

(2.4); see [119]. Here \^fj+1/2 is taken as a bound-preserving numerical flux for the
Euler system (2.1), for example, the Lax--Friedrichs flux (5.6) or the gas-kinetic flux
(5.8), which satisfy the following: if \=un

j \in G for all j, then\bigl( 
\^fj+ 1

2
 - \^fj - 1

2

\bigr) 
\cdot n < \alpha n\=u

n
j \cdot n \forall j

holds for n = e1 and n = n\ast , according to the analysis in subsections 5.2.1 and 5.2.2.
Thus we have

(5.23) \=un+1
j \cdot n > (1 - \sigma \alpha n)\=u

n
j \cdot n+

\Delta t

\Delta x2
\eta 

Re
Hj \cdot n.

Thanks to GQL, we clearly see that the bound-preserving essence is to control the
potentially negative term Hj \cdot n by the positive term \=un

j \cdot n. Note that Hj \cdot e1 = 0,

and so \=un+1
j \cdot e1 > (1  - \sigma \alpha n)\=u

n
j \cdot e1 \geq 0 if \sigma \alpha n \leq 1. For any u \in G and v\ast \in R, we

have

 - v
2
\ast 
2
< r(u) \cdot n\ast =

1

2
(v  - v\ast )

2 +
\Gamma 

Pr \eta 
e - v2\ast 

2
\leq max

\biggl\{ 
1,

\Gamma 

Pr \eta 

\biggr\} 
1

\rho 
(u \cdot n\ast ) - 

v2\ast 
2
.

This gives

Hj \cdot n\ast =
\Bigl( 
r(\=un

j+1) \cdot n\ast + r(\=un
j - 1) \cdot n\ast 

\Bigr) 
 - 2r(\=un

j ) \cdot n\ast 

\geq 
\biggl( 
 - v

2
\ast 
2

 - v2\ast 
2

\biggr) 
 - 2

\Biggl( 
max

\biggl\{ 
1,

\Gamma 

Pr \eta 

\biggr\} 
1

\=\rho nj
(\=un

j \cdot n\ast ) - 
v2\ast 
2

\Biggr) 

=  - 2

\=\rho nj
max

\biggl\{ 
1,

\Gamma 

Pr \eta 

\biggr\} 
(\=un

j \cdot n\ast ).

It then follows from (5.23) that

\=un+1
j \cdot n\ast > (1 - \sigma \alpha n)\=u

n
j \cdot n\ast  - 

\Delta t

\Delta x2
\eta 

Re

2

\=\rho nj
max

\biggl\{ 
1,

\Gamma 

Pr \eta 

\biggr\} 
(\=un

j \cdot n\ast ).

We then immediately have \=un+1
j \cdot n\ast > 0, provided that

(5.24) \alpha n
\Delta t

\Delta x
+

\Delta t

\Delta x2
2

\=\rho nj Re
max

\biggl\{ 
\eta ,

\Gamma 

Pr

\biggr\} 
\leq 1.

In conclusion, the scheme (5.22) is bound-preserving under condition (5.24).
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Remark 5.10. A standard approach for handling bound-preserving problems with
multiple terms (e.g., convection term and diffusion term [119], or convection term and
source term [123]) is based on decomposing the schemes into a convex combination of
some subterms and then enforcing all the subterms in G. This may lead to stricter
conditions on the time step-size \Delta t.

6. More Examples of GQL. This section provides more examples on GQL rep-
resentations of invariant regions and further illustrates the advantages of GQL for
bound-preserving study. The application of GQL to designing high-order bound-
preserving schemes will also be explored in section 7 for the multicomponent MHD sys-
tem, to further demonstrate the capability of GQL in addressing challenging bound-
preserving problems that could not be handled by direct approaches.

6.1. Example 1: Ideal MHD System.

Theorem 6.1. For the ideal MHD system (2.12), the GQL representation of the
invariant region G in (2.13) is given by

(6.1) G\ast =
\Bigl\{ 
u = (\rho ,\bfitm ,B, E)\top \in R8 : \rho > 0, \varphi (u; \bfitv \ast ,B\ast ) > 0 \forall \bfitv \ast ,B\ast \in R3

\Bigr\} 
with \varphi (u;\bfitv \ast ,B\ast ) := u \cdot n\ast +

\| B\ast \| 2

2 and n\ast :=
\bigl( \| \bfitv \ast \| 2

2 , - \bfitv \ast , - B\ast , 1
\bigr) \top 
.

Proof. The representation (6.1) was first established in [104] by technical algebraic
manipulations. We illustrate a different derivation using the gradient-based method
and Theorem 4.1. For the nonlinear constraint in (2.13), the gradient of g(u) is

\nabla g(u) =
\bigl( \| \bfitm \| 2

2\rho 2 , - \bfitm 
\rho , - B, 1

\bigr) \top 
, and the corresponding boundary hypersurface is \scrS :=

\{ u\ast = (\rho \ast ,\bfitm \ast ,B\ast , E\ast )
\top : \rho \ast > 0, g(u\ast ) = 0\} . Based on the equivalence of g(u) = 0

and p = 0, we obtain a natural physics-based parametrization of \scrS :

\scrS =

\Biggl\{ 
u\ast =

\biggl( 
\rho \ast , \rho \ast \bfitv \ast ,B\ast ,

1

2

\bigl( 
\rho \ast \| \bfitv \ast \| 2 + \| B\ast \| 2

\bigr) \biggr) \top 

: \rho \ast > 0, \bfitv \ast \in R3, B\ast \in R3

\Biggr\} 
.

For u\ast \in \scrS and u = (\rho ,\bfitm ,B, E)\top , we have (u  - u\ast ) \cdot \nabla g(u\ast ) = \varphi (u;\bfitv \ast ,B\ast ). By
Theorem 4.1, we obtain the GQL representation (6.1).

Remark 6.2 (bound-preserving applications). The GQL approach with (6.1)
opened a door to studying provably bound-preserving schemes for MHD [104, 106,
107]. Most notably, it led to the discovery of the intrinsic relations between the bound-
preserving and magnetic divergence-free properties, which had been unclear for a long
time [104]. In fact, before the works [104, 106, 107] motivated by GQL, there was no
rigorous proof for the bound-preserving property of any (even first-order) scheme for
multidimensional MHD, as mentioned in [21, page A1835].

6.2. Example 2: Relativistic Hydrodynamic System.

Theorem 6.3. For the 1D RHD system (2.6), the GQL representation of the
invariant region G in (2.7) is given by

(6.2) G\ast =
\bigl\{ 
u = (D,m,E)\top : D > 0, \varphi (u; v\ast ) > 0 \forall v\ast \in ( - 1, 1)

\bigr\} 
,

with \varphi (u; v\ast ) := E  - mv\ast  - D
\sqrt{} 

1 - v2\ast being a linear function of u.
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Proof. The first constraint in (2.7) is linear. We deal with the second one using
the constructive method. The Cauchy--Schwarz inequality implies

\varphi (u; v\ast ) \geq E  - 
\sqrt{} 
D2 +m2

\sqrt{} 
v2\ast +

\Bigl( \sqrt{} 
1 - v2\ast 

\Bigr) 2
= g(u),

where equality holds if v\ast = m/
\surd 
D2 +m2, namely, minv\ast \in ( - 1,1) \varphi (u; v\ast ) = g(u).

According to Theorem 3.2, we get the GQL representation (6.2).

We now utilize the cross-product method to construct the GQL representation of
the invariant region \widetilde G in (2.8), where the minimum entropy principle is also included
as a constraint.

Theorem 6.4. For the 1D RHD system (2.6), the GQL representation of the

invariant region \widetilde G in (2.8) is given by

(6.3) \widetilde G\ast =
\Bigl\{ 
u = (D,m,E)\top : \rho > 0, \widetilde \varphi (u; \rho \ast , v\ast ) \geq 0 \forall \rho \ast \in R+, \forall v\ast \in ( - 1, 1)

\Bigr\} 
,

with \widetilde \varphi (u; \rho \ast , v\ast ) := u \cdot n\ast + Smin\rho 
\Gamma 
\ast and n\ast :=

\bigl( 
 - 
\sqrt{} 

1 - v2\ast 
\bigl( 
1 +

Smin\Gamma \rho 
\Gamma  - 1
\ast 

\Gamma  - 1

\bigr) 
, - v\ast , 1

\bigr) \top 
.

Proof. We only need to tackle the second and third constraints in (2.8). For

the third one, \widetilde g(u) \geq 0, the corresponding boundary hypersurface is \widetilde \scrS := \{ u\ast =
(\rho \ast ,m\ast , E\ast ) : \rho \ast > 0, g(u\ast ) > 0, \widetilde g(u\ast ) = 0\} . Based on the equivalence of \widetilde g(u) = 0

and p = Smin\rho 
\Gamma , we obtain a natural physics-based parametrization of \widetilde \scrS , namely,

\widetilde \scrS =

\left\{     \bfu \ast =

\left(  \rho \ast \sqrt{} 
1 - v2\ast 

,

\Bigl( 
\rho \ast +

Smin\Gamma \rho \Gamma \ast 
\Gamma  - 1

\Bigr) 
v\ast 

1 - v2\ast 
,
\rho \ast +

Smin\Gamma \rho \Gamma \ast 
\Gamma  - 1

1 - v2\ast 
 - Smin\rho 

\Gamma 
\ast 

\right)  \top 

: \rho \ast > 0, v\ast \in ( - 1, 1)

\right\}     .

We can then derive the normal vector n\ast of \scrS at u\ast by cross product \partial u\ast 
\partial \rho \ast 

\times \partial u\ast 
\partial v\ast 

with

\delta \ast := (1 - v\ast )5/2
\bigl( 
\rho \ast +

Smin\Gamma 
\Gamma  - 1 \rho \Gamma \ast (1+ v

2
\ast  - \Gamma v2\ast )

\bigr)  - 1
. By Theorem 4.2 and (u - u\ast ) \cdot n\ast =\widetilde \varphi (u; \rho \ast , v\ast ), the GQL representation for \widetilde g(u) \geq 0 is

(6.4) \widetilde \varphi (u; \rho \ast , v\ast ) \geq 0 \forall \rho \ast \in R+, \forall v\ast \in R.

Note that Smin > 0 and

g(u) > g(u) - Smin

\Gamma  - 1

\biggl( 
D2

\surd 
D2 +m2

\biggr) \Gamma 

= \widetilde \varphi \biggl( u; D2

\surd 
D2 +m2

,
m\surd 

D2 +m2

\biggr) 
,

which means that (6.4) also implies g(u) > 0 in (2.8). That is, the second and third
constraints in (2.8) can be equivalently represented by (6.4). We therefore obtain the
GQL representation (6.3).

Remark 6.5 (bound-preserving application). The GQL approach with (6.3) played
a critical role in developing provably invariant-region-preserving schemes for RHD in
[105].

6.3. Example 3: Relativistic MHD System.

Theorem 6.6. For the relativistic MHD system (2.14), the GQL representation
of the invariant region G in (2.15) is given by

(6.5) G\ast =
\Bigl\{ 
u \in R8 : D > 0, \varphi (u; \bfitv \ast ,B\ast ) > 0 \forall B\ast \in R3, \forall \bfitv \ast \in B1(0)

\Bigr\} 
,
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where u = (D,\bfitm ,B, E)\top , B1(0) := \{ \bfitx \in R3 : \| \bfitx \| \leq 1\} is a unit 3D ball, and the
linear function \varphi (u;\bfitv \ast ,B\ast ) := u \cdot n\ast + p\ast m with

p\ast m :=
1

2

\Bigl( 
(1 - \| \bfitv \ast \| 2)\| B\ast \| 2 + (\bfitv \ast \cdot B\ast )

2
\Bigr) 
,(6.6)

n\ast :=

\biggl( 
 - 
\sqrt{} 
1 - \| \bfitv \ast \| 2,  - \bfitv \ast ,  - (1 - \| \bfitv \ast \| 2)B\ast  - (\bfitv \ast \cdot B\ast )\bfitv \ast , 1

\biggr) \top 

.(6.7)

Note that p\ast m and n\ast only depend on the free auxiliary variables (\bfitv \ast ,B\ast ).

Proof. As shown in [110], the region G in (2.15) can be equivalently represented
as

(6.8) G =
\bigl\{ 
u \in R8 : D > 0, g2(u) > 0, p(u) > 0

\bigr\} 
,

with g2(u) := E  - 
\sqrt{} 
D2 + \| \bfitm \| 2. Although the implicit function p(u) defined in

(1.6) cannot be explicitly formulated, the corresponding boundary hypersurface \scrS :=
\{ u\ast = (D\ast ,\bfitm \ast ,B\ast , E\ast )

\top : D\ast > 0, g2(u\ast ) > 0, p(u\ast ) = 0\} has an explicit physics-
based parametrization

\scrS =
\Bigl\{ 
u\ast =

\Bigl( 
\rho \ast \gamma \ast , \rho \ast \gamma 

2
\ast \bfitv \ast + \| B\ast \| 2\bfitv \ast  - (\bfitv \ast \cdot B\ast )B\ast , B\ast ,

\rho \ast \gamma 
2
\ast + \| B\ast \| 2  - p\ast m

\Bigr) \top 
: \rho \ast > 0, B\ast \in R3, \bfitv \ast \in B1(0)

\Bigr\} 
with p\ast m defined in (6.6) and \gamma \ast := (1  - \| \bfitv \ast \| 2)

1
2 . This parametrization is helpful for

dealing with the highly nonlinear constraint p(u) > 0 by the cross-product method.
For 1 \leq i \leq 3, denote ei := (\delta 1i, \delta 2i, \delta 3i) with \delta ij the Kronecker delta. Taking
the partial derivatives of u\ast with respect to the parametric variables \{ \rho \ast ,\bfitv \ast ,B\ast \} ,
we can obtain the expressions (omitted here) of \partial u\ast 

\partial \rho \ast 
, \partial u\ast 

\partial vi\ast 
, and \partial u\ast 

\partial Bi\ast 
, which are all

perpendicular to the nonzero vector n\ast defined in (6.7). This means n\ast is parallel to

the cross product \partial u\ast 
\partial \rho \ast 

\times 
\bigl( 3\bigwedge 
i=1

\partial u\ast 
\partial vi\ast 

\bigr) 
\times 
\bigl( 3\bigwedge 
i=1

\partial u\ast 
\partial Bi\ast 

\bigr) 
, implying that n\ast is a normal vector of

\scrS at u\ast . It can be verified that n\ast is always directed toward the concave side of \scrS . By
Theorem 4.2 and (u - u\ast ) \cdot n\ast = \varphi (u;\bfitv \ast ,B\ast ), we know that the GQL representation
for p(u) > 0 is

(6.9) \varphi (u;\bfitv \ast ,B\ast ) > 0 \forall B\ast \in R3, \forall \bfitv \ast \in B1(0).

By taking \bfitv \ast = \bfitm /
\sqrt{} 
D2 + \| \bfitm \| 2 and B\ast = 0, we obtain \varphi (u;\bfitv \ast ,B\ast ) = g2(u), which

means that (6.9) also implies g2(u) > 0 in (6.8). In other words, the second and third
constraints in (6.8) can be equivalently represented by (6.9). Therefore, we obtain
the GQL representation (6.5).

Remark 6.7 (bound-preserving application). In the original form (2.15) of G,
two constraints are highly nonlinear and cannot be explicitly formulated, making the
bound-preserving study extremely difficult. However, all the constraints in the GQL
representation (6.5) are explicit and linear, greatly facilitating the analysis and design
of bound-preserving relativistic MHD schemes; see [108].

6.4. Example 4: Ten-Moment Gaussian Closure System.

Theorem 6.8. For the 2D ten-moment Gaussian closure system (2.9), the GQL
representation of the invariant region G in (2.11) is given by

(6.10) G\ast =
\Bigl\{ 
u \in R6 : u \cdot e1 > 0, \varphi (u; \bfitz ,\bfitv \ast ) > 0 \forall \bfitv \ast \in R2, \forall \bfitz \in R2 \setminus \{ 0\} 

\Bigr\} 
,
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where e1 := (1, 0, . . . , 0)\top , u := (\rho ,\bfitm , E11, E12, E22)
\top , and the function \varphi (u; \bfitz ,\bfitv \ast )

is linear with respect to u:

(6.11) \varphi (u; \bfitz ,\bfitv \ast ) := \bfitz \top 
\biggl( 
E - \bfitm \otimes \bfitv \ast + \rho 

\bfitv \ast \otimes \bfitv \ast 

2

\biggr) 
\bfitz .

Proof. We only need to deal with the nonlinear constraint in (2.11). Note that

\varphi (u; \bfitz ,\bfitv \ast ) = \bfitz \top 
\biggl( 
E - \bfitm \otimes \bfitm 

2\rho 

\biggr) 
\bfitz +

\rho 

2

\bigm| \bigm| \bigm| \bigm| \bfitz \cdot 
\biggl( 
\bfitv \ast  - 

\bfitm 

\rho 

\biggr) \bigm| \bigm| \bigm| \bigm| 2 ,
which implies min\bfitv \ast \in R2 \varphi (u; \bfitz ,\bfitv \ast ) = \bfitz \top \bigl( E  - \bfitm \otimes \bfitm 

2\rho 

\bigr) 
\bfitz . By Theorem 3.2, we obtain

(6.10).

Remark 6.9 (bound-preserving application). In the original form (2.10) of G, the
second constraint is the positive-definiteness of a matrix E  - \bfitm \otimes \bfitm 

2\rho , which depends
nonlinearly on u. This leads to the challenges in the bound-preserving study. Thanks
to Theorem 6.8, the invariant region G is equivalently represented as (6.10) with only
linear constraints.

To illustrate the advantages of the GQL approach, we use it to investigate the
bound-preserving property of the scheme

(6.12) \=un+1
ij = \=un

ij  - \sigma 1
\bigl( 
\^f1,i+ 1

2 ,j
 - \^f1,i - 1

2 ,j

\bigr) 
 - \sigma 2

\bigl( 
\^f2,i,j+ 1

2
 - \^f2,i,j - 1

2

\bigr) 
for solving the Gaussian closure equations (2.9) on a uniform Cartesian mesh
\{ [xi - 1/2, xi+1/2] \times [yj - 1/2, yj+1/2]\} , with \sigma 1 = \Delta t

\Delta x , \sigma 2 = \Delta t
\Delta y . Here \=un

ij denotes an

approximation to the average of u(x, y, tn) on each cell, and the Lax--Friedrichs nu-
merical fluxes are considered, i.e.,

\^f1,i+1/2,j = \^fLF1 (\=un
ij , \=u

n
i+1,j),

\^f2,i,j+1/2 = \^fLF2 (\=un
ij , \=u

n
i,j+1),(6.13)

\^fLF\ell (uL,uR) :=
1

2

\Bigl( 
f\ell (u

L) + f\ell (u
R) - \alpha \ell ,n(u

R  - uL)
\Bigr) 
, \ell = 1, 2,(6.14)

where \alpha \ell ,n = maxij \alpha \ell (\=u
n
ij) and \alpha \ell (u) := | v\ell | +

\sqrt{} 
p\ell \ell /\rho .

For system (2.9) and any u \in G, we have f\ell (u) \cdot e1 = v\ell (u \cdot e1) and

\pm f\ell (u) \cdot e1 \leq | v\ell | (u \cdot e1) < \alpha \ell (u)(u \cdot e1),

which gives \=un+1
ij \cdot e1 > 0 under the CFL condition \sigma 1\alpha 1,n + \sigma 2\alpha 2,n < 1. In the

following, we focus on the second constraint in (6.10). Thanks to the linearity of
\varphi (\cdot ; \bfitz ,\bfitv \ast ), we obtain

(6.15) \varphi (f1(u); \bfitz ,\bfitv \ast ) = v1\varphi (u; \bfitz ,\bfitv \ast ) + [\bfitz \cdot (\bfitv  - \bfitv \ast )] (\bfitp 1 \cdot \bfitz )

with the vector \bfitp 1 := (p11, p12)
\top . For any u \in G, using the AM-GM inequality gives\bigm| \bigm| \bigm| [\bfitz \cdot (\bfitv  - \bfitv \ast )] (\bfitp 1 \cdot \bfitz )

\bigm| \bigm| \bigm| \leq 1

2

\surd 
\rho p11 | \bfitz \cdot (\bfitv  - \bfitv \ast )| 2 +

1

2
\surd 
\rho p11

| \bfitp 1 \cdot \bfitz | 2

=

\sqrt{} 
p11
\rho 
\varphi (u; \bfitz ,\bfitv \ast ) - 

z22 det(p)

2
\surd 
\rho p11

\leq 
\sqrt{} 
p11
\rho 
\varphi (u; \bfitz ,\bfitv \ast ),

which together with the identity (6.15) yields

(6.16) \pm \varphi (f1(u); \bfitz ,\bfitv \ast ) \leq 
\Bigl( 
| v1| +

\sqrt{} 
p11/\rho 

\Bigr) 
\varphi (u; \bfitz ,\bfitv \ast ) = \alpha 1(u)\varphi (u; \bfitz ,\bfitv \ast ).
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Using the linearity of \varphi (\cdot ; \bfitz ,\bfitv \ast ) again and (6.16), we obtain

\varphi 
\Bigl( 
\^f1,i+ 1

2 ,j
 - \^f1,i - 1

2 ,j
; \bfitz ,\bfitv \ast 

\Bigr) 
=

1

2

\bigl[ 
\varphi (f1(\=u

n
i+1,j); \bfitz ,\bfitv \ast ) - \alpha 1,n\varphi (\=u

n
i+1,j ; \bfitz ,\bfitv \ast )

\bigr] 
+

1

2

\bigl[ 
 - \varphi (f1(\=un

i - 1,j); \bfitz ,\bfitv \ast ) - \alpha 1,n\varphi (\=u
n
i - 1,j ; \bfitz ,\bfitv \ast )

\bigr] 
+ \alpha 1,n\varphi (\=u

n
ij ; \bfitz ,\bfitv \ast ) \leq \alpha 1,n\varphi (\=u

n
ij ; \bfitz ,\bfitv \ast ).

Similarly, we have \varphi 
\bigl( 
\^f2,i,j+ 1

2
 - \^f2,i,j - 1

2
; \bfitz ,\bfitv \ast 

\bigr) 
\leq \alpha 2,n\varphi (\=u

n
ij ; \bfitz ,\bfitv \ast ). It then follows that

(6.17) \varphi 
\bigl( 
\=un+1
ij ; \bfitz ,\bfitv \ast 

\bigr) 
\geq (1 - \sigma 1\alpha 1,n  - \sigma 2\alpha 2,n)\varphi 

\bigl( 
\=un
ij ; \bfitz ,\bfitv \ast 

\bigr) 
> 0

under the CFL condition \sigma 1\alpha 1,n+\sigma 2\alpha 2,n < 1. This, along with \=un+1
ij \cdot e1 > 0, implies

\=un+1
ij \in G\ast = G and the bound-preserving property of the scheme (6.12) with (6.13).

7. GQL for Design of Bound-Preserving Schemes for Multicomponent MHD.
This section applies the GQL approach to developing bound-preserving high-order
finite volume and discontinuous Galerkin schemes for the multicomponent MHD sys-
tem. We mainly focus on the 2D case, while our discussions are extensible to the 3D
case. The 2D multicomponent compressible MHD system for an ideal fluid mixture
with Nc components can be written as

\partial tu+ \partial xf1(u) + \partial yf2(u) = 0,(7.1a)

u =

\left(      
\rho Y
\rho 
\bfitm 
B
E

\right)      , f\ell (u) =

\left(      
\rho Yv\ell 
\rho v\ell 

\bfitm v\ell  - BB\ell + ptote\ell 
Bv\ell  - \bfitv B\ell 

v\ell (E + ptot) - B\ell (\bfitv \cdot B)

\right)      , \ell = 1, 2,(7.1b)

along with the extra divergence-free condition on the magnetic field B:

(7.2) \nabla \cdot B := \partial xB1 + \partial yB2 = 0.

In (7.1b), \rho denotes the total density, \bfitm = \rho \bfitv is the momentum with \bfitv the fluid veloc-
ity, Y = (Y1, . . . , Ync - 1)

\top denotes the mass fractions of the first (nc - 1) components,

the mass fraction of the ncth component is Ync := 1 - 
\sum nc - 1

k=1 Yk, and ptot = p+ \| B\| 2

2
is the total pressure, with the thermal pressure p calculated by

(7.3) p = (\Gamma (u) - 1)

\biggl( 
E  - \| \bfitm \| 2

2\rho 
 - \| B\| 2

2

\biggr) 
, \Gamma (u) :=

\sum nc

k=1 \Gamma kCvk
Yk\sum nc

k=1 Cvk
Yk

,

where Cvk
> 0 and \Gamma k > 1, respectively, denote the heat capacity at constant volume

and the ratio of specific heats for species k.

7.1. GQL Representation of Invariant Region. For the system (7.1), the total
density \rho and the thermal pressure p are both positive, and the mass fractions \{ Yk\} nc

k=1

are between 0 and 1. These constraints constitute the invariant region

(7.4) G =
\bigl\{ 
u \in Rnc+7 : 0 \leq Yk \leq 1, 1 \leq k \leq nc, \rho > 0, p(u) > 0

\bigr\} 
,

where p(u) is a highly nonlinear function defined by (7.3). Due to the strong nonlinear-
ity and the underlying connections between the bound-preserving and divergence-free
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properties, the design and analysis of bound-preserving schemes for system (7.1) are
highly challenging.

Following the GQL framework, the convex region G in (7.4) can be equivalently
represented as
(7.5)
G\ast =

\bigl\{ 
u \in Rnc+7 : u \cdot ek \geq 0, 0 \leq k < nc, u \cdot enc > 0, \varphi (u; \bfitv \ast ,B\ast )>0 \forall \bfitv \ast ,B\ast \in R3

\bigr\} 
,

where e0 := enc  - 
\sum nc - 1

k=1 ek, the vector ek for k \geq 1 has a 1 in the kth component

and zeros elsewhere, and \varphi (u;\bfitv \ast ,B\ast ) := u \cdot n\ast +
\| B\ast \| 2

2 with n\ast = (0nc - 1,
\| \bfitv \ast \| 2

2 , - \bfitv \ast ,
 - B\ast , 1)

\top . In what follows, we will derive bound-preserving schemes for (7.1) based
on the GQL representation (7.5). The GQL approach will not only help overcome
the difficulties arising from the nonlinearity, but it will also play a crucial role in
establishing the key relations between the bound-preserving property and a discrete
divergence-free (DDF) condition on the numerical magnetic field.

7.2. GQL Bridges Bound-Preserving Property and DDF Condition. We focus
on the Euler forward method for time discretization, while all our discussions are
directly extensible to high-order strong-stability-preserving time discretizations [38]
that are formally convex combinations of Euler forward. Consider the finite volume
methods and the scheme of the cell averages of the discontinuous Galerkin method,
which can be written in a unified form as

(7.6) \=un+1
ij = \=un

ij  - \sigma 1
\bigl( 
\^f1,i+ 1

2 ,j
 - \^f1,i - 1

2 ,j

\bigr) 
 - \sigma 2

\bigl( 
\^f2,i,j+ 1

2
 - \^f2,i,j - 1

2

\bigr) 
for solving (7.1) on a uniform Cartesian mesh \{ \scrI ij := [xi - 1/2, xi+1/2]\times [yj - 1/2, yj+1/2]\} ,
with \sigma 1 = \Delta t

\Delta x and \sigma 2 = \Delta t
\Delta y . Here \=un

ij denotes the approximate cell average of

u(x, y, tn) on \scrI ij . For a (K + 1)th-order accurate scheme, in each cell \scrI ij a poly-
nomial vector of degree K, denoted by Un

ij(x, y), is also constructed as the approx-
imate solution, which is either the reconstructed polynomial solution in a finite vol-

ume scheme or the discontinuous Galerkin polynomial solution. Denote \{ \omega q, x
(q)
i \} Qq=1

and \{ \omega q, y
(q)
j \} Qq=1 as the Gauss quadrature weights and nodes in [xi - 1/2, xi+1/2] and

[yj - 1/2, yj+1/2], respectively. Let u\pm ,q

i\mp 1
2 ,j

= Un
ij(xi\mp 1

2
, y

(q)
j ), uq,\pm 

i,j\mp 1
2

= Un
ij(x

(q)
i , yj\mp 1

2
).

The numerical fluxes in (7.6) are then given by

(7.7) \^f1,i+ 1
2 ,j

=

Q\sum 
q=1

\omega q
\^fLF1 (u - ,q

i+ 1
2 ,j
,u+,q

i+ 1
2 ,j

), \^f2,i,j+ 1
2
=

Q\sum 
q=1

\omega q
\^fLF2 (uq, - 

i,j+ 1
2

,uq,+

i,j+ 1
2

),

where \^fLF\ell (\cdot , \cdot ) is taken as the Lax--Friedrichs flux (6.14) with the numerical viscosity
parameters

(7.8) \alpha 1,n \geq max
i,j,\mu 

\widehat \alpha 1

\bigl( 
u\mp ,q

i+ 1
2 ,j
,u\pm ,q

i - 1
2 ,j

\bigr) 
, \alpha 2,n \geq max

i,j,q
\widehat \alpha 2

\bigl( 
uq,\mp 
i,j+ 1

2

,uq,\pm 
i,j - 1

2

\bigr) 
.

Here, \widehat \alpha \ell (u, \~u) = max
\bigl\{ 
| v\ell | + \scrC \ell , | \~v\ell | + \~\scrC \ell ,

| \surd \rho v\ell +
\surd 

\~\rho \~v\ell | \surd 
\rho +

\surd 
\~\rho 

+ max\{ \scrC \ell , \~\scrC \ell \} 
\bigr\} 
+ \| B - \~B\| \surd 

\rho +
\surd 

\~\rho 
, \ell =

1, 2, and \scrC 1 and \scrC 2 are the fast magnetoacoustic speeds in the x- and y-directions,
respectively.

Seeking a condition for the scheme (7.6) to be bound-preserving is very chal-
lenging, due to the complexity of the system (7.1) and the region (7.4) as well as
the intrinsic relations between the bound-preserving property and the DDF condi-
tion. On one hand, it is very difficult to establish such relations, since the bound-
preserving property is a pointwise algebraic property, while the DDF condition is
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a discrete differential property. In fact, their relations remained unclear for a long
time until the recent work [104, 110] on the single-component MHD case. On the
other hand, the DDF condition strongly couples the states \{ u\pm ,q

i\mp 1
2 ,j
,uq,\pm 

i,j\mp 1
2

\} , making

the traditional or standard analysis approaches (which typically rely on decomposing
high-order or/and multidimensional schemes into convex combinations of first-order
1D schemes [121, 122, 125]) inapplicable to the present case.

First, let us consider the first-order scheme to gain some insights. In this case,
the polynomial degree K = 0, so that Un

ij(x, y) \equiv \=un
ij for all (x, y) \in \scrI ij , and we can

reformulate the scheme (7.6) as

(7.9) \=un+1
ij = (1 - \lambda )\=un

ij + \sigma 1\alpha 1,n\Pi 1 + \sigma 2\alpha 2,n\Pi 2,

with \lambda := \sigma 1\alpha 1,n + \sigma 2\alpha 2,n, and

\Pi 1 =
1

2

\biggl( 
\=un
i+1,j  - 

f1(\=u
n
i+1,j)

\alpha 1,n
+ \=un

i - 1,j +
f1(\=u

n
i - 1,j)

\alpha 1,n

\biggr) 
,

\Pi 2 =
1

2

\biggl( 
\=un
i,j+1  - 

f2(\=u
n
i,j+1)

\alpha 2,n
+ \=un

i,j - 1 +
f2(\=u

n
i,j - 1)

\alpha 2,n

\biggr) 
.

Lemma 7.1. If u, \~u \in G, then for any \bfitv \ast ,B\ast \in R3 it holds that

1

2

\biggl( 
u - f\ell (u)

\alpha 
+ \~u+

f\ell (\~u)

\alpha 

\biggr) 
\cdot n\ast +

\| B\ast \| 2

2
>

\bfitv \ast \cdot B\ast 

2\alpha 
( \~B\ell  - B\ell ),

where | \alpha | > \widehat \alpha \ell (u, \~u) and \ell \in \{ 1, 2\} .
The proof of Lemma 7.1 follows from [104, Lemma 2.6] and is omitted.

Theorem 7.2. If \=un
ij \in G for all i and j, then, under the standard CFL condition

\lambda \leq 1, the solution \=un+1
ij of (7.9) satisfies

\=un+1
ij \cdot ek \geq 0, 0 \leq k < nc, \=un+1

ij \cdot enc
> 0,(7.10)

\varphi (\=un+1
ij ;\bfitv \ast ,B\ast ) >  - \Delta t(\bfitv \ast \cdot B\ast )divij \=B \forall \bfitv \ast ,B\ast \in R3,(7.11)

where divij \=B :=
\=Bn
1,i+1,j - \=Bn

1,i - 1,j

2\Delta x +
\=Bn
2,i,j+1 - \=Bn

2,i,j - 1

2\Delta y is a discrete divergence. Further-

more, if the states \{ \=un
ij\} satisfy the DDF condition divij \=B = 0, then (7.10)--(7.11)

imply \=un+1
ij \in G\ast = G.

Proof. For 0 \leq k < nc and any u \in \{ \=un
ij\} , we have \pm f\ell (u) \cdot ek = \pm v\ell (u \cdot ek) \leq 

\alpha \ell ,n(u \cdot ek), which implies \Pi \ell \cdot ek \geq 0. Similarly, \Pi \ell \cdot enc > 0. These lead to (7.10).
Lemma 7.1 implies

\varphi (\Pi 1;\bfitv \ast ,B\ast ) >
\bfitv \ast \cdot B\ast 

2\alpha 1,n

\bigl( 
\=Bn
1,i - 1,j  - \=Bn

1,i+1,j

\bigr) 
,

\varphi (\Pi 2;\bfitv \ast ,B\ast ) >
\bfitv \ast \cdot B\ast 

2\alpha 2,n

\bigl( 
\=Bn
2,i,j - 1  - \=Bn

2,i,j+1

\bigr) 
.

Thanks to the linearity of \varphi (\cdot ;\bfitv \ast ,B\ast ), it then follows from (7.9) that

\varphi (\=un+1
ij ;\bfitv \ast ,B\ast ) = (1 - \lambda )\varphi (\=un

ij ;\bfitv \ast ,B\ast ) + \sigma 1\alpha 1,n\varphi (\Pi 1;\bfitv \ast ,B\ast ) + \sigma 2\alpha 2,n\varphi (\Pi 2;\bfitv \ast ,B\ast )

> (1 - \lambda )\varphi (\=un
ij ;\bfitv \ast ,B\ast ) - \Delta t(\bfitv \ast \cdot B\ast )divij \=B,

which yields (7.11) under the CFL condition \lambda \leq 1.
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Theorem 7.2 shows the connection between the bound-preserving property and a
DDF condition, which is bridged by (7.11) with the help of the free auxiliary variables
\{ \bfitv \ast ,B\ast \} in the GQL representation (7.5). This demonstrates the essential importance
of the GQL approach in establishing this connection and its significant advantages
for bound-preserving analysis and design. It seems to be very challenging (if not
impossible) to draw such a connection without using the GQL approach.

Now, we use the GQL approach to explore bound-preserving high-order schemes

with K \geq 1. Let \{ \widehat x(\beta )i \} L\beta =1 and \{ \widehat y(\beta )j \} L\beta =1 be the Gauss--Lobatto quadrature points

in [xi - 1/2, xi+1/2] and [yj - 1/2, yj+1/2], respectively, and let \{ \widehat \omega \beta \} L\beta =1 be the weights,

with L =
\bigl\lceil 
K+3
2

\bigr\rceil 
. Similar to Theorem 7.2 and [104, Theorem 4.7], the following result

can be derived (with the proof omitted here).

Theorem 7.3. If, for all i and j, \=un
ij \in G and the polynomial vector Un

ij(x, y)
satisfies

(7.12) Un
ij(\widehat x(\beta )i , y

(q)
j ),Un

ij(x
(q)
i , \widehat y(\beta )j ) \in G \forall \beta , q,

then the solution \=un+1
ij of the scheme (7.6) satisfies

(7.13) \varphi (\=un+1
ij ;\bfitv \ast ,B\ast ) > 2(\widehat \omega 1  - \lambda )\varphi (\Pi ;\bfitv \ast ,B\ast ) - \Delta t(\bfitv \ast \cdot B\ast )divijB

with \Pi := 1
2\lambda 

\sum 
q \omega q

\bigl[ 
\sigma 1\alpha 1,n

\bigl( 
u - ,q

i+ 1
2 ,j

+ u+,q

i - 1
2 ,j

\bigr) 
+ \sigma 2\alpha 2,n

\bigl( 
uq, - 
i,j+ 1

2

+ uq,+

i,j - 1
2

\bigr) \bigr] 
\in G. Fur-

thermore, under the CFL condition \lambda \leq \widehat \omega 1, we have

\=un+1
ij \cdot ek \geq 0, 0 \leq k < nc, \=un+1

ij \cdot enc
> 0,(7.14)

\varphi (\=un+1
ij ;\bfitv \ast ,B\ast ) >  - \Delta t(\bfitv \ast \cdot B\ast )divijB \forall \bfitv \ast ,B\ast \in R3,(7.15)

where the discrete divergence is defined as divijB := 1
2

\bigl( 
div - ijB+ div+ijB

\bigr) 
with

div\mp ijB :=
1

\Delta x

Q\sum 
q=1

\omega q

\Bigl( 
B\mp ,q

1,i+ 1
2 ,j

 - B\pm ,q

1,i - 1
2 ,j

\Bigr) 
+

1

\Delta y

Q\sum 
q=1

\omega q

\Bigl( 
Bq,\mp 

2,i,j+ 1
2

 - Bq,\pm 
2,i,j - 1

2

\Bigr) 
.

Remark 7.4. The condition (7.12) in Theorem 7.3 is standard (cf. [121, 122]) and
can be easily enforced by a simple scaling limiter (see Appendix B). Thanks to the
GQL representation (7.5), we observe from (7.14)--(7.15) that, in order to ensure
\=un+1
ij \in G\ast = G, an extra DDF condition

(7.16) divijB :=
1

2

\bigl( 
div - ijB+ div+ijB

\bigr) 
= 0

is also required. Unfortunately, the high-order schemes (7.6) do not preserve the
DDF condition (7.16), which depends on the numerical solution information from
adjacent cells. Although a few globally divergence-free techniques (e.g., [35]) have
been developed and could meet the condition (7.16), the local scaling limiter for (7.12)
will destroy the globally divergence-free property. Notice that the locally divergence-
free technique (e.g., [66]) is compatible with the local scaling limiter, but can only
guarantee div - ijB = 0. In subsection 7.3, we will use the GQL approach to explore

how to eliminate the effect of the remaining part div+ijB by properly modifying the
scheme (7.6).
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7.3. Seek High-Order Provably Bound-Preserving Schemes via GQL. We
have established the relations between the bound-preserving and divergence-free prop-
erties at the discrete level. Interestingly, at the continuous level, bound preservation
is also closely related to the continuous divergence-free condition (7.2): If (7.2) is
slightly violated, then even the exact solution of system (7.1) may not stay in G; see
[106, page B1326] for a discussion which is also valid for system (7.1). To address this
issue, we consider a modified formulation of the multicomponent MHD equations

(7.17) \partial tu+ \partial xf1(u) + \partial yf2(u) + (\nabla \cdot B)S(u) = 0

by adding an extra source term to (7.1a) with S(u) = (0nc
,B,\bfitv ,\bfitv \cdot B)\top . Such a formu-

lation was first proposed by Godunov [37] for the purpose of entropy symmetrization
in the single-component MHD case. Notice that, for divergence-free initial condi-
tions, the exact solutions of the modified form (7.17) and the standard form (7.1)
are the same. However, if the divergence-free condition (7.2) is violated, the extra
source term in the modified form (7.17) becomes beneficial and helps keep the exact
solutions in G; see [107, pages 1042--1043] for an analysis which also works for sys-
tem (7.17). This finding motivates us to explore bound-preserving schemes based on
suitable discretization of the modified form (7.17). Thus we consider

(7.18) \=un+1
ij = \=un

ij  - \sigma 1
\bigl( 
\^f1,i+ 1

2 ,j
 - \^f1,i - 1

2 ,j

\bigr) 
 - \sigma 2

\bigl( 
\^f2,i,j+ 1

2
 - \^f2,i,j - 1

2

\bigr) 
 - \widehat Sij

by adding a properly discretized source term \widehat Sij into the standard finite volume or
discontinuous Galerkin schemes (7.6). As discussed in Remark 7.4, we can adopt a
locally divergence-free technique for the magnetic components of Un

ij(x, y) such that

div - ijB = 0. This gives 2divijB = div+ijB = div+ijB - div - ijB, thereby leading to
(7.19)

divijB =
1

2\Delta x

Q\sum 
q=1

\omega q

\Bigl( 
JB1K

q

i+ 1
2 ,j

+ JB1K
q

i - 1
2 ,j

\Bigr) 
+

1

2\Delta y

Q\sum 
q=1

\omega q

\Bigl( 
JB2K

q

i,j+ 1
2

+ JB2K
q

i,j - 1
2

\Bigr) 
,

where JB1K
q

i+ 1
2 ,j

= B+,q

1,i+ 1
2 ,j

 - B - ,q

1,i+ 1
2 ,j

and JB2K
q

i,j+ 1
2

= Bq, - 
2,i,j+ 1

2

 - Bq, - 
2,i,j+ 1

2

are the

jumps of the normal magnetic component across the cell interfaces. Using the GQL
approach with the linearity of \varphi (\cdot ;\bfitv \ast ,B\ast ) and the estimate (7.13) under the hypothesis
of Theorem 7.3, we obtain

\varphi (\=un+1
ij ;\bfitv \ast ,B\ast ) > 2(\widehat \omega 1  - \lambda )\varphi (\Pi ;\bfitv \ast ,B\ast ) - 

\Bigl[ 
\Delta t(\bfitv \ast \cdot B\ast )divijB+ \widehat Sij \cdot n\ast 

\Bigr] 
.(7.20)

Then the key is to carefully design \widehat Sij to exactly offset the effect of divijB in (7.20),
so that the resulting schemes (7.18) become bound-preserving. Observing that for
any b \in R and any u \in G,

(7.21) b(\bfitv \ast \cdot B\ast + S(u) \cdot n\ast ) = b(\bfitv  - \bfitv \ast ) \cdot (B - B\ast ) \leq | b| \rho 1/2\varphi (u; ;\bfitv \ast ,B\ast ),

we devise

(7.22)

\widehat Sij =
\sigma 1
2

Q\sum 
q=1

\omega q

\Bigl[ 
JB1K

q

i+ 1
2 ,j

S(u - ,q

i+ 1
2 ,j

) + JB1K
q

i - 1
2 ,j

S(u+,q

i - 1
2 ,j

)
\Bigr] 

+
\sigma 2
2

Q\sum 
q=1

\omega q

\Bigl[ 
JB2K

q

i,j+ 1
2

S(uq, - 
i,j+ 1

2

) + JB2K
q

i,j - 1
2

S(uq,+

i,j - 1
2

)
\Bigr] 
,
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such that the last term in (7.20) satisfies

\Delta t(\bfitv \ast \cdot B\ast )divijB+ \widehat Sij \cdot n\ast 

=
\sigma 1
2

Q\sum 
q=1

\omega q

\biggl[ 
JB1K

q

i+ 1
2 ,j

\Bigl( 
\bfitv \ast \cdot B\ast + S(u - ,q

i+ 1
2 ,j

) \cdot n\ast 

\Bigr) 
+ JB1K

q

i - 1
2 ,j

\Bigl( 
\bfitv \ast \cdot B\ast + S(u+,q

i - 1
2 ,j

) \cdot n\ast 

\Bigr) \biggr] 
+
\sigma 2
2

Q\sum 
q=1

\omega q

\biggl[ 
JB2K

q

i,j+ 1
2

\Bigl( 
\bfitv \ast \cdot B\ast + S(uq, - 

i,j+ 1
2

) \cdot n\ast 

\Bigr) 
+ JB2K

q

i,j - 1
2

\Bigl( 
\bfitv \ast \cdot B\ast + S(uq,+

i,j - 1
2

) \cdot n\ast 

\Bigr) \biggr] 
\leq \varepsilon \lambda \varphi (\Pi ;\bfitv \ast ,B\ast ),(7.23)

where we use (7.19) in the equality and (7.21) in the inequality, and \varepsilon = max\{ \beta 1/\alpha 1,n,
\beta 2/\alpha 2,n\} with

\beta 1 = max
i,j,q

\bigl\{ \bigm| \bigm| JB1K
q

i+ 1
2 ,j

\bigm| \bigm| (\rho \pm ,q

i+ 1
2 ,j

) - 1/2
\bigr\} 

and

\beta 2 = max
i,j,q

\bigl\{ \bigm| \bigm| JB2K
q

i,j+ 1
2

\bigm| \bigm| (\rho q,\pm 
i,j+ 1

2

) - 1/2
\bigr\} 
.

Combining (7.20) with (7.23), we obtain

\varphi (\=un+1
ij ;\bfitv \ast ,B\ast ) > 2(\widehat \omega 1  - \lambda  - \varepsilon \lambda )\varphi (\Pi ; \bfitv \ast ,B\ast ) \geq 0

under the CFL condition (1+\varepsilon )\lambda \leq \widehat \omega 1. Notice that the first nc components of \widehat Sij are
zeros, which implies that (7.14) in Theorem 7.3 also holds for the modified schemes
(7.18). In summary, we obtain the following result.

Theorem 7.5. If, for all i and j, \=un
ij \in G and the polynomial vector Un

ij(x, y)

satisfies (7.12) and div - ijB = 0, then, under the CFL condition (1 + \varepsilon )\lambda \leq \widehat \omega 1, the

solution \=un+1
ij of (7.18) is always preserved in G\ast .

Theorem 7.5 indicates that if we use the scaling limiter in Appendix B to enforce
(7.12) and a locally divergence-free technique to ensure div - 

ijB = 0, then the scheme
(7.18) with (7.22) is bound-preserving. The bounds are also preserved if a high-order
strong-stability-preserving time discretization [38] is used to replace the Euler forward
method.

8. Experimental Results. This section gives two highly demanding numerical
examples to further demonstrate our theoretical analysis as well as the robustness
and effectiveness of the bound-preserving schemes designed via GQL in subsection 7.3
for the 2D multicomponent MHD. We use the proposed bound-preserving third-order
locally divergence-free discontinuous Galerkin method for spatial discretization. As
the tests involve strong discontinuities, the locally divergence-free WENO limiter [126]
is also employed in some trouble cells adaptively detected by the indicator of [62]. The
third-order strong-stability-preserving Runge--Kutta method [38] is adopted for time
discretization, with the CFL number set as 0.15.
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Fig. 4 The contour plots of \rho , pm, p, and \| \bfitv \| (from left to right) for the blast problem at t = 0.01.

Example 8.1 (blast problem). This test simulates a benchmark MHD problem in
the domain [ - 0.5, 0.5]2 with outflow boundary conditions. The setup is similar to
that in [5] except for a fluid mixture with nc = 2, Cv1 = 2.42, Cv2 = 0.72, \Gamma 1 = 5/3,
and \Gamma 2 = 1.4. Initially, the fluid is stationary, with (\rho , p, Y1, Y2) = (1, 1000, 1, 0) in the
explosion region (x2 + y2 \leq 0.01) and (1, 0.1, 0, 1) in the ambient region (x2 + y2 >
0.01). The magnetic field B is initialized as (100/

\surd 
4\pi , 0, 0). Due to the large jump

in p and the strong magnetic field, negative numerical p can be easily produced and
often causes failure of the numerical simulations. Figure 4 presents the contour plots
of the density \rho , the magnetic pressure pm = 1

2\| B\| 2, the thermal pressure p, and the
velocity magnitude \| \bfitv \| computed by the proposed bound-preserving discontinuous
Galerkin method with 400 \times 400 uniform cells. We observe that the flow structures
are well captured and our method is highly robust and always preserves the bound
principles (7.4) in the whole simulation.

Example 8.2 (astrophysical jet). This test simulates a high-speed MHD jet flow
in the domain [ - 0.5, 0.5] \times [0, 1.5] with nc = 2, Cv1

= 0.72, Cv2
= 2.42, \Gamma 1 = 1.4,

and \Gamma 2 = 5/3. The domain is initially filled with static fluid with (\rho , p, Y1, Y2) =
(0.14, 1, 0, 1). The inflow jet condition is fixed on boundary \{ | x| < 0.05, y = 0\} 
with (\rho , p, Y1, Y2) = (1.4, 1, 1, 0) and \bfitv = (0, 800, 0), while the outflow conditions
are specified on the other boundaries. There is a strong magnetic field B initialized
as (0,

\surd 
4000, 0), which makes this test more challenging. Our simulation is based

on the proposed bound-preserving method with 200 \times 600 uniform cells in [0, 0.5] \times 
[0, 1.5]. The numerical results are shown in Figure 5. The flow pattern is captured
with high resolution and is similar to the single-component MHD case reported in
[106, 107]. In such an extreme test, our bound-preserving method exhibits good
robustness. However, if the proposed scaling limiter is not used to enforce (7.12),
or if the locally divergence-free technique is not employed to ensure div - 

ijB = 0, or
if the proposed source term (7.22) is dropped, the resulting method even with the
WENO limiter is not bound-preserving and would fail quickly due to nonphysical
numerical solutions out of the bounds. This confirms our theoretical analyses and the
importance of the proposed conditions and techniques.

9. Conclusions. We have systematically proposed a novel and general frame-
work, called geometric quasilinearization (GQL), for studying bound-preserving prob-
lems with nonlinear constraints. GQL skillfully converts all nonlinear constraints into
linear ones, by properly introducing some free auxiliary variables independent of the
system variables. We have established the fundamental principle and general theory
of GQL and provided three simple methods for constructing GQL representations.
The GQL approach equivalently casts the nonlinear bound-preserving problems into
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Fig. 5 The plots of log(\rho ) for the jet problem. From left to right: t = 0.001, 0.0015, and 0.002.

preserving the positivity of linear scalar functions, thereby opening up a new effective
way for bound-preserving study. Several examples have been provided to demonstrate
the effectiveness and advantages of the GQL approach in addressing nonlinear bound-
preserving problems that are highly challenging and could not be easily handled by di-
rect or traditional approaches. Recently, the GQL approach has also achieved success
in finding high-order bound-preserving schemes for several complicated PDE systems
in [104, 106, 110, 105, 107, 108]. The GQL approach applies to the bound-preserving
study for the general d-dimensional hyperbolic system \partial tu+\nabla \cdot f(u) = 0, and in par-
ticular, for a general scheme with the Lax--Friedrichs flux on general polytope meshes,
the central task is to establish the estimate

(\bfitxi \cdot f(u)) \cdot ni\ast \leq \alpha (u, \bfitxi )(u - u\ast ) \cdot ni\ast  - \bfitxi \cdot h(u\ast ) \forall u\ast \in \scrS i

for any unit vector \bfitxi \in Rd by seeking a suitable h(u\ast ) and an estimated maximum
wave speed \alpha (u, \bfitxi ) in the direction of \bfitxi . This will be detailed in a future paper.

The GQL framework is applicable to general convex invariant regions with non-
linear constraints and is not restricted to the specific forms of the PDEs. However,
this does not claim that our approach addresses the bound-preserving problems in
all cases: It is just a promising framework that simplifies the bound-preserving study
of many important hyperbolic type systems, and we hope this paper will motivate
further study of applying the GQL approach to a wider class of problems.

Appendix A. Proof of Proposition 3.9. The proof is divided into two steps.
(i) Prove that G \subseteq G\ast . For any u\ast \in \partial G, the hyperplane (u  - u\ast ) \cdot n\ast = 0

supports the convex region G at u\ast . Thus we have

(A.1) G \subseteq \{ u \in RN : (u - u\ast ,n\ast ) \geq 0 \forall u\ast \in \partial G\} .

If G is closed, then (A.1) means G \subseteq G\ast . Next, we assume G is open and show
G \subseteq G\ast by contradiction. Assume that

(A.2) there exists u0 \in G but u0 /\in G\ast .

Then, according to (A.1), there exists u\ast \in \partial G such that (u0  - u\ast ) \cdot n\ast = 0. Since G
is open, there exists \delta > 0 such that \Omega \delta := \{ u \in RN : \| u  - u0\| < \delta \} \subset G. We take
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u\delta := u0  - \delta 
2\| n\ast \| n\ast \in \Omega \delta . Then u\delta \in G. However, using (u0  - u\ast ) \cdot n\ast = 0 gives

(u\delta  - u\ast ) \cdot n\ast =

\biggl( 
u0  - u\ast  - 

\delta 

2\| n\ast \| 
n\ast 

\biggr) 
\cdot n\ast =  - \delta 

2
\| n\ast \| < 0,

which contradicts (A.1) and u\delta \in G. Thus the assumption (A.2) is incorrect, and we
have G \subseteq G\ast .

(ii) Prove that G\ast \subseteq G. We first show that G\ast \subseteq cl(G) by contradiction. Assume
that

(A.3) there exists u0 \in G\ast but u0 /\in cl(G).

According to the theory of convex optimization [8], the minimum of the convex func-
tion \zeta (u) := \| u  - u0\| 2 over the closed convex region cl(G) is attained at a certain
boundary point u\ast \in \partial G. Let \widehat u be an arbitrary interior point of G. Thanks to the
convexity of cl(G), one has u\lambda := \lambda \widehat u+ (1 - \lambda )u\ast \in cl(G) for any \lambda \in [0, 1]. We then
know that the quadratic function

\widehat \zeta (\lambda ) := \zeta (u\lambda ) = \lambda 2 \| \widehat u - u\ast \| 2 + 2\lambda (\widehat u - u\ast ) \cdot (u\ast  - u0) + \| u\ast  - u0\| 2

attains its minimum over [0, 1] at \lambda = 0. This implies (\widehat u - u\ast ) \cdot (u\ast  - u0) \geq 0 for an
arbitrary interior point \widehat u of G. Thus int(G) \subseteq \{ u : (u - u\ast ) \cdot (u\ast  - u0) \geq 0\} =: H+

\ast ,
where H+

\ast is a closed halfspace. It follows that H+
\ast is a supporting halfspace to G, and

u\ast  - u0 is an inward-pointing normal vector of G at u\ast . Because \partial G is smooth, there
exists \mu > 0 such that n\ast = \mu (u\ast  - u0), which implies (u0 - u\ast )\cdot n\ast =  - \mu \| u0  - u\ast \| 2 <
0. This contradicts the assumption u0 \in G\ast . Thus the assumption (A.3) is incorrect,
and we have G\ast \subseteq cl(G). If G is closed, then we obtain G\ast \subseteq G. If G is open, then
\partial G \cap G\ast = \emptyset , which along with G\ast \subseteq cl(G) yields G\ast \subseteq G.

In summary, we have G = G\ast , and the proof is completed.

Appendix B. A Simple Scaling Limiter to Enforce (7.12). Condition (7.12) is
not always automatically satisfied by the polynomial vector Un

ij(x, y) in the high-order

schemes. If this occurs, the following limiter is used to modify Un
ij(x, y) into

\widetilde Un
ij(x, y)

such that \widetilde Un
ij(x, y) satisfies (7.12). Define Qij = \{ (\widehat x(\beta )i , y

(q)
j ), (x

(q)
i , \widehat y(\beta )j ) \forall \beta , q\} as the

set of all the points involved in (7.12). Since the limiter is performed separately for
each cell, the subscripts ij and superscript n of all quantities are omitted below for
convenience. First, modify the density as

\widehat \rho (x, y) = \rho + \theta 1(\rho (x, y) - \rho ), \theta 1 := (\rho  - \epsilon 1)/
\bigl( 
\rho  - min

(x,y)\in Qij

\rho (x, y)
\bigr) 
,

where \epsilon 1 is a small positive number and may be taken as min\{ 10 - 13, \rho \} . Define
Sk = \{ (x, y) \in Qij : \rho Yk(x, y) \leq 0\} . Then, modify the mass fractions [25] as

\widehat \rho Yk(x, y) = \rho Yk(x, y) + \theta 2
\bigl( 
\rho Yk\widehat \rho (x, y)/\rho  - \rho Yk(x, y)

\bigr) 
, 1 \leq k \leq nc  - 1,

where \theta 2 = max1\leq k\leq nc
max(x,y)\in Sk\{ 

 - \rho Yk(x,y)

\rho Yk\widehat \rho (x,y)/\rho  - \rho Yk(x,y)
\} with \rho Ync

= \widehat \rho  - \sum nc - 1
k=1 \rho Yk.

Denote \widehat U = (\widehat \rho Y, \widehat \rho ,\bfitm ,B, E)\top . Finally, modify \widehat U to enforce the positivity of g(U) =
E  - 1

2 (\| \bfitm \| 2/\rho + \| B\| 2) by

\widetilde U(x, y) = U+ \theta 3(\widehat U(x, y) - U), \theta 3 := (g(U) - \epsilon 2)/
\bigl( 
g(U) - min

(x,y)\in Qij

g(\widehat U(x, y))
\bigr) 
,
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where \epsilon 2 is a small positive number and may be taken as min\{ 10 - 13, g(U)\} . Note
that the pressure function p(U) in (7.3) is generally not concave so we use the concave

function g(U) instead of p(U). It can be verified that the limited solution \widetilde U(x, y) \in G
for all (x, y) \in Qij and its cell average equals U. Such types of limiters do not lose
the high-order accuracy, as demonstrated in [121, 122, 119].
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