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ABSTRACT: Previous findings show that large-scale atmospheric circulation plays an important role in driving Arctic sea
ice variability from synoptic to seasonal time scales. While some circulation patterns responsible for Barents—Kara sea ice
changes have been identified in previous works, the most important patterns and the role of their persistence remain un-
clear. Our study uses self-organizing maps to identify nine high-latitude circulation patterns responsible for day-to-day
Barents—Kara sea ice changes. Circulation patterns with a high pressure center over the Urals (Scandinavia) and a low
pressure center over Iceland (Greenland) are found to be the most important for Barents—Kara sea ice loss. Their oppo-
site-phase counterparts are found to be the most important for sea ice growth. The persistence of these circulation patterns
helps explain sea ice variability from synoptic to seasonal time scales. We further use sea ice models forced by observed at-
mospheric fields (including the surface circulation and temperature) to reproduce observed sea ice variability and diagnose
the role of atmosphere-driven thermodynamic and dynamic processes. Results show that thermodynamic and dynamic pro-
cesses similarly contribute to Barents—Kara sea ice concentration changes on synoptic time scales via circulation. On sea-
sonal time scales, thermodynamic processes seem to play a stronger role than dynamic processes. Overall, our study
highlights the importance of large-scale atmospheric circulation, its persistence, and varying physical processes in shaping
sea ice variability across multiple time scales, which has implications for seasonal sea ice prediction.

SIGNIFICANCE STATEMENT: Understanding what processes lead to Arctic sea ice changes is important due to
their significant impacts on the ecosystem, weather, and shipping, and hence our society. A well-known process that
causes sea ice changes is atmospheric circulation variability. We further pin down what circulation patterns and under-
lying mechanisms matter. We identify multiple circulation patterns responsible for sea ice loss and growth to different
extents. We find that the circulation can cause sea ice loss by mechanically pushing sea ice northward and bringing
warm and moist air to melt sea ice. The two processes are similarly important. Our study advances understanding of
the Arctic sea ice variability with important implications for Arctic sea ice prediction.
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1. Introduction Such important climate impacts prompt us to understand
what processes are responsible for Arctic sea ice loss over the
past decades and variability across various time scales.

Over synoptic to seasonal time scales, sea ice changes are
largely shaped by large-scale atmospheric circulation via ther-
modynamic and dynamic pathways (e.g., Fang and Wallace
1994; Sorteberg and Kvingedal 2006; Serreze and Stroeve
2015; Park et al. 2018), but their relative contributions are not
entirely clear. The thermodynamic pathway refers to atmo-

Sea ice reflects a large portion of incoming solar radiation
and acts as an insulating layer that reduces the exchange of
mass, heat, and moisture between the atmosphere and ocean,
and hence plays a crucial role in regulating the climate system.
Arctic sea ice loss over recent decades (Notz et al. 2020) has
been shown to impact Arctic ecosystems (Post et al. 2013),
coastal erosion (Kostopoulos et al. 2018), increased Arctic
precipitation (Bintanja and Selten 2014; Kopec et al. 2016),
and Arctic surface warming (Kim and Kim 2017; Screen and spheric heat and moisture transports that perturb surface en-
Simmonds 2010), and potentially influences midlatitude circu- €8y fluxes and thus contribute to sea ice melt or freeze. The

lation (Cohen et al. 2014; Siew et al. 2020; Outten et al. 2023). ~ role of enhanced moisture transport and downward longwave
radiation in driving Arctic sea ice loss has been highlighted in

recent studies (e.g., Woods et al. 2013; Mortin et al. 2016;

Woods and Caballero 2016; Park et al. 2015; Hegyi and Taylor

4 Supplemental information related to this paper is available ~2018; Yang and Magnusdottir 2017; Liu et al. 2022; Zheng
at the Journals Online website: https://doi.org/10.1175/JCLI-D-23- et al. 2022). The dynamic pathway refers to wind-driven sea
0155.51. ice motions and redistribution, whose importance is also well
recognized (e.g., Jung and Hilmer 2001; Rigor et al. 2002;
Corresponding author: Peter Yu Feng Siew, pyfsiew@ldeo. Park et al. 2015; Park and Stewart 2016; Cai et al. 2020; Jiang
columbia.edu et al. 2021). The two pathways contributing to sea ice changes
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FIG. 1. Sea ice concentration climatology and daily variability. Climatological sea ice extent (yellow lines show 15% concentration) and
standard deviation of daily sea ice concentration (shading) in DJFM from (a) NSIDC satellite observations and sea ice models (b) CICES
and (c) PIOMAS. The black box in (a) shows the Barents—Kara Sea region (65°-85°N, 10°~100°E) for computing the area-averaged sea

ice index.

are closely related (Holland and Kwok 2012; Holland and
Kimura 2016; Polyakov et al. 2022). While isolating the two
pathways using observations remains difficult, sea ice models
have been found to be a useful tool. For example, sea ice
models forced by observed atmospheric conditions can largely
reproduce the observed sea ice variability, thus allowing us to
diagnose the two different pathways and relevant processes
(Ding et al. 2017; Lee et al. 2019; Clancy et al. 2022; Lim et al.
2022a; Liang et al. 2022).

The large-scale atmospheric circulation exhibits various cir-
culation patterns that could modulate the physical pathways
shaping Arctic sea ice variability (Mills and Walsh 2014; Yu
et al. 2019). Previous studies have identified some circulation
patterns that are important for Barents—Kara sea ice loss. A
typical one is a low pressure system over Greenland and a
high pressure system over Scandinavia (Woods et al. 2013;
Luo et al. 2017, Wang et al. 2020; Zheng et al. 2022). Other
sea ice loss patterns have also been identified, including the
positive phase of the North Atlantic Oscillation (Deser et al.
2000; Rigor et al. 2002; Park et al. 2018), Ural-Scandinavian
blocking episodes (Luo et al. 2016; Gong and Luo 2017; Tyrlis
et al. 2019; Chen et al. 2018), and Arctic cyclones moving
along the west of the sea ice basins (Sorteberg and Walsh
2008; Boisvert et al. 2016; Rinke et al. 2017; Madonna et al.
2020; Schreiber and Serreze 2020; Finocchio et al. 2022;
Clancy et al. 2022). Nevertheless, a systematic approach identi-
fying the most responsible circulation patterns and their physical
processes shaping Barents—Kara sea ice loss and growth across
multiple time scales is still missing.

In the present study, we use a clustering approach, self-
organizing maps (SOM), to identify various circulation patterns
in the Euro-Atlantic sector that are important for day-to-day
Barents—Kara sea ice changes (both ice loss and growth). We ex-
tend these daily linkages to seasonal time scales by accounting
for the persistence of these circulation patterns. We also use sea
ice models to assess the relative contributions of thermodynamic
and dynamic processes responsible for the circulation—ice link-
ages. We focus on the ice growth season (December-March)
and the Barents and Kara Seas where sea ice experiences the
largest variability (Fig. 1).

We begin with a description of data and methods (section 2),
including the SOM approach and sea ice models. We next reveal
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the high-latitude circulation patterns and their effects on Barents—
Kara sea ice changes on weather time scales (section 3a) and the
underlying mechanisms (section 3b). How the persistence of cir-
culation patterns modulates sea ice changes on seasonal time
scales is presented in section 3c. We end with discussion and con-
cluding remarks in section 4.

2. Data and methods
a. Observations and sea ice models

We use the National Aeronautics and Space Administration
(NASA) Modern-Era Retrospective Analysis for Research and
Applications version 2 (MERRA-2; Gelaro et al. 2017) for daily
atmospheric variables through the winter season [December—
March (DJFM)] from 1980/81 to 2020/21. We find similar results
when using another reanalysis dataset, the European Centre for
Medium-Range Weather Forecasts (ECMWF) reanalysis ERAS
(Hersbach et al. 2020), and hence only results from MERRA-2
will be shown. We use the National Oceanic and Atmospheric
Administration (NOAA) National Snow and Ice Data Center
(NSIDC) Climate Data Record of Passive Microwave Sea Ice
Concentration version 4 (Meier et al. 2021) for the daily sea ice
concentration (SIC) in the same period. The satellite data were
available every two days before July 1987 and hence temporal in-
terpolation was applied to obtain daily resolution (Meier et al.
2022). The satellite sea ice product has 54 days (including most
days in 1987/88 December and January) missing during the pe-
riod of interest.

We also use two sea ice models: CICES (covering the period
1980/81-2017/18; Bailey et al. 2018) and PIOMAS version 2.1
(covering the period 1980/81-2020/21; Zhang and Rothrock
2003) to obtain simulated sea ice concentration and other varia-
bles such as sea ice thickness and ice drifts whose daily and spa-
tial coverages are incomplete from observations. CICES
(PIOMAS) has a mean horizontal resolution of 1° (22 km) in the
Arctic. CICES coupled with a slab-ocean model (i.e., without
ocean circulation) is forced by atmospheric surface fields such as
surface winds, temperature, and energy fluxes from the Japanese
55-year Reanalysis (JRA-55; Kobayashi et al. 2015). PIOMAS
coupled with a dynamic ocean model is forced by similar at-
mospheric surface fields from the National Centers for Environ-
mental Prediction-National Center for Atmospheric Research
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(NCEP-NCAR) reanalysis (Kalnay et al. 1996) and further as-
similates satellite sea ice concentration (Zhang and Rothrock
2003). The simulated sea ice concentration can largely reproduce
the observed sea ice climatology and variability (Fig. 1) by re-
sponding to the realistic atmospheric forcing. Nevertheless, the
sea ice edge (yellow lines) simulated by CICES is smoother and
the region that shows the largest variability over the Barents—
Kara Sea is located more southward compared to observations
and PIOMAS. This could result from the missing ocean dynam-
ics in CICES. The difference of simulated sea ice between the
two sea ice models could also result from what reanalysis prod-
uct is used (Notz et al. 2013; Lindsay et al. 2014; Lee et al. 2019).

b. Methods to identify high-latitude circulation patterns

We use SOM analysis, a machine-learning clustering tool, to
partition atmospheric circulation according to pattern similarity.
The SOM algorithm assigns the circulation field on each day to a
best-matching cluster by minimizing the Euclidean distance. After
each assignment, the best-matching cluster and its neighboring
clusters are adjusted by the new data weighted by the neighbor-
hood function, in which the best-matching cluster has the greatest
weight and other neighboring clusters have a smaller weight
based on their distance from the best-matching cluster. These two
procedures iterate many times to ensure that the assignment be-
comes stable. Owing to the neighborhood function in the SOM al-
gorithm, the clusters “self-organize” such that similar clusters are
located close together and dissimilar clusters are located farther
apart on the SOM map. The topological ordering in SOM allows
an effective visualization of a continuum of circulation patterns
(Johnson et al. 2008; Johnson and Feldstein 2010). The SOM
analysis has demonstrated a strong capability to partition mean-
ingful patterns in many studies, including those focusing on the
Arctic atmosphere (e.g., Cassano et al. 2006; Skific et al. 2009;
Nygard et al. 2019) and Arctic sea ice (e.g., Mills and Walsh 2014;
Yu et al. 2019; Horvath et al. 2021; Yu et al. 2021). For a full de-
scription of the SOM algorithm, readers are referred to Kohonen
(1982), Kohonen (2012), and the appendix of Johnson et al.
(2008).

For our study, we use December—March daily 500-hPa geopo-
tential height anomaly fields with a 1° X 1° resolution over the
Euro-Atlantic sector (60°E-90°W) in high latitudes (60°-90°N).
We calculate anomalies by subtracting the seasonal cycle (clima-
tological daily mean smoothed by a 31-day running average).
We also remove the long-term linear trend at each grid point to
focus on the short-term fluctuations. We weight the data by the
square root of cosine of latitude to account for the increasing
grid density with latitudes (Johnson and Feldstein 2010; Lee et al.
2011) before applying the SOM algorithm. We use a Python
package “somoclu” version 1.75 (Wittek et al. 2013) to perform
the SOM algorithm. The Python script to run the SOM algo-
rithm and some predefined parameters (e.g., epochs, learning
rate, radius of the neighborhood functions) are available online
(see the data availability statement at the end of the article).
The most important parameter that has to be specified is the
SOM map size, which determines the number of clusters and
the number of neighbors of each cluster.
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We choose the 3 X 3 SOM map size by considering three
measures: similarity within and between clusters (Johnson
2013; Lee and Kim 2019) and reproducibility (Bao and Wallace
2015). We calculate pattern correlations to quantify the similarity
within and between clusters (Fig. Sla in the online supplemental
material). When the number of clusters increases, more spatial
details of the circulation fields can be resolved and classified, and
hence the pattern similarity within a cluster increases (blue line).
However, the patterns of different clusters would become less
distinguishable (red line). An optimal map size should be large
enough to capture the intracluster similarity while small enough
to keep intercluster distinguishable. Hence, the intersection
between the two lines (gray shading in Fig. Sla; 8-11 SOM pat-
terns) is optimal. To test which map size within this range yields
the most reproducible SOM patterns, we run the SOM in all pos-
sible map sizes (8 X 1,4 X 2,3 X 3,9 X 1,10 X 1,5 X 2,11 X 1)
for 20 different realizations with random initialization. We calcu-
late pattern correlations between members to quantify the repro-
ducibility. We find that the 3 X 3 map size is highly reproducible
(Fig. S1b). In the following, we present the SOM patterns from a
member that shows high pattern correlations with most others.
Using pattern correlations as a measure shows that this set of
SOM clusters can well represent the spatial pattern of their mem-
bers (Fig. S2).

¢. Methods to quantify the strength of the
circulation patterns

The anomalous circulation field on each day is assigned to
one of the nine clusters according to pattern similarity but not
the strength of the atmospheric flow. To quantify the strength,
we spatially project the weighted daily circulation fields (Zgaiy)
onto their assigned clusters’ centroids (Zcentroia) for a domain of
60°-90°N, 60°E-90°W:

B= Zdaily : Zcentroid’ (1)
where S is the strength of the circulation pattern, and Zg,;y and
Z.centroia are in vector forms; Zeeneoig 1S defined as the average of
the daily circulation fields assigned to that cluster (as shown in
Fig. 2 contours). The B within a cluster is then normalized be-
tween 0 and 1 to represent the relative strength.

d. Methods to define sea ice changes and their
relationship with SOM patterns

To investigate daily relationships between circulation pat-
terns and sea ice changes, we composite daily sea ice concen-
tration and thickness changes on individual SOM clusters. We
also calculate the correlations between the strength of the cir-
culation patterns and daily sea ice changes. A two-tailed ¢ test
is used for significance testing. The daily sea ice changes on
day n is defined as

An+1)—An-1)
2 )

AA(n) = )
where A is sea ice concentration or thickness. The sea ice
changes in Eq. (2) spans a 3-day period centered on day n
(Yang and Magnusdottir 2017). Using sea ice changes spanning
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FIG. 2. Linkages between SOM circulation patterns and daily sea ice changes. Composites of anomalous 500-hPa geopotential height
(black contours at 40-m intervals = |40 m; dashed contours indicate negative values), 10-m zonal and meridional winds (black vectors),
and NSIDC satellite daily sea ice concentration changes (shading; significant values at the 5% level are enclosed by green contours) for
SOM clusters C1-C9. Numbers in the top-left corners of panels indicate the cluster number and frequency of occurrence. Numbers in the
top-right corners indicate the average duration days of the cluster [following Falkena et al. (2020)].

a S5-day period (Wang et al. 2020; Clancy et al. 2022) produces
similar results.

To further investigate the relationships between circulation
patterns and sea ice changes from synoptic to submonthly time
scales, we calculate the correlations between how long the ice-
loss-favoring (or ice-growth-favoring) patterns persist and the
summation of daily sea ice changes over the persistent period.
For their relationships on seasonal time scales, we calculate the
interannual correlations between a seasonal circulation index
and the winter-mean (DJFM) Barents—Kara sea ice concentra-
tion as well as its growth (i.e., summation of daily sea ice changes
over the whole season). The seasonal circulation index in each
winter is defined as the frequency of ice-growth-favoring pat-
terns minus the frequency of ice-loss-favoring patterns. The sig-
nificance is tested by calculating similar correlations but with
randomly reshuffled circulation clusters for all winter days for
10000 times.

e. Methods to investigate the physical mechanisms

The atmospheric circulation influences sea ice via thermo-
dynamic and dynamic pathways, in which sea ice concentra-
tion and thickness changes can be decomposed into dynamic
and thermodynamic components. The dynamic component is
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the sea ice changes due to ice advection and convergence.
The thermodynamic component is the sea ice changes due to
heat transfer via radiation and conduction. The evolution of
sea ice concentration or thicknesses is

dA

V-(wA) +
i (wA) + s,

©)
where A can be sea ice concentration or thickness, w; is the ice
drift, and s is changes associated with thermodynamic pro-
cesses that are not directly linked to sea ice motion (Holland
and Kwok 2012; Park et al. 2015; Park and Stewart 2016; Cai
et al. 2020). Thus, terms from left to right in Eq. (3) are total
sea ice tendency, dynamic sea ice tendency, and thermody-
namic sea ice tendency. For sea ice concentration, there is an
additional term ¥ representing deformation in the dynamic
tendency. The sea ice models explicitly simulate and output the
total, dynamic, and thermodynamic tendencies as diagnostics.
Note that the sea ice models define sea ice thickness as the sea
ice volume per unit area (i.e., effective sea ice thickness).

We also use the following atmospheric variables to investigate
the thermodynamic pathways: temperature at 850 hPa (7gsp),
horizontal temperature advection at 850 hPa (ugsoV 7gs0, Where
ugsg is the horizontal vector winds at 850 hPa), column moisture
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(Q), column moisture convergence (—V - Ll)OOOhPa

uqg, dp, where
u,, is the horizontal vector wind and g, is the specific humidity
both at pressure level p), and surface energy fluxes (surface sen-
sible heat flux, surface latent heat flux and downward longwave
radiation). We use the following atmospheric variables to inves-
tigate the dynamic pathways: 10-m zonal and meridional winds.
For all variables, we remove the seasonal cycle and long-term
trends to obtain the anomalies.

Last, we use partial correlations to test the relationships be-
tween the seasonal circulation index and the two physical pro-
cesses (thermodynamics and dynamics) contributing to the
Barents—Kara sea ice seasonal growth. The relationships be-
tween the circulation and the two physical processes obtained by
the ordinary correlation test might be masked by the highly de-
pendent dynamic and thermodynamic processes. The partial cor-
relation helps reveal the true relationship by calculating the
linear relationship between two variables x (circulation index)
and y (e.g., thermodynamic ice changes) while taking away the
effect of another variable z (e.g., dynamic ice changes). The no-
tation is
r}(y - rx’zryz (4)

=2 =7

where r,, is the Pearson correlation between x and y and so
on.

plx,y|z) =

3. Results

a. High-latitude circulation patterns and day-to-day sea
ice changes

The SOM method reveals nine high-latitude circulation
patterns in the cold season over the satellite period (Fig. 2,
contours). All these circulation patterns show unique large-
scale flow from 500 hPa (contours) down to the surface (vec-
tors). The SOM method also provides information on the
temporal variability of the circulation patterns. The informa-
tion includes the frequency of occurrence (8.9%-13.4%,
upper-left corners of individual panels) and average duration
days (2.3-3.6 days, upper-right corners). In a few rare events
one pattern can persist for more than 10 days (Fig. S3). The
role of the circulation’s persistence on sea ice changes over
longer time scales will be explored in section 3c. Here, we first
explore the day-to-day relationships between the circulation
patterns and sea ice changes using a composite approach (i.e.,
averaging the daily observed sea ice changes across all days
within the individual clusters).

All circulation patterns favor daily sea ice loss or growth to
various extents, with a few patterns exerting a larger impact.
The color shadings in Fig. 2 are observed daily sea ice concen-
tration changes for each SOM pattern. The first four circula-
tion patterns (C1-C4) favor sea ice concentration loss over
sea ice basins in the North Atlantic. Among them, patterns
C1 and C2 show the strongest sea ice loss over the Barents,
Kara, and Greenland Seas. The C2 pattern, with a high pres-
sure center over Scandinavia and a low pressure center over
Greenland, resembles the typical circulation pattern that is
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FIG. 3. A summary of observed and simulated Barents—Kara sea
ice changes in individual clusters. Boxplots indicate anomalous
daily Barents—Kara sea ice (a) concentration and (b) thickness
changes from NSIDC satellite observations (gray), sea ice models
CICES (orange), and PIOMAS (brown) for individual clusters.
The boxes indicate the 25th and 75th percentiles, whiskers indicate
the 1st and 99th percentiles, and dots indicate outliers.

found to drive significant Barents—Kara sea ice loss (Woods
and Caballero 2016; Luo et al. 2017; Yang and Magnusdottir
2017; Zheng et al. 2022). The C1 pattern, with a high pressure
center over Urals and a low pressure center over Iceland, also
shows significant sea ice reduction, but has received less atten-
tion. The C3 pattern, resembling the Scandinavian-Ural
blocking episodes evident by relatively long duration days
(3.6 days on average), also favor Barents—Kara sea ice loss
(e.g., Tyrlis et al. 2019; Chen et al. 2018). The C4 pattern re-
sembles the positive phase of the North Atlantic Oscillation
(NAO) with low pressure over the subpolar North Atlantic
and a positive center in Azores (visible from a bigger map).
The NAO’s effect on the North Atlantic sea ice reduction has
been noted before on subseasonal to seasonal time scales
(Fang and Wallace 1994; Deser et al. 2000). The remaining
circulation patterns, C6, C7, C8, and C9, appear to be the
opposite-phase counterparts of C4, C3, C1, and C2 respectively.
As expected, these patterns tend to favor sea ice growth, with
patterns C8 and C9 being more prominent. Overall, the SOM
analysis successfully identifies the important circulation patterns
that are associated with the North Atlantic sea ice changes over
weather time scales.

Sea ice models (CICES and PIOMAS) forced by observed
atmospheric conditions can largely reproduce the circulation—
ice relationships. Figure 3a summarizes observed (gray box-
plots) and simulated (orange boxplots for CICES and brown
boxplots for PFIOMAS) Barents—Kara sea ice (65°-85°N, 10°-
100°E) concentration changes for each circulation cluster. The
sea ice models and observations show the same sign of sea ice
changes for each pattern, although models tend to simulate a
smaller spread. The models agree with observations that pat-
terns C1 and C2 (C8 and C9; their opposite-phase counterparts)
yield the strongest sea ice reduction (growth). Approximately
three-quarters of winter days assigned to these clusters show
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FI1G. 4. Composites of anomalous daily sea ice changes (shading)—(from left to right) NSIDC satellite sea ice concentration, CICES simu-
lated sea ice concentration, PIOMAS simulated sea ice concentration, CICES simulated sea ice thickness, and PIOMAS simulated sea ice
thickness, respectively—for clusters (a) C1 and (b) C2. Hatching indicates insignificant values at the 5% level using a two-tailed ¢ test.

negative (positive) observed or simulated sea ice concentration
changes. The two models also broadly reproduce the spatial pat-
terns of observed sea ice concentration changes (Fig. 4 for pat-
terns C1 and C2 and Fig. S4 for patterns C8 and C9), although
PIOMAS tends to underestimate the amplitude. Sea ice
thickness shows the same sign of changes as sea ice concen-
tration for most clusters (Figs. 3b). Similar to sea ice con-
centration changes, the largest thickness loss (growth) is
found for patterns C1 and C2 (C8 and C9). In the models
sea ice thickness is defined as the average sea ice volume
per unit area, and hence the results for sea ice thickness can
similarly apply for sea ice volume.

Daily circulation fields assigned to the same cluster share
the pattern similarity but not the strength of the atmospheric
flow, which could partly explain the large spread of sea ice
changes shown in Fig. 3. To obtain indices that represent the
strength of the atmospheric flow, we project the daily circula-
tion fields onto the assigned clusters (see section 2), and then
relate such indices with daily Barents—Kara sea ice changes.
Using pattern C1 as an example, the circulation strength is
significantly correlated with both observed and simulated sea
ice concentration (p = —0.37 to —0.42; Fig. 5a) and simulated
thickness (p = —0.4 to —0.47; Fig. 5b) changes. We also find
similar relationships for other clusters (Fig. 5c). The circulation—
ice relationships identified from the correlation analyses are gen-
erally consistent with the results from the composite analyses (as
in Figs. 2 and 3). Other than the strength of the circulation pat-
tern, we find that the initial sea ice state also plays a role to ex-
plain the spread, but generally weaker (Fig. S5).

b. Underlying mechanisms: Dynamic and
thermodynamic pathways

Since the sea ice models forced by observed surface fields suc-
cessfully reproduce observed sea ice changes, we further use the
models to assess the relative contributions from the thermody-
namic and dynamic processes to sea ice changes (see section 2).
Thermodynamic ice changes are sea ice melting or freezing
largely resulting from atmospheric surface temperature, moisture,
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and wind speed fluctuations that perturb the surface energy bud-
get. Dynamic ice changes are sea ice mechanical redistribution re-
sulting from wind-driven ice advection and convergence. We will
present the results of the decomposition from CICES, which bet-
ter reproduces the amplitude of observed sea ice concentration
changes (shown in Figs. 3 and 4). Further, CICES is coupled with
a slab-ocean model without ocean dynamics, hence isolating the
atmospheric-driven sea ice variability that is the focus of this
study. We will also focus on the circulation patterns C1 and C2
that produce the strongest sea ice reduction. Relevant results
from other patterns are shown as supplemental figures.

Although recent studies have highlighted the thermody-
namic processes contributing to the Barents—Kara sea ice loss
on synoptic time scales (e.g., Park et al. 2015; Wang et al.
2020; Zheng et al. 2022), our results show that wind-driven dy-
namic processes contribute comparably or even more. Figure 6
shows the anomalous sea ice concentration and thickness changes
resulting from thermodynamic and dynamic processes. For both
patterns C1 and C2, thermodynamic and dynamic processes con-
tribute comparably in magnitude to sea ice concentration loss
over the Greenland and Barents—Kara Seas (first two columns in
Fig. 6). In contrast, dynamic processes dominate the sea ice thick-
ness or volume changes everywhere (last two columns) associated
with anomalous sea ice motions (vectors). Overall, these results
suggest that dynamic processes are more effective than thermody-
namic processes in reducing the Barents—Kara sea ice layers by
pushing sea ice northward. Thermodynamic processes are only
able to melt or freeze the ice cover layer near the sea ice edge
where the sea ice is thin. The dominant role of dynamic processes
on sea ice thickness changes also applies to other circulation pat-
terns and another sea ice model PIOMAS (Figs. S6 and S7).

The atmospheric circulation plays an important role in modu-
lating the anomalous sea ice motions and hence the dynamic sea
ice changes. Pattern C1 shows an anomalous cyclonic ice motion
over Svalbard (Fig. 6a, vectors) that is consistent with the overly-
ing cyclonic circulation (Fig. 2, vectors). Such cyclonic ice drifts
result in sea ice concentration and thickness reduction over the
Barents—Kara Sea and sea ice production along the Denmark
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Strait mostly via sea ice advection (the advection is dominated
by anomalous ice drifts along the climatological thickness gradi-
ent; see Fig. S8a for details). Instead, pattern C2 shows relatively
strong anomalous poleward ice drifts over the Atlantic sea ice
basins (Fig. 6b, vectors) consistent with the overlying circulation.
The winds mechanically push the sea ice northward, which is
redistributed as ice growth near the northern and northeast
Greenland coastlines (Fig. 6b, third column) mostly via sea ice
convergence (Fig. S8b). Some sea ice is even redistributed to re-
mote Canada basins (Figs. S6 and S7 show a bigger map to con-
firm this).

Although thermodynamic processes seem to be secondary on
synoptic time scales, they are still effective in melting or freezing
the top layer of sea ice. The thermodynamic processes leading
to sea ice changes are also strongly linked to the atmospheric cir-
culation. While both patterns C1 and C2 favor southerly flow
that brings low-latitude air masses toward the ice-covered re-
gion, these air masses originate from different sectors. Pattern
Cl1 brings continental air from Scandinavia and the Urals, which
is warmer and moister than air over the Barents—Kara Sea, but
is still relatively cooler and drier compared to marine air masses
advected by pattern C2 (see the circulation flow shown by Fig. 2
and the climatology of low-level temperature and moisture in
Fig. S9). As a result, the temperature advection from pattern C1
is weak and mostly located in the Barents—Kara Sea and Taymyr
Peninsula, and the moisture convergence is weak everywhere
(Fig. 7a; first two columns). By contrast, temperature advection
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and moisture convergence from pattern C2 are stronger and
concentrated over the ocean basins including the Norwegian,
Greenland, and Barents Seas (Fig. 7b; first two columns). The
differences in heat and moisture advection largely explain the
difference in low-level atmospheric temperature (third column),
column moisture (fourth column), and surface energy fluxes
(Fig. 8) for these two patterns.

The anomalous downward surface energy fluxes can be further
decomposed into sensible, latent, and downward longwave radia-
tion. Sensible heat flux dominates as compared to latent heat flux
and downward longwave radiation near the sea ice edge and
over the ocean, seen in both patterns C1 and C2 (Fig. 8). The
downward longwave radiation driven by enhanced moisture and
temperature extends farther northward and eastward and covers
a large area of the sea ice region. These surface downward fluxes
collectively contribute to melting of the sea ice concentration and
a small part of thickness changes (Fig. 6, second and fourth col-
umns). Pattern C2 shows an elongated sea ice melting in the
Greenland sea ice edge consistent with the strong downward
fluxes there (Fig. 8b). The thermodynamic pathways in driving
sea ice concentration growth for patterns C8 and C9 are similar
to C1 and C2, but with opposite signs (not shown).

c. Persistence of circulation patterns sets up seasonal
circulation—ice linkages

The results to this point highlight the synoptic linkages be-
tween the circulation patterns and sea ice changes. However,
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sea ice changes over monthly and seasonal time scales have Results show that when a circulation pattern persists, sea
received more attention since they can have larger local and ice loss or growth tends to last longer and ends up larger. Fig-
remote climate impacts (Cohen et al. 2014; Wu and Smith  ure 9a shows a negative relationship (p = —0.52; bootstrapped

2016; Zhang et al. 2018; Siew et al. 2020). We further investi-  samples of random days without any preferred pattern result
gate the circulation—-ice linkages on longer time scales by ac-  in null correlations) between the accumulated Barents—Kara
counting for the persistence of circulation patterns. sea ice concentration changes and how long the ice-loss-
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favoring patterns (C1-C4) persist. Day-to-day sea ice changes
are usually small; however, when these circulation patterns
persist, the daily sea ice loss can accumulate up to —15% in a
few extreme events with long persistence. Likewise, a positive re-
lationship (p = 0.49) is found for ice-growth-favoring patterns
(C6-C9, Fig. 9b). We also find similar results if we account for
sea ice thickness rather than sea ice concentration (not shown).
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FIG. 9. Relationships between accumulation of daily Barents—
Kara sea ice concentration changes and persistent days of (a) ice-loss-
favoring (C1-C4) and (b) ice-growth-favoring (C6-C9) circulation
patterns. These correlations are significant at the 5% level using a
bootstrapping test.
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In terms of seasonal sea ice changes, it is more relevant to ask if
more frequent ice-loss (ice-growth)-favoring patterns during the
winter season December-March (DJFM) lead to more sea ice
loss (growth).

We first count the total number of days with ice-loss-favoring
patterns (C1-C4; red bars in Fig. 10) and ice-growth-favoring
patterns (C6—-C9; blue bars) in each winter (DJFM) season. A
seasonal circulation index is then defined as the difference be-
tween them (gray solid line). A winter with more ice-growth pat-
terns than ice-loss patterns has a positive index, and vice versa.
We then correlate this circulation index with DJFM seasonal-
mean sea ice concentration (black solid line) and the sea ice
growth (by summing the daily sea ice concentration changes
from 1 December to 31 March). Significant correlations are
found between the circulation index and winter sea ice concen-
tration as well as the sea ice growth (p = 0.54 and 0.5 respec-
tively). These results indicate that the persistence of daily
atmospheric circulation patterns can help set up seasonal sea ice
variability, consistent with previous studies (Wernli and Papritz
2018; Wang et al. 2020).

This exercise also allows us to explore the role of dynamic ver-
sus thermodynamic processes on seasonal time scales. Figure 11
shows wintertime Barents—Kara sea ice concentration growth
anomalies (the same sea ice growth as in Fig. 10 but removing
the climatological mean) for observations (dotted line) and the
model CICES (solid line). CICES can well capture the observed
seasonal sea ice growth, which is further decomposed into dy-
namic (blue bars) and thermodynamic (orange bars) compo-
nents. The seasonal circulation index (gray line in Fig. 10) is only
weakly correlated with the seasonal thermodynamic and dynamic
components (p = 0.11 and 0.36, respectively). Such weak correla-
tions could be masked by the strong interaction and cancelling
between the two processes in the ice growth seasons, evident by
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their negative relationships (p = —0.52). We can use partial cor-
relations to isolate the relationship between the circulation index
and thermodynamic (dynamic) processes by removing the effect
of dynamic (thermodynamic) processes. Such an exercise shows
that the circulation index is more effectively linked to thermody-
namic and dynamic processes (p = 0.37 and 0.49, respectively).
However, the total seasonal sea ice anomalies covary with the
thermodynamic (p = 0.71) more than the dynamic (p = 0.24)
components, indicating a stronger role of thermodynamic
processes in modulating the sea ice concentration on the
seasonal time scale. Together this evidence suggests that
some other processes not directly linked to the circulation

modulate the seasonal sea ice via thermodynamic processes
(see section 4).

4. Conclusions and discussion

Our study investigates the mechanistic links from high-latitude
atmospheric circulation patterns to wintertime Barents—Kara sea
ice variability from synoptic to seasonal time scales over the sat-
ellite era. We identify nine circulation patterns that are impor-
tant for sea ice loss and growth. Some circulation patterns are
consistent with previous findings. Two circulation patterns, with
a high pressure center over the Urals (Scandinavia) and a low
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FIG. 11. Thermodynamic and dynamic processes contributing to wintertime (DJFM) Barents—
Kara sea ice concentration growth from 1980/81 to 2017/18. Black lines show the anomalous
Barents—Kara sea ice concentration growth in winter from NSIDC satellite observations (dotted
line) and sea ice model CICES (solid line). Sea ice concentration growth from CICES is further
decomposed into thermodynamic (orange bars) and dynamics (blue bars) changes.
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pressure center over Iceland (Greenland), are found to be
the most important for day-to-day Barents—Kara sea ice loss. Ac-
counting for the persistence of these synoptic circulation patterns
helps explain sea ice variability from synoptic to seasonal time
scales. Our study also provides new insights into the physical
mechanisms responsible for sea ice changes by using sea ice
models that isolate thermodynamic and dynamic processes.
While previous studies emphasize the role of thermodynamic
processes (e.g., enhanced moisture transport and downward
longwave radiation), we highlight that wind-driven dynamic
processes are as important as thermodynamic processes for
Barents—Kara sea ice concentration changes, and even dominate
the thickness or volume changes on synoptic time scales. On sea-
sonal time scales, thermodynamic processes seem to play a stron-
ger role than dynamic processes.

Although circulation—ice linkages appear to be robust, the
correlations between the circulation indices and sea ice changes
are only moderate (about 0.4-0.6) across synoptic to seasonal
time scales. These moderate correlations suggest that other pro-
cesses also play roles to modulate Barents—Kara sea ice variabil-
ity. Some of these can be regarded as second-order processes
that lag the heat and moisture advection by the circulation
(Nygard et al. 2021), including the formation of clouds, snowfall
on sea ice, local radiative cooling, and Arctic surface warming
modulated by sea ice loss (e.g., Liu and Key 2014; Kim and Kim
2017; Pithan et al. 2018; Webster et al. 2019). These processes
can modify the air temperature and moisture profiles in the
Arctic, and hence Arctic sea ice variability via thermodynamic
forcing. The role of snowfall on sea ice is particularly complex in
the cold season, which can both hinder sea ice growth by insulat-
ing the sea ice and ocean from the atmosphere (Maykut 1978;
Lim et al. 2022b) and enhance sea ice thickness growth via snow
and ice formation (Granskog et al. 2017; Webster et al. 2018;
Merkouriadi et al. 2020). Other non-atmospheric processes in-
cluding the preconditioning of sea ice concentration and thick-
ness and oceanic heat transport (e.g., Arthun et al. 2012; Singh
et al. 2017; Dorr et al. 2021) could also modulate how the
circulation—ice relationships manifest.

The moderate circulation—ice relationships could also arise
from the fact that the relationships have been nonstationary
over past few decades in a warming climate. In a warming cli-
mate, the sea ice has become thinner and more mobile, and
its edge has shifted northward. The negative feedback that
controls thinner sea ice growing faster in the cold season
seems to have experienced changes (Petty et al. 2018; Stroeve
et al. 2018). All these changing processes have potential to in-
terfere with the circulation—ice relationships operating on
shorter time scales and make the relationships nonstationary.
A few studies show that the thinner sea ice has been more vul-
nerable to atmospheric forcing in the past decades (e.g.,
Kwok 2018; Aue et al. 2022; Rheinlender et al. 2022). Never-
theless, detecting robust changes of the circulation—ice rela-
tionships is challenging when the satellite observational
record is still short (about 40 years). A more comprehensive
study using climate models forced by different extents of an-
thropogenic forcing (e.g., preindustrial, historical, and future
emissions scenarios) is required to detect robust changes (e.g.,
Holland and Stroeve 2011; Petty et al. 2018).
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Another remaining question is to identify robust precursors
that favor the persistence of circulation patterns and hence long-
lasting sea ice changes. Possible precursors that can provide sour-
ces of predictability in weeks to months include the Madden—
Julian oscillation (Henderson et al. 2014; Park et al. 2015; Zheng
et al. 2022; Jiang et al. 2021), El Niflo-Southern Oscillation
(Clancy et al. 2021; Luo et al. 2023), stratospheric (Smith et al.
2018), and Eurasian snow cover variability (Matsumura et al.
2014; Gastineau et al. 2017; Wegmann et al. 2021). Our study,
along with previous and future studies that identify the precur-
sors, will have important implications on improving seasonal
Aurctic sea ice prediction and understanding the sea ice decline
over the past and future decades.
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