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Recent work by Danielson, Satishchandran, and Wald (DSW) has shown that black holes—and, in
fact, Killing horizons more generally—impart a fundamental rate of decoherence on all nearby quan-
tum superpositions. The effect can be understood from measurement and causality: An observer
(Bob) in the black hole should be able to disturb outside quantum superpositions by measuring
their superposed gravitational fields, but since his actions cannot (by causality) have this effect,
the superpositions must automatically disturb themselves. DSW calculated the rate of decoherence
up to an unknown numerical factor for distant observers in Schwarzschild spacetime, Rindler ob-
servers in flat spacetime, and static observers in de Sitter spacetime. Working in electromagnetic
and Klein-Gordon analogs, we flesh out and generalize their calculation to derive a general formula
for the precise decoherence rate for Killing observers near bifurcate Killing horizons. We evaluate
the rate in closed form for an observer at an arbitrary location on the symmetry axis of a Kerr black
hole. This fixes the numerical factor in the distant-observer Schwarzschild result, while allowing
new exploration of near-horizon and/or near-extremal behavior. In the electromagnetic case we find
that the decoherence vanishes entirely in the extremal limit, due to the “Black hole Meissner effect”
screening the Coulomb field from entering the black hole. This supports the causality picture: Since
Bob is unable to measure the field of the outside superposition, no decoherence is necessary—and
indeed none occurs.

I. INTRODUCTION

Some of the greatest remaining conceptual chal-
lenges in theoretical physics involve the interplay
among gravity, quantum mechanics, and measure-
ment. Thought experiments involving black holes
can be particularly sharp, pushing cherished phys-
ical ideas to their limits. In a recent paper [1] re-
markable for its simplicity and generality, Danielson,
Satishchandran, and Wald (DSW) showed that the
mere presence of a black hole induces a fundamental
rate of decoherence on all nearby quantum superpo-
sitions. In other words, it is not just difficult but in
fact impossible to avoid entanglement with degrees
of freedom inside the black hole.

As surprising as this decoherence may seem, there
is actually a very simple argument for why it should
occur.1 Suppose that Alice prepares a quantum
superposition outside the black hole. The super-
posed matter creates a superposed gravitational
field, which penetrates into the black hole, where an
observer, Bob, could choose to measure it. By doing
so, he has gained information about Alice’s state
and must therefore disturb it; however, by causal-
ity, his actions can have no effect whatsoever on her
state. Since a hypothetical Bob can in principle take
an action that should disturb Alice’s state, the in-

1 This argument arises naturally out of prior thought experi-
ments involving causality in flat spacetime [2, 3] and indeed
formed some of the original motivation for the DSW result
(DSW, private communication).

escapable conclusion is that her state must in fact
disturb itself : the DSW decoherence.

Though powerful, this simple argument still leaves
one wanting for deeper understanding—some iden-
tifiable mechanism or at least a connection to more
familiar physics. DSW attribute the effect to “emis-
sion of soft gravitons” in light of a low-frequency ap-
proximation to the entangling graviton flux through
the horizon. But this is hardly emission in the con-
ventional sense, given that the relevant quantum su-
perpositions are held stationary as they steadily de-
cohere. A hint of deeper meaning might be found
in the role of the surface gravity in the DSW calcu-
lation, suggesting that perhaps the decoherence can
be understood in thermal terms.

Exploring and validating these interpretations—
causality, soft radiation, thermal properties—will re-
quire detailed, general calculations of the decoher-
ence. Thus far, the effect has been considered for
distant observers in the Schwarzschild spacetime [1],
Rindler observers in flat spacetime [4], and static ob-
servers in de Sitter spacetime [4]. These cases do not
allow one to vary the surface gravity independently
of other physical parameters and do not contain an
extremal limit. Furthermore, in all cases DSW only
obtained the overall scaling of the rate, leaving a
numerical factor undetermined.

In this paper we will derive a general formula for
the precise decoherence rate for Killing observers
near a bifurcate Killing horizon and apply it to an
observer at an arbitrary location along the symme-
try axis of a rotating black hole. We use the same
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FIG. 1. The DSW decoherence. Alice creates a spatial
superposition, holds it for Killing time T , and then closes
it. The superposed Coulomb fields are approximately
stationary on the horizon for a time of order T , shown
as a double-arrow. At large T , the coherence decreases
exponentially like e−ΓT , making complete decoherence
unavoidable. We find the precise rate to be Γ = 1

2
Cκ,

where κ is the horizon surface gravity and C is the “de-
cohering flux” from the superposed Coulomb fields.

basic setup as DSW, while fleshing out and/or gen-
eralizing some key elements of the calculation. Our
results confirm their findings (fixing unknown coeffi-
cients) and generalize the results to a context where
the black hole mass, black hole temperature, and ob-
server distance can be varied independently. How-
ever, our calculations are unfortunately limited to
the electromagnetic (EM) and Klein-Gordon (KG)
analogs. We leave the more challenging case of grav-
itational decoherence to future work.2

We now describe the setup and the main results,
focusing on the EM case. As in DSW, we consider
a localized (but macroscopic) charged object that
is placed into in a spatial superposition, held for a
(Killing) time T , and then recombined (Fig. 1). The
charged object is treated semiclassically in that each
branch of the superposition couples to the quantized
EM field as a fixed classical source. The sources are
assumed to be on Killing orbits outside the horizon,
and the photon field begins in the Unruh state asso-

2 In the the gravitational case the stress-energy of Alice’s
laboratory must be taken into account.

ciated with the Killing horizon.3

Each branch of the superposition has a different
semi-classical source, so the two branches induce two
different evolutions of the state |ψ⟩ of the photon
field, denoted |ψL⟩ and |ψR⟩ for “left” and “right”.
If |ψL⟩ and |ψR⟩ become orthogonal after the exper-
iment, then the experiment is maximally entangled
with the photon field (a kind of “environment”) and
Alice’s superposition has fully decohered. Working
in the limit that the superposition is maintained for
a long time T , we calculate the final overlap of these
states to be4

|⟨ψL|ψR⟩| =

{
exp[−C

2 κT ], κ ̸= 0

(T/T0)
−C , κ = 0,

(1)

where κ is the horizon surface gravity, T0 is a non-
universal timescale (dependent on the details of the
transition), and C is a constant we call the “deco-
hering flux”.

To present the formula for C, let FR
µν and FL

µν rep-
resent the stationary solutions associated with the
right and left branches (respectively) of the superpo-
sition. The difference between these fields contains
“which-path information” about the superposition,
and the important part turns out to be the “radial
fields”, i.e., the pullback of F and its dual ∗F to a
horizon cross-section C. We define

∆̂Er ≡ 1

2
ϵAB(∗FL

AB − ∗FR
AB)|C (2)

∆̂Br ≡ 1

2
ϵAB(FL

AB − FR
AB)|C , (3)

where xA (A = 1, 2) are coordinates on C, which
has spatial metric qAB , area form ϵAB , area element
dS =

√
qd2xA, derivative operator ∇A, and Lapla-

cian ∇2 = qAB∇A∇B with inverse ∇−2. In terms
of these definitions, the decohering flux is given by5

3 By “photon field” we refer to the quantized retarded-minus-
advanced field, which has no Coulomb degrees of freedom.
Here our approach differs technically from DSW, who in-
stead subtract off Coulomb fields at initial and final times
and consider the Hartle-Hawking vacuum, invoking low-
frequency equivalence to Unruh.

4 Our calculation is non-extremal but we take the extremal
limit using an estimate for the non-extremal rate under the
condition κT ≪ 1, while still assuming that T is much
larger than all other timescales.

5 Eq. (4) has been fully justified only for compact horizon
cross-sections, but we expect it to hold in the non-compact
case in spacetimes with suitable falloff properties.
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C =
1

4π2

∫ [
(∇A∇−2∆̂Er)

2 + (∇A∇−2∆̂Br)
2
]
dS,

(4)

where (VA)
2 denotes qABVAVB . The KG result takes

the same form (1) with the simpler expression C =

π−1
∫
∆̂ϕ

2
dS (82) for the decohering flux.

We are able to evaluate the decohering flux C ex-
plicitly for a superposition on the symmetry axis of
the Kerr spacetime. In the EM case we consider a
spatial superposition in the radial direction, while in
the KG case we consider a superposition of different
values of charge (which is possible because the KG
charge can be time-dependent). The KG and EM
results are given in Eqs. (113) and Eq. (150) below,
respectively, and are plotted in Fig. 2.

The extremal limit is particularly interesting.
From (1) we see that if κ → 0 with C ̸= 0, the
exponential decoherence goes over to a power-law
behavior, whereas if both vanish then the decoher-
ence vanishes entirely. We see in Fig. 2 that indeed
both vanish (C = κ = 0) for maximally spinning
black holes (a = M) in the electromagnetic case,
meaning the effect goes away completely. This is a
consequence of the “black hole Meissner effect” [5, 6]
that maximally spinning black holes screen out any
external fields. The physical picture of “Bob in a
black hole” thus holds up to detailed calculation:
Since there is no Coulomb field for him to measure,
there is no causal need for decoherence, and indeed
the decoherence duly vanishes.

The remainder of the paper is organized as fol-
lows. The first four sections treat the KG case in
detail. In Sec. II we consider field quantization in
the presence of a persistent semiclassical source and
introduce the notion of particles as quanta of the
retarded-minus-advanced field. In Sec. III we de-
scribe the superposition experiment and show that
the decoherence is related to the “expected number
of entangling particles”, fleshing out the key ideas
of DSW and extending them to the retarded-minus-
advanced context. In Sec. IV we express the deco-
herence as an integral on the past horizon. This pro-
duces the main formal results, namely the decoher-
ence rates and formulas for the decohering flux. We
calculate the decohering flux in the Kerr spacetime
in Sec. V. We consider the EM case in Sec. VI, estab-
lishing some useful properties of a horizon-adapted
gauge and repeating the steps of the KG calculation.
We use units with G = c = ℏ = 1 and ϵ0 = 1/(4π),
and our metric signature is (−,+,+,+).

KG (monopole)

EM (dipole)
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FIG. 2. The decohering flux C as a function of spin for
an observer at r0 = 3M on the symmetry axis of a Kerr
black hole, normalized by its value C0 at a = 0. In the
extremal limit, the EM flux vanishes as a result of the
Black hole Meissner effect (Fig. 3).

FIG. 3. If a charge q is placed in a spatial superposition
of proper separation d, the “which path information” is
contained in the difference of the Coulomb fields, which
is field of a dipole p = qd. Here we show the electric field
lines (level sets of electric flux through a surface of revo-
lution) for a dipole at r0 = 3M on the symmetry axis of
a non-rotating (left) and maximally rotating (right) Kerr
black hole. (The black hole region r < M+

√
M2 − a2 is

shown in black.) In the extremal case, the field does not
penetrate inside (the black hole Meissner effect), and cor-
respondingly there is no horizon-induced decoherence.

II. KLEIN-GORDON FIELD WITH A
CLASSICAL SOURCE

In this section we review the Fock quantization of
the Klein-Gordon field in the style of [7], first in the
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free case and then in the presence of a semiclassi-
cal source. This establishes notation and physical
interpretation for our analysis of the superposition
experiment. We work in a globally hyperbolic space-
time in coordinates (t, x), where t is constant on a
family of Cauchy surfaces and x refers to a collection
of spatial coordinates. We consider the case of three
spatial coordinates, but the modifications for other
dimensions are trivial.

The free KG equation is

□ϕ = 0, (5)

where □ = gµν∇µ∇ν and ∇ is the metric-
compatible covariant derivative. Given two solutions
ϕ1 and ϕ2, the KG product is defined as

(ϕ1, ϕ2) = i

∫
Σ

(
ϕ1∇µϕ2 − ϕ2∇µϕ1

)
nµ

√
hd3x (6)

where an overbar denotes complex conjugation and
nµ is the future-directed unit normal to a spacelike
Cauchy surface with induced metric hµν and volume

element
√
hd3x. The KG product is independent of

the choice of surface, meaning in particular that its
value is independent of t.

We consider a complete set of mode solutions
ϕi(t, x) normalized as

(ϕi, ϕj) = δij , (ϕi, ϕj) = −δij , (ϕi, ϕj) = 0. (7)

Here the index i represents a collection of continuous
or discrete indices, with δij representing a product
of Kronecker and/or Dirac deltas as appropriate. If
a solution is expanded as

ϕ =
∑
i

(
ciϕi + ciϕi

)
, (8)

then its “positive-frequency part” is

Kϕ =
∑
i

ciϕi. (9)

The map K depends on the choice of mode func-
tions. The KG product of a real solution (with itself)
is always zero, but the KG product of its positive-
frequency part is given by

(Kϕ,Kϕ) =
∑
i

|ci|2. (10)

The quantum theory in the Heisenberg picture is
obtained by promoting ϕ to a self-adjoint operator

satisfying the field equations,

□ϕ̂ = 0, (11)

expressing the general solution in terms of a com-
plete set of mode functions

ϕ̂ =
∑
i

(
âiϕi + â†iϕi

)
, (12)

imposing ladder-operator commutation relations on
the coefficients âi,

[âi, â
†
j ] = δij , [âi, âj ] = 0, [â†i , â

†
j ] = 0, (13)

and building a Fock space in the usual way. The

product â†i âi is interpreted as the number operator
for ϕi-particles. The notion of a particle thus de-
pends on the choice of mode function. This proce-
dure is equivalent to canonical quantization [8].

Now suppose that there is a fixed classical source
ρ(t, x), so that the Heisenberg-picture field now sat-
isfies

□ϕ̂ = −4πρ. (14)

The form (12) is no longer a solution of the equations
of motion; instead, we must add a particular solu-
tion to (14). This choice adds another freedom in the
construction of the Fock space, beyond the choice of
mode function. The choice of mode function deter-
mines the notion of particle, while the two choices
together—mode functions and particular solution—
jointly determine the state of the field in the “vac-
uum” annihilated by âi. For the semiclassical source
to be the “only influence” on the state of the quan-
tum field, the natural condition is the absence of
incoming radiation, corresponding to the (classical)
retarded solution ϕret,6

ϕ̂ =
∑
i

(
âiϕi + âi

†ϕi
)
+ ϕret1̂. (15)

where 1̂ is the identity. We again impose the com-
mutation relations (13). The operators âi define an
“in” Fock space Fin with an associated “in” vacuum,

âi |in⟩ = 0, (16)

which has no in-particles. However, this notion of
particle is unnatural at late times, since a field con-
figuration with outgoing radiation would be deemed

6 By assuming the existence of the retarded solution we re-
strict to situations where the source is suitably regular at
early times.
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to have no particles. Instead, at late times the nat-

ural expression of ϕ̂ is

ϕ̂ =
∑
i

(
b̂iϕi + b̂i

†ϕi

)
+ ϕadv1̂, (17)

where the use of the advanced field ϕadv guarantees
that the b-vacuum has no outgoing radiation, as de-
sired if one wishes to have a quantized description of
outgoing radiation. These operators define an “out”
Fock space Fout with an associated “out” vacuum,

b̂i |out⟩ = 0, (18)

which has no out-particles. Notice that we use the
same mode functions ϕi at early and late times. This
in effect neglects any particle creation due to the
spacetime itself. Such effects can easily be added on
with a Bogoliubov transformation.

In general the source ρ will create particles in the

sense that ⟨in| N̂out |in⟩ ̸= 0, where N̂out = b̂†i b̂i. We
can express the particle creation by noticing that

b̂i = âi + αi1̂, (19)

where αi are the coefficients of the retarded-minus-
advanced solution,

ϕret − ϕadv =
∑
i

(
αiϕi + αiϕi

)
. (20)

Since the retarded-minus-advanced solution is a ho-
mogeneous solution to the Klein-Gordon equation,
these coefficients αi are constants independent of
time (and space). It then follows that the expected
number of particles created in each mode i is given
by

⟨in| b̂†i b̂i |in⟩ = |αi|2. (21)

In light of Eqs. (9) and (10), we see that the total
expected particle number is given by∑

i

|αi|2 = (K(ϕret − ϕadv),K(ϕret − ϕadv)). (22)

That is, the expected number of particles is the
KG product of the positive-frequency part of the
retarded-minus-advanced solution.

In the next section we will consider the response
of the KG field to a quantum superposition of semi-
classical sources that agree at early times. For this
purpose it is useful introduce the Schrödinger pic-
ture defined relative to some early time t0. We de-

note the Schrödinger-picture operator by ϕ̂0 and the

initial Schrödinger-picture state by |ψ0⟩,

ϕ̂0 = ϕ̂(t0, x) (23)

|ψ0⟩ = |in⟩ . (24)

The Schrödinger-picture state evolves as

|ψ⟩ = Û(t, t0) |ψ0⟩ , (25)

where the quantum-mechanical propagator Û satis-
fies

ϕ̂0 = Û(t, t0)ϕ̂(t, x)Û(t, t0)
†, (26)

with ϕ̂ given in Eq. (15).

III. THE SUPERPOSITION EXPERIMENT

Let Hmatter denote the Hilbert space of the mat-
ter degrees of freedom manipulated by our intrepid
experimentalist. She prepares a superposition state

|Ψ⟩ = 1√
2
(|ΨL⟩+ |ΨR⟩) , (27)

with the following properties. First, the constituent
states are perfectly distinguishable,

⟨ΨL|ΨR⟩ = 0. (28)

Second, their charge densities can be treated semi-
classically,

ρ̂ |ΨI⟩ ≈ ρI(t, x) |ΨI⟩ (I = L,R). (29)

Here ρ̂ is the charge operator and ρI is its expec-
tation value in the (normalized) state |ΨI⟩. Third,
the two semiclassical charge densities are identical
at sufficiently early and late times,

ρL = ρR (early and late times). (30)

We name the states left and right since we imag-
ine a spatial superposition, following DSW. Such a
superposition can be achieved if matter with an em-
bedded spin is sent through a Stern-Gerlach appara-
tus, held in spatial superposition for a time T , and
then sent through a reversing Stern-Gerlach appa-
ratus [2]. However, in the KG case the charge of
the particle is not conserved, and we will actually
consider the simpler situation where the “left” and
“right” states are two different time-evolutions of the
charge, without any spatial separation. These dis-
tinctions are unimportant until Sec. V below.
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Now consider the evolution of the system includ-
ing the Klein-Gordon coupling. By the assumption
of no backreaction, each state |ΨI(t)⟩ in the super-
position induces a corresponding evolution |ψI(t)⟩ in
the field via the corresponding semiclassical source
ρI . Because the sources agree at early times, the cor-
responding retarded solutions ϕretI agree at the initial
time t0. Using a fixed set of mode functions ϕi, the

Shrödinger-picture field ϕ̂ [see (23) and (15)] is there-
fore independent of the choice of right or left and can
be identified with the single Shrödinger-picture field
operator in the superposition experiment. Similarly,
the time-independent annihilation operators âi de-
fine the shared initial state of the field via

âi |ψ0⟩ = 0. (31)

This construction results in an initial tensor prod-
uct state for the joint evolution,

|Υ⟩ = 1√
2
(|ΨL⟩+ |ΨR⟩)⊗ |ψ0⟩ , t = t0. (32)

The interpretation is that Alice has carefully isolated
her apparatus. As she conducts the superposition
experiment, the photon field reacts differently do the
right and left branches, and the system as a whole
evolves as

|Υ⟩ = 1√
2
(|ΨL⟩ ⊗ |ψL⟩+ |ΨR⟩ ⊗ |ψR⟩) . (33)

If the left and right field states become orthogonal,
then the superposition has decohered.

To express the evolution of the field states we add
an index to the propagator Û ,

|ψI⟩ = ÛI(t, t0) |ψ0⟩ . (34)

Whereas in Sec. II Û was the propagator for the
problem with a fixed semiclassical source, here ÛI

is the evolution operator for a particular part of a
particular state. More precisely, if the matter states
|Ψ⟩ evolve by Û , then |ΨI⟩⊗ |ψI⟩ evolves by Û ⊗ ÛI .

The Heisenberg-picture operators of Sec. II de-
pend on the source and are not associated with any
picture (Heisenberg or otherwise) in the superposi-
tion problem. Instead, these are viewed as useful
definitions to obtain information about ÛI . From
Eq. (15), we have

ϕ̂I =
∑
i

(
âiϕi + âi

†ϕi
)
+ ϕretI 1̂, (35)

and from (23) we have

ϕ̂0(x) = ÛI(t, t0)ϕ̂I(t, x)ÛI(t, t0)
†. (36)

Our goal is to calculate

lim
t→∞

|⟨ψL|ψR⟩| = |⟨ψ0|D̂|ψ0⟩|, (37)

where in light of Eq. (34), we define

D̂ = lim
t→∞

Û†
L(t, t0)ÛR(t, t0). (38)

To find this operator we note that since the LHS of
(36) is independent of I, we have

ÛLϕ̂LÛ
†
L = ÛRϕ̂RÛ

†
R, (39)

implying

ϕ̂R = Û †
RÛLϕ̂LÛ

†
LÛR, (40)

where we have suppressed the (t, x) dependence of
the fields and the (t, t0) dependence of the propaga-
tors. From (35) we have

ϕ̂R = ϕ̂L +
(
ϕretR − ϕretL

)
1̂, (41)

which combined with (40) gives

Û †
RÛLϕ̂LÛ

†
LÛR = ϕ̂L +

(
ϕretR − ϕretL

)
1̂. (42)

At late times t → ∞, the LHS is D̂†ϕ̂LD̂. Since
the advanced fields agree at late times, we may add
ϕadvL − ϕadvR to the RHS in this limit. We thus have

D̂†ϕ̂LD̂ = ϕ̂L +∆ϕ1̂, (43)

where we introduce

∆ϕ ≡ (ϕretR − ϕadvR )− (ϕretL − ϕadvL ). (44)

The form (43) is convenient because the presence
of the retarded-minus-advanced fields makes ∆ϕ a
source-free solution for all times. Its mode coeffi-
cients are therefore time-independent, and we can
think of D̂ as a time-independent displacement op-
erator. According to the general theory of coherent
states [9], every operator that obeys (43) may be
represented as

D̂ ∼= exp

[∑
i

â†i (α
R
i − αL

i )− âi(α
R
i − αL

i )

]
, (45)

where ∼= indicates equality up to phase and αI
i are

the time-independent mode coefficients of (ϕret
I −
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ϕadvI ). Using (31), one can then calculate the overlap
(37) as

|⟨ψ0|D̂|ψ0⟩| = exp

(
−1

2

∑
i

|αR
i − αL

i |2
)
. (46)

Recall from (21) that
∑

i |αi|2 can be interpreted
as the expected number of particles produced by the
semiclassical source. Here it is the left-right differ-
ence αR

i − αL
i that appears, which by linearity can

be interpreted as the expected number of particles
produced by the difference of the left and right semi-
classical sources. Since these particles evidently de-
termine the extent to which the system decoheres,
it is natural to call them entangling particles follow-
ing DSW. We therefore define ⟨Ne⟩, the “expected
number of entangling particles”, as

⟨Ne⟩ =
∑
i

|αR
i − αL

i |2, (47)

which is also the KG product of the positive-
frequency part of the left-right difference of the re-
tarded minus advanced solutions (44),

⟨Ne⟩ = (K∆ϕ,K∆ϕ). (48)

Putting everything together, Eqs. (37), (46), and
(47) become

lim
t→∞

|⟨ψL|ψR⟩| = e−⟨Ne⟩/2 (49)

This reproduces the physical picture of Ref. [2]
and DSW: if the experiment emits entangling parti-
cles, the superposition decoheres. Notice that near-
complete decoherence occurs with the emission of
just a handful of particles.

In computing ⟨Ne⟩ using (48), the KG product
may be computed on any Cauchy slice, since ∆ϕ is
a homogeneous solution. However, if we use a slice
at late times, where the advanced solutions agree
(ϕadvL = ϕadvR ), then only the retarded solutions ap-
pear. That is, the expected number of entangling
particles is the KG product of the positive-frequency
part of the difference between the left and right re-
tarded solutions, evaluated at late times. This is the
form of the result obtained in DSW.

In calculations we will find it convenient to instead
push the Cauchy surface to early times, where (for
the Unruh state) the non-vanishing mode functions
are purely positive frequency. In this case it is the
retarded solutions that agree (ϕret

L = ϕretR ), and so
only the advanced solutions appear. That is, we
may also compute ⟨Ne⟩ as the KG product of the
positive-frequency part of the difference between the

FIG. 4. Bifurcate Killing horizon

left and right advanced solutions, evaluated at early
times.

IV. ENTANGLING PARTICLES ON A
BIFURCATE KILLING HORIZON IN THE

UNRUH STATE

We now restrict to spacetimes with a bifurcate
Killing horizon (Ref. [10] and App. B), in which a
future horizon H+ and a past horizon H− intersect
at a bifurcation surface B. We label the horizon
generators of H± by their coordinates xA on B and
use an affine parameter U ∈ (−∞,∞) on the past
horizon and V ∈ (−∞,∞) on the future horizon,
such that U = V = 0 is B. Thus H+ is described
by coordinates (V, xA) and H− is described by co-
ordinates (U, xA). In black hole spacetimes with the
conventional definitions of U and V , the regions of
H± bordering the exterior are U < 0 on H− and
V > 0 on H+. We will denote these portions as HE

±.
We denote the horizon surface gravity by κ and in-
troduce Killing time coordinates u and v by

U = −e−κu, V = eκv, (50)

In particular, H−
E is covered by −∞ < u <∞, while

HE
+ is covered by −∞ < v < ∞. These coordinates

u and v extend into the conventional exterior region
of a black hole spacetime. Some of these properties
are illustrated in Fig. 4.
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A. KG product in terms of affine-time Fourier
transform

The formula (6) for the KG product holds on a
spacelike surface. We will be interested in the limit
where a portion of this surface approaches the past
horizon H−. One can check that the limiting prod-
uct is

(ϕ1, ϕ2)H− = i

∫
ℓµ
(
ϕ1∇µϕ2 − ϕ2∇µϕ1

)
dSdλ,

(51)

where dS is the volume element on the bifurcation
surface B, while ℓµ = dxµ/dλ is tangent to the hori-
zon generators xµ(λ) with λ some parameter that is
constant on B. Choosing λ = U gives

(ϕ1, ϕ2)H− = i

∫
H−

(
ϕ1∂Uϕ2 − ϕ2∂Uϕ1

)
dS dU.

(52)

Consider now a set of modes ϕi used for quantiza-
tion. Suppose in particular that the subset of such
modes that are non-vanishing on the past horizon
are purely positive-frequency with respect to affine
time U when evaluated there. (This situation arises
for black holes formed from gravitational collapse;
we will describe it as working in the “Unruh state”
[11]). Describing each non-vanishing mode by an
affine frequency Ω > 0 and a set of (continuous or
discrete) spatial indices L, we have

ϕΩL|H− =
e−iΩU

√
4πΩ

YL(x
A), (53)

where YL is some complete set of modes for functions
f(xA) which are orthonormal with respect to dS,7∫

Y L(x
A)YL′(xA)dS = δLL′ . (54)

The prefactor (4πΩ)−1/2 in (53) guarantees that the
modes are properly normalized in the sense of (7).
The mode coefficient cΩL is then evaluated to be

cΩL = (ϕΩL, ϕ)|H−

=

√
Ω

π

∫
dS

∫ ∞

−∞
dUϕ|H−eiΩUYL(x

A). (55)

7 In practice, the most useful set of spatial mode functions
may depend on Ω, i.e., may be some set YΩL(x

A). The
details of the mode functions play no role in our consid-
erations, so for simplicity we assume they depend only on
L.

Noting that cΩL is proportional to the affine-time
Fourier transform of each spatial mode of the field,
we can express the Fourier transform as a sum over
modes,

Φ̃(Ω, xA) =
∑
L

√
π

Ω
cΩLY L(x

A), (56)

where our Fourier conventions are

Φ̃(Ω, xA) =

∫ ∞

−∞
ϕ|H−(U, xA)e−iΩUdU. (57)

Integrating over the spatial directions, we have∫
|Φ̃(Ω, xA)|2dS =

∑
L

π|cΩL|2

Ω
, (58)

using the orthonormality of the harmonics. The KG
product of the positive-frequency part of a field ϕ is
thus

(Kϕ,Kϕ)H− =

∫ ∞

0

dΩ
∑
L

|cΩL|2 (59)

= 2

∫
dS

∫ ∞

0

ΩdΩ

2π
|Φ̃(Ω, xA)|2. (60)

The range of the Ω-integral follows from the fact that
the mode functions are purely positive frequency
(defined only for Ω > 0).

The future-horizon analog of Eq. (60) was used
by DSW in the electromagnetic and gravitational
cases in the Schwarzschild spacetime [1]. The future-
horizon version holds for the Hartle-Hawking state,
but DSW argue that the associated decoherence
results also apply to the Unruh state, citing low-
frequency equivalence between the two.

We will find it helpful to introduce another form
of Eq. (60). Using the definition (57) of the Fourier
transform, we can introduce two integrals over affine
time,

(Kϕ,Kϕ)H− =
1

π

∫
dS

∫ ∞

−∞
dU1

∫ ∞

−∞
dU2

ϕ(U1, x
A)ϕ(U2, x

A)

∫ ∞

0

Ωe−iΩ(U1−U2)dΩ. (61)

This last integral can be performed using the iden-
tity ∫ ∞

−∞

eiωx

(x− iϵ)2
dx = −2πωH(ω), (62)

which is easily checked by contour integration. Here
H(ω) is the Heaviside function, equal to 1 for ω > 0
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and 0 for ω < 0. Inverting this Fourier transform,
we find

1

(x− iϵ)2
= −

∫ ∞

−∞
ωdωH(ω)e−iωx, (63)

which is the needed integral. Eq. (60) then becomes

(Kϕ,Kϕ)H− =
−1

π

∫
dSdU1dU2

ϕ(U1, x
A)ϕ(U2, x

A)

(U1 − U2 − iϵ)2
.

(64)

This formula also arises in the rigorous approach to
QFT used in [10] – see equation 4.13 therein.

B. KG product in terms of Killing-time
Fourier transform

Up to now we have considered the entirety of H−,
including both the “exterior” U < 0 and “interior”
U > 0. However, our application of the formula in-
volves fields that are non-zero only in the exterior
part U < 0, denoted H−

E . For such fields we may
reduce the integration range of U1 and U2 to nega-
tive values only, and we may change variables to the
Killing time u related by U = −e−κu (50). After
some algebra we obtain

(Kϕ,Kϕ)H−
E
=

−κ2

4π

∫
dS

∫ ∞

−∞
du1

∫ ∞

−∞
du2

ϕ(u1, x
A)ϕ(u2, x

A)

sinh2
(
1
2κ(u1 − u2)− iϵ

) , (65)

where ϕ is evaluated on H−
E and regarded as a func-

tion of (u, xA). We write H−
E on the LHS to remind

the reader that this integral ranges over only the ex-
terior portion of the past horizon. However, the full
horizon is still in some sense involved through the K
map, which refers to positive frequency with respect
to U ∈ (−∞,∞).

Next we reintroduce the Fourier transform, this
time with respect to Killing time,

ϕ̃(ω, xA) =

∫ ∞

−∞
ϕ|H−

E
(u, xA)e−iωudu. (66)

We may now invert for ϕ|H−
E
(u, xA) and plug in to

both instances of ϕ in Eq. (65). After changing vari-
ables to u = u2 and ∆ = u1 − u2, we see that the
u integral reduces to a delta function in frequency,

leaving

(Kϕ,Kϕ)H−
E
=
−κ2

8π2

∫
dS

∫ ∞

−∞
dω|ϕ̃(ω, xA)|2∫ ∞

−∞
d∆

e−iω∆

sinh2
(
1
2κ∆− iϵ

) . (67)

The last integral may be performed by contour inte-
gration, giving

(Kϕ,Kϕ)H−
E

(68)

=
1

π

∫
dS

∫ ∞

−∞
dω|ϕ̃(ω, xA)|2 ω

exp (2πω/κ)− 1
,

which may be compared with (60).

From Eqs. (48), (68), and (66) and (44) the con-
tribution from H−

E to the expected number of entan-
gling photons is given by

⟨Ne⟩H−
E
=

1

π

∫
dS

∫ ∞

0

dω|∆ϕ̃|2ω coth
(πω
κ

)
,

(69)

where ∆ϕ̃ is the Killing-time Fourier transform of
∆ϕ (44) evaluated on the horizon,

∆ϕ̃ =

∫ ∞

−∞
∆ϕ|H−

E
e−iωudu. (70)

The left and right retarded solutions agree at early
times, so they do not contribute to ∆ϕ when evalu-
ated on H−

E ,

∆ϕ|H−
E
= −(ϕadvR − ϕadvL )|H−

E
. (71)

Eq. (69) has a thermal interpretation. If the cal-
culation were repeated using Boulware modes (pos-
itive frequency with respect to u on H−

E) to quan-
tize the field in the exterior, then Eq. (69) would
appear without the coth factor. The difference
between the Unruh case under consideration and
the Boulware case [12–15] is thus an integral in-
volving coth(πω/κ) − 1, which is a thermal factor
2/(exp[ω/TH ] − 1) where TH = κ/(2π) is the hori-
zon temperature.

C. Estimate of entangling particle number

For the superposition experiment in a spacetime
with sufficient decay properties, the left and right
fields will agree at early and late times, meaning
that ∆ϕ will vanish at early and late times. If the
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superposition is maintained for a sufficiently long
time, then the left and right fields will be roughly
constant over most of the time the superposition is
maintained, and ∆ϕ is similarly constant over a cor-
responding lapse of time. We will denote this con-

stant by ∆̂ϕ(xA). Again assuming the relevant decay
properties, it can be computed from solutions where
the sources persist forever,

∆̂ϕ(xA) = −
(
ϕstatR − ϕstatL

)∣∣
C , (72)

where ϕstatR and ϕstatL are stationary (invariant under
the horizon-generating Killing field8) solutions with
stationary sources ρstatR and ρstatL corresponding to
the superposition. We write evaluation on a horizon
cross-section C (as opposed to the past horizon H−

E)
to emphasize that these are stationary solutions. We
include a minus sign in the definition (72) to match
the minus sign in (71), which originates from the use
of retarded minus advanced fields in the difference
field (44). This is purely a cosmetic issue since only

the square of ∆̂ϕ will appear in the decohering flux,
Eq. (82) below.

We may thus think of ∆ϕ as transitioning from

zero to ∆̂ϕ then back to zero. We will work with
Killing time u and denote the Killing timescales as
follows:

Tb: The largest “background” timescale (as-
sociated with propagation on the background
spacetime)

Tt: The “transition” timescale (associated
with opening or closing the superposition)

T : The timescale for which the superposition
is maintained

Finally we define

T = max(Tt, Tb). (73)

which represents the timescale for the field on the
horizon to transition.

Our goal is to estimate the integral (69) in the
regime

T ≫ T . (74)

8 If the source were instead invariant under another Killing
field, the KG field would not in general be constant on each
horizon generator xA during the superposition time.

To do so we introduce an intermediate frequency ωc

satisfying

1

T
≪ ωc ≪

1

T
. (75)

For example, if 1/T ∼ ϵ then we can take ωc ∼ ϵ1/2

as ϵ→ 0. We split the integral (69) into two pieces,

⟨Ne⟩H−
E
= I1(T ) + I2(T ), (76)

with

I1(T ) =
1

π

∫
dS

∫ ωc

0

dω|∆ϕ̃|2ω coth
(πω
κ

)
(77)

I2(T ) =
1

π

∫
dS

∫ ∞

ωc

dω|∆ϕ̃|2ω coth
(πω
κ

)
. (78)

In the first integral (77) we have ωT ≪ 1 on the
entire range of integration, so that variations in ∆ϕ
on scales ≲ T are not visible in the Fourier trans-

form. In this regime we may approximate ∆ϕ̃ as
the Fourier transform of a sharp top hat function of

height ∆̂ϕ(xA),

∆ϕ̃ ≈ ∆̂ϕ(xA)
2

ω
sin

(
ωT

2

)
, ωT ≪ 1. (79)

Using this approximation in (77), we find

I1(T ) ≈ C

∫ ωc

0

dω
4

ω
sin2(ωT/2) coth

(πω
κ

)
(80)

= C

∫ ωcT

0

dλ
4

λ
sin2(λ/2) coth

(
πλ

κT

)
, (81)

where

C =
1

π

∫
∆̂ϕ

2
dS (82)

is the constant we call the decohering flux. In pass-
ing from (80) to (81) we made the change of variables
λ = ωT .

The analysis now bifurcates according to whether
κ vanishes or not. For κ ̸= 0 we may replace coth x
by its small-x behavior 1/x in the large-T limit,

I1(T ) ≈ CκT
4

π

∫ ωcT

0

dλ
sin2(λ/2)

λ2
(83)

≈ CκT, T → ∞, κ ̸= 0, (84)

noting that ωcT → ∞ with the intermediate scal-
ing (75) and using the integral

∫∞
0

sin2(λ/2)/λ2dλ =
π/4.

Alternatively, in the κ → 0 limit we may replace
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cothx by its large-x value of 1,

I1(T ) ≈ 4C

∫ ωcT

0

dλ
sin2(λ/2)

λ
(85)

≈ 2C log T, T → ∞, κ = 0, (86)

where in the second step we drop constant terms,
including logωc. In both cases the arbitrary scale
ωc disappears from the leading behavior at large T .

Since our calculation assumes a bifurcate Killing
horizon, strictly speaking it applies only for non-zero
κ. The expression “κ = 0” in (86) (and elsewhere
below) is shorthand for the assumption κT ≪ 1,
which establishes the hierarchy T ≪ T ≪ 1/κ. One
might worry that the Aretakis instability [16–18] will
make this hierarchy difficult to achieve, since growth
occurs on timescales of order κ−1 for near-extremal
black holes [19]. However, the field itself decays dur-
ing this time, albeit at a slow, power-law rate.

Now consider the second integral (78). For ana-
lyzing this integral it is helpful to write ∆ϕ as

∆ϕ|H−
E
= g1(u+ T/2, xA)− g2(u− T/2, xA), (87)

where g1(u, x
A) and g2(u, x

A) are smooth, T -
independent functions that transition from 0 to

∆̂ϕ(xA)/2 in a region of size ∆u ∼ T near u = 0.
These functions describe the details of the transition
periods, including (for example) oscillations from
quasi-normal mode ringing. The Fourier transform
of (87) is

∆ϕ̃ = g̃1e
−iωT/2 − g̃2e

iωT/2, (88)

where g̃1(ω, θ, ϕ) and g̃2(ω, θ, ϕ) are the Fourier
transforms of g1 and g2, respectively. The magni-
tude squared is thus

|∆ϕ̃|2 = |g̃1|2 + |g̃2|2 + g̃1g̃2e
iωT + g̃2g̃1e

−iωT . (89)

In the second integral (78) we have ωT ≫ 1 every-
where on the domain of integration and by (89) the

T -dependence of |∆ϕ̃|2 is only in the form of a rapid
oscillation. These oscillations integrate to zero, leav-
ing

I2 ≈ 1

π

∫
dS

∫ ∞

ωc

dω(|g̃1|2 + |g̃2|2)ω coth
(πω
κ

)
.

(90)

Although the integrand is now independent of T , the
integral can still depend on T through the lower-
limit ωc, which has an intermediate scaling, such as
ωc ∼ 1/

√
T . However, we have already seen that ωc

disappears from the leading, large-T approximation

for the other integral I1 (linearly diverging in the
non-extremal case, and logarithmically diverging in
the extremal case). Since the full integral I1 + I2
is manifestly independent of ωc, it follows that I2 is
also independent of ωc at these orders in the large-T
expansion. But since I2 can only have T -dependence
through ωc, we conclude that I2 makes no contribu-
tion at these orders in the large-T expansion.

The leading large-T behavior of ⟨Ne⟩ (76) thus
comes entirely from the low-frequency integral I1.
Collecting the results from Eqs. (84) and (86), we
have

⟨Ne⟩H−
E
≈ C

{
κT κ ̸= 0

2 log T, κ = 0
, (91)

holding for T ≫ T . The log of a dimensionful quan-
tity appears because we have dropped subleading
constant contributions; these depend on the details
of the transitions.

Recall from (49) that the exponential of −⟨Ne⟩/2
gives the final value of the of the inner product
|⟨ψL|ψR⟩| of the left and right states of the exper-
iment. If there are no significant contributions to
the entangling photon flux from other boundaries,
then Eq. (91) provides the decoherence rate. We see
that in the non-extremal case the dependence on the
separation time T is exponential,

|⟨ψL|ψR⟩| = e−
C
2 κT , (92)

which we can interpret as saying that the state de-
coheres exponentially. On the other hand, in the
extremal case we have a slower, power-law decoher-
ence

|⟨ψL|ψR⟩| = (T/T0)
−C , (93)

where we now include an undetermined constant T0.
This constant is non-universal and depends on the
details of the transition. By contrast, the decohering
flux C can be determined from the stationary field
equations via Eq. (82). It remains to calculate the
decohering flux in situations of physical interest.
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V. OBSERVER ON THE SYMMETRY AXIS
OF A ROTATING BLACK HOLE

The Kerr metric in Boyer-Lindquist coordinates
reads

ds2 = −
(
1− 2Mr

Σ

)
dt2 +

Σ

∆
dr2 (94)

+ Σdθ2 − 4Mar sin2 θ

Σ
dtdϕ

+

(
r2 + a2 +

2Ma2r sin2 θ

Σ

)
sin2 θdϕ2 (95)

where ∆ = r2+a2−2Mr and Σ = r2+a2 cos2 θ. The
horizon radius r+, angular velocity ΩH , and surface
gravity κ are given by

r+ =M +
√
M2 − a2 (96)

ΩH =
a

r2+ + a2
(97)

κ =

√
M2 − a2

2Mr+
. (98)

The Boyer-Lindquist coordinates are not regular on
the horizon. To describe the past horizon H− we
introduce

u = t− r∗, (99)

ψ− = ϕ− r#, (100)

where dr∗/dr = (r2+a2)/∆ and dr#/dr = a/∆. See
Eqs. (5.62) and (5.63) in Ref. [20] for explicit expres-
sions for r∗ and r#. The coordinates (u, r, θ, ψ−) are
regular on the past horizon, but they are not con-
stant on its generators, which instead rotate with
angular velocity ΩH . We therefore introduce an ad-
ditional angle

ϕ̄ = ψ− − ΩHu, (101)

which remains constant on the generators of the
past horizon. We will refer to the set (u, r, θ, ϕ̄)
as “horizon-adapted coordinates”. These satisfy the
construction described in Sec. IV with xA = (θ, ϕ̄).

The induced metric on the horizon is

ds2B = qABdx
AdxB (102)

= Σ+dθ
2 +Σ−1

+ (r2+ + a2)2 sin2 θdϕ̄2, (103)

where the + indicates evaluation at r = r+. The
area element is

dS = (r2+ + a2) sin θdθdϕ̄. (104)

The horizon-generating Killing field takes the
form

ξ =
∂

∂t
+ΩH

∂

∂ϕ
=

∂

∂u
. (105)

The partial derivatives in the first equality refer
to Boyer-Lindquist coordinates, whereas the partial
derivative in the second equality refers to horizon-
adapted coordinates.

The state of a quantum field near a black hole
formed from gravitational collapse is described at
late times by the Unruh vacuum [21], which cor-
responds to choosing a set of modes that are pos-
itive frequency with respect to affine time U when
evaluated on the past horizon H− (along with addi-
tional modes that vanish there). Using this same set
of modes in the framework of Sec. III describes the
superposition experiment near a black hole formed
from gravitational collapse. Sec. IV showed that un-
der these circumstances the decoherence rate is de-
termined by the integral of the square of the sta-

tionary difference field on the horizon, ∆̂ϕ, as in

Eq. (82). Our task is to compute ∆̂ϕ in cases of
physical interest.

We will consider point sources described by a
charge q(τ) on a worldline xµ(τ) (where τ is proper
time),

ρ =

∫
q(τ)

δ(4)(x− x(τ))√
−g

dτ. (106)

Notice that unlike in the electromagnetic case, the
charge can be time-dependent. For a constant point
charge q0 held at radius r0 on the symmetry axis of
a Kerr black hole, we have

ρ =
αq0
2πΣ

δ(r − r0)δ(1− cos θ), (107)

where α =
√
gtt is the “redshift factor”,

α2 =
r20 + a2 − 2Mr0

r20 + a2
. (108)

The stationary solution ϕc = ϕc(r, θ) satisfies

∂

∂r

(
∆
∂ϕc
∂r

)
+

1

sin θ

∂

∂θ

(
sin θ

∂ϕc
∂r

)
=− 2αq0δ(r − r0)δ(1− cos θ). (109)

The solution has been given in integral form in
Ref. [22] as Eq. (10) with s = 0. (Our ϕc is identi-
fied with −2αq0f in that reference.) Evaluating the
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integral gives

ϕc(t, r, θ, ϕ) =
αq0
R

, (110)

where R is defined as

R2 = [(r0 −M)− (r −M) cos θ]
2
+∆sin2 θ.

(111)

Notice that the constant prefactor in the KG
Coulomb solution (110) is the redshifted charge αq0.
In particular, the charge inferred at infinity as the
coefficient of the 1/r falloff is αq0, which is not equal
to the locally defined charge q0. As an extreme ex-
ample, when a charge q0 is slowly lowered into the
black hole, the field everywhere outside the black
hole decreases in strength and ultimately vanishes
when the charge enters the horizon. There is no
obstacle to this physical process since there is no
conservation law for the scalar charge. The disap-
pearance of the field is a manifestation of the “no
scalar hair” property of black holes [23].

These properties make the KG spatial superpo-
sition experiment behave differently from the EM
case. To adhere most closely to the DSW electro-
magnetic setup, we would consider a point charge q0
held in superposition at two slightly different radii rL
and rR, which results in a dipolar difference source.
However, if the dipole is defined in the Lorentz-
invariant way as the charge q0 times the proper dis-
tance d, then the field actually falls off like 1/r at in-
finity, not as 1/r2 as it does in electromagnetism. In
essence, the KG dipole still behaves like a monopole.

We therefore find it more convenient to simply
work with a monopole superposition, which is pos-
sible since Alice can manipulate the value of the
KG charge as a function of time. That is, we con-
sider the conceptually simpler experiment in which
the particle position is definite but the value of its
charge is placed in superposition and later restored
to the original value. We will still use the labels
“left” and “right”, but the two semiclassical sources
share a single position r0, differing only in the time-
evolutions qR(τ) and qL(τ) of their charges. The
difference source ∆q = qR − qL evolves from zero to
some value Q and back. The horizon difference field

∆̂ϕ (72) is given by the difference of Coulomb fields
on the horizon,

∆̂ϕ = − αQ

r0 −M − (r+ −M) cos θ
. (112)

Using (104) we may compute the decohering flux as

C = 4Q2 r
2
+ + a2

r20 + a2
, (113)

where we remind the reader that Q is the difference
in charge between the branches of the superposition.

In general there are also contributions to the de-
coherence from null infinity. In App. A we show that
the expected number of entangling particles on I− at
large T is given by⟨Ne⟩I− = 2C∞ log T (A18), where
C∞ is the analogous decohering flux on null infinity
(A19). From Eq. (110) we compute the difference of

Coulomb fields at r → ∞ to be ∆̂ϕ∞ = −αQ, and
the integral (A19) gives

C∞ = 4α2Q2. (114)

This gives rise to a power-law contribution to large-
T decoherence going as (T/T0)

−C∞ , similar to the
extremal horizon result (93).

In the non-extremal case the decoherence from the
horizon is exp[−(1/2)CκT ] by (92) and always dom-
inates the power-law contribution from null infin-
ity. On the other hand, in the extremal case the
horizon’s contribution is also a power law, and the
dominant effect is the one with the larger decoher-
ing flux. Comparing (113) and (114), we find (as
expected) that the horizon dominates when the ob-
server is sufficiently near the horizon, while infin-
ity dominates when the observer is sufficiently far
away. Precise equality occurs at the critical value

r0 =M +
√
M2 + r2+.

We began this paper by reviewing a heuristic ar-
gument involving Bob making measurements from
behind a horizon, which suggests the presence of
a decoherence effect associated with horizons. The
precise calculation shows there is also a decoherence
associated with null infinity (in the KG case), and it
is interesting to consider whether a similar heuristic
applies. While no single Bob can gather information
at infinite distance, we can still imagine an army of
Bobs stationed on a distant sphere in the distant fu-
ture, i.e., a congruence of observers approaching null
infinity. The question of whether the Bobs gather fi-
nite information in the limit depends on falloff condi-
tions, and we do not attempt to analyze it directly.
However, the non-zero decoherence result suggests
that for the KG field, the Bobs can indeed gather
which-path information from far away. It would be
very interesting to make this correspondence precise.
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VI. ELECTROMAGNETIC DECOHERENCE

The EM case is highly analogous to the KG case,
except for some additional subtleties related to the
choice of gauge. We will first establish some some
general properties of a horizon-adapted gauge, be-
fore proceeding to perform the calculation.

A. Horizon-adapted gauge

Following DSW we work in a gauge where Aµ van-
ishes when contracted with the horizon generator.
Since we work on the past horizon, the condition
takes the form

ξµAµ|H− = 0. (115)

In the horizon-adapted coordinates of Sec. IV we
may write

AU |H− = 0 (116)

or

Au|H−
E
= 0. (117)

We will call this a horizon-adapted gauge.

In App. B we show that, in the horizon-adapted
gauge, the pullback of Maxwell’s equation to the
horizon takes the form of a total derivative,

∂

∂u

(
1

2
ϵAB∗FAB −∇AA

A

)
= 0. (118)

Integrating then gives

∇AA
A =

1

2
ϵAB ∗FAB + f(xA), (119)

in terms of an integration constant f . Under the
residual gauge freedom AA → AA +∇Ag with g =
g(xA), we have

f → f + qAB∇A∇Bg. (120)

We can thus utilize the residual gauge freedom to
make f(xA) lie complement of the image of the
Laplacian. By theorem 4.13a of Ref. [24], for com-
pact manifolds (in our case, the horizon cross-section
C) this complement is just the set of constant func-
tions. We may thus set f to be a constant,

∇AA
A =

1

2
ϵAB ∗FAB + f0. (121)

After integration, we see that f0 is proportional to
the charge enclosed in the compact horizon,

f0 =
1

A

∫
C

1

2
ϵAB∗FAB dS =

1

A

∫
C

∗F, (122)

where dS is the natural area element on C and A =∫
C dS is the cross-sectional area. If there is no charge
in the compact horizon then we have simply

∇AA
A =

1

2
ϵAB ∗FAB . (123)

For non-compact horizons with suitable falloff con-
ditions, we expect that the complement of the image
of the Laplacian will either be empty or can be re-
moved with a similar physical assumption.

For simplicity we will assume that f0 = 0 so that
(123) holds. However, it is trivial to repeat the anal-
ysis of the paper with f0 included. One simply as-
sumes that the left and right branches of the super-
position share the same f0, which corresponds phys-
ically to the statement that the superposition was
created from a single initial state. (In the compact-
horizon case, f0 is interpreted as total charge.) The
constant f0 then cancels out of the right-left differ-
ence field and hence does not appear in the final
decoherence rate. This cancellation occurs in our
treatment of null infinity in App. A 3, where the
charge cannot be assumed to vanish separately in
the left and right branches.

A second equation analogous to (123) can be de-
rived much more easily. From the definition of the
field strength we have

∂AAB − ∂BAA = FAB . (124)

Contracting this equation with ϵAB produces a mag-
netic analog of (123). Displaying these two equa-
tions together gives a pleasing pair,

qAB∇AAB =
1

2
ϵAB ∗FAB (125)

ϵAB∇AAB =
1

2
ϵABFAB . (126)

The right-hand-sides provide invariant notions of the
radial electric and magnetic fields.

These equations suggest that both components of
AA can be determined from the field strength Fµν

at each time u. We can make this explicit by intro-
ducing electric and magnetic Hertz potentials E(u)
and B(u),

AA = ∇AE + ϵAB∇BB. (127)
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Each potential is then sourced by its corresponding
radial field,

∇2E = −1

2
ϵAB ∗FAB (128)

∇2B = −1

2
ϵABFAB , (129)

where ∇2 = qAB∇A∇B is the Laplacian on the hori-
zon cross-section. We define the inverse Laplacian
∇−2 so that the integral of ∇−2f vanishes for any
f in the domain. (This is always possible by theo-
rem 4.13e of Ref. [24].) We then invert as

E = −1

2
∇−2

(
ϵAB ∗FAB

)
(130)

B = −1

2
∇−2

(
ϵABFAB

)
. (131)

We expect similar expressions to hold in the non-
compact case provided that there are suitable falloff
conditions.

B. Entangling photons

With the above facts established, the KG analysis
of Secs. II–V generalizes straightforwardly to EM
fields. The modes satisfy the free Maxwell equation,

∇µF
µν = 0, (132)

and are normalized according to the gauge-
invariant,9 surface-independent product

(A1, A2) = − i

4π

∫
Σ

d3x
√
hnµ

(
F 1µνA

ν
2 − F2µνA

ν

1

)
.

(133)

In the presence of a source Jµ we have

∇µF
µν = −4πJν . (134)

We make the same assumptions of Sec. III with
sources Jµ

R and Jµ
L instead of ρR and ρL, and use

identical arguments to show the decoherence rate is
given by e−⟨Ne⟩/2 (49) with

⟨Ne⟩ = (K∆A,K∆A), (135)

9 Under Aµ → Aµ + ∂µΛ, Eq. (133) changes by boundary
terms, which are the integrals of F1Λ and F2Λ. We do
not address these subtleties in the mode quantization argu-
ment, but the final results involve the inner product evalu-
ated on solutions where such terms would vanish—see dis-
cussion below Eq. (136).

analogously to (48). Here ∆A is the right-left differ-
ence of the retarded-minus-advanced fields,

∆A ≡ (Aret
R −Aadv

R )− (Aret
L −Aadv

L ), (136)

where we suppress the tensor index and use nota-
tion analogous to (44). Note that the associated
field strength ∆F is the retarded minus advanced
solution arising from a source Jµ

R − Jµ
L of compact

spacetime support. This ensures that ∆F has com-
pact spatial support on any Cauchy surface, and
therefore that the product (135) is gauge-invariant.

The steps of Sec. IV also generalize. On the hori-
zon in the horizon-adapted gauge we have

(A1, A2)H− =
i

4π

∫
dS

∫ ∞

−∞
dU (137)

qAB
(
A1A∂UA2B −A2A∂UA1B

)
,

which closely parallels the corresponding KG expres-
sion (52). The ensuing steps proceed identically un-
til we establish the analog of (69),

⟨Ne⟩H−
E
=

1

4π2

∫
dS

∫ ∞

0

ωdω

2π
|∆Ã|2 coth

(πω
κ

)
,

(138)

where

|∆Ã|2 = qAB∆ÃA∆ÃB |H−
E
, (139)

with ÃA is the Killing-time Fourier transform on the
Horizon [analogous to (70)],

∆ÃA =

∫ ∞

−∞
∆AA|H−

E
e−iωudu. (140)

In the KG case we proceeded to estimate the in-
tegral based on the assumption that ∆ϕ transitions

from zero to a constant ∆̂ϕ and back, with the tran-
sitions occurring over a timescale T and the con-
stant period occurring for T ≫ T (Fig. 1). In the
EM case the same assumptions will be valid for the
field strength Fµν , but the behavior in a given gauge
AA need not mimic that of the field strength. How-
ever, we have shown in Sec. VIA that the horizon-
adapted gauge can be constructed locally in time
from the field strength (at least for compact hori-
zons, and presumably in the non-compact case with
suitable falloff), meaning that it will in fact share
the properties described above. We may thus per-
form the estimate identically, arriving at the exact
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same results (92) and (93),

|⟨ψL|ψR⟩| =

{
e−

C
2 κT , κ ̸= 0

(T/T0)
−C κ = 0

, (141)

where the decohering flux C is now given by

C =
1

4π2

∫
qAB∆̂AA∆̂AB dS, (142)

analogously to (82). The quantity ∆̂A is defined
analogously to (72),

∆̂A(xA) = −
(
Astat

R −Astat
L

)
|H, (143)

where (with tensor indices suppressed) Astat
R and

Astat
L are stationary solutions in horizon-adapted

gauge in the presence of stationary sources J stat
R and

J stat
L (respectively) corresponding to the superposi-

tion.

To derive the formula for C given in the intro-
duction as Eq. (4), we use the solution (130) and
(131) for the electric and magnetic potentials in the
decomposition (A46) for the horizon vector poten-
tial. Plugging this decomposition into (142), we
find that cross-terms are total derivatives. These
may be dropped for a horizon of compact support
like that of the Kerr spacetime, and also for non-
compact horizons in spacetimes with suitable decay
properties (such as Rindler) given the assumption of
a localized source outside the horizon.

C. Calculation in Kerr

The charge-current of a point source in a curved
spacetime is given by

Jµ =

∫
euµ

δ(4)(x− x(τ))√
−g

dτ. (144)

For a stationary charge on the symmetry axis of a
Kerr black hole, we have

J =
e

2πΣ
δ(r − r0)δ(1− cos θ)

∂

∂u
. (145)

The stationary, regular solution with charge e can be
called the Coulomb field F c

µν . A vector potential is
given in closed form in Eq. (9) of Ref. [25]. However,
this potential is poorly behaved on the horizon and
its well-behaved components are not in the horizon-
adapted gauge. While we could in principle proceed
by finding an explicit gauge transformation to a reg-
ular, horizon-adapted gauge, we find it more conve-
nient to compute the gauge-invariant field strength
and reconstruct a a suitable Ac

A by solving Eqs. (125)
and (126). In the axisymmetric case of present in-
terest, these equations become

1
√
q
∂θ
(√
qqθθAc

θ

)
= −1

2
ϵAB ∗F c

AB (146)

1
√
q
∂θA

c
ϕ̄ =

1

2
ϵABF c

AB , (147)

holding on the horizon r = r+. The integrals can be
done in closed form, and after some calculation we
find

Ac
A|C =

−e(r+ −M) sin θ

(a2 + r20)(r0 −M − (r+ −M) cos θ)

×
[ (
r0r+ + a2 cos θ

)
(dθ)A (148)

+
a(r2+ + a2)(r+ − r0 cos θ) sin θ

r2+ + a2 cos2 θ

(
dϕ̄
)
A

]
,

imposing regularity on the pole to obtain a unique
solution.

Eq. (148) refers to the Coulomb field of a single
point charge e. For the superposition experiment,
a charge e is held in a spatial superposition of two
nearby radii r0 ± ϵ/2. We require the difference of
the two vector potentials, which by linearity is the
vector potential due to the difference of the sources.
Since the proper separation is

√
grrϵ, the difference

source is an effective dipole p = e
√
grrϵ. In the limit

ϵ→ 0 (fixing p) the difference field is

Astat
R,µ −Astat

L,µ =
p

√
grr|r=r0,θ=0

∂Ac
µ

∂r0

∣∣∣∣
e=1

. (149)

Using Eq. (148) we can obtain ∆̂A (143) and evalu-
ate the decohering flux integral (142). We find

C = p2
(r2+ + a2)(r0 − r+)(r0r+ − a2)

6π(r20 + a2)3r+

[
6
r2+ + a2

r2+ − a2
log

(
r+(r0 − r+)

r0r+ − a2

)
+
a6 + a4

(
−5r20 + 18r0r+ − 14r2+

)
+ a2r+

(
6r30 − 26r20r+ + 18r0r

2
+ + r3+

)
+ r20r

3
+(6r0 − 5r+)

(r0 − r+)2 (a2 − r0r+)
2

]
. (150)
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This function is plotted in Fig. 2 as a function of
black hole spin.

We can obtain simpler expressions in a few dif-
ferent limits. First we we consider the non-spinning
case a = 0,

C =
4M2p2

3πr50

(
2M

3r0 − 5M

r0 − 2M

+ 3(r0 − 2M) ln
(
1− 2M

r0

))
. (151)

We can further expand at large r0,

C =
32

3π

p2M4

r60
+O(r−7

0 ). (152)

This expression may be compared to analogous
results in Ref. [1], which quotes a decoherence
timescale in Eq. (15). In light of Eq. (92) we de-
fine the decoherence timescale TD = 2/(Cκ). Us-
ing κ = 1/(4M) and Eq. (152) for C, and noting
that our p equals their qd, we confirm the scaling of
Eq. (15) of Ref. [1]. Noting our units ϵ0 = 1/(4π),
we find that their Eq. (15) should contain a pref-
actor 3π2 in order to correspond to our definition
of TD. This is the precise version of their order of
magnitude estimate.

Alternatively we can consider a near-horizon limit.
Letting b = 2

√
2M(r0 − 2M)+O((r0−2M)3/2) de-

note the proper distance to the horizon, we find

C =
2p2

3πb2
+O(b0). (153)

This may be compared with analogous results for
Rindler spacetime in Ref. [4], noting that the acceler-
ation a of a near-horizon observer is related to proper
distance b by a = 1/b + O(b). Since Ref. [4] quotes
a rate in proper time, we also use κT = aτ + O(b)
to convert our decoherence rate TD to a proper de-
coherence rate τD = TD(κ/a) = 2/(Ca). This τD
may be compared to TD in Eq. (3.27) of Ref. [4]; we
confirm the scaling and find that a prefactor of 12π2

is required to agree with the precise rate.

It is also instructive to look at the large r0 limit
at finite spin,

C =
2p2(r2+ − a2)2(r2+ + a2)

3πr2+r
6
0

+O(r−7
0 ). (154)

Finally, we consider extremal limits. Introducing
ϵ =

√
1− a2/M2 and letting ϵ → 0 at fixed M and

r0, we find

C =
8p2M4(M2 − 2Mr0 + 2r20)

3π(M − r0)2(M2 + r20)
3
ϵ2 +O(ϵ3). (155)

The flux vanishes like ϵ2, which is linear in a, as seen
in Fig. 2.

Alternatively, we can take the extremal limit while
simultaneously approaching the horizon. Defining
x0 = (r0 − r+)/r0 and taking the extremal limit
ϵ→ 0 with x0 ∼ ϵ gives a finite limit,

C = p2
ϵ2

3πM2x0(x0 + 2ϵ)
. (156)

If time is also rescaled like 1/ϵ, then this limit ap-
plied to the metric yields the the“nearNHEK” patch
[26] of the NHEK metric [27]. Here we have used the
definitions of Ref. [28].

In the case of KG fields there was also a contribu-
tion to decoherence from null infinity. This occurs
because the Coulomb fields are non-zero at infinity
in the sense that the 1/r part of the difference field
is non-zero. This occurs for the monopole case we
studied as well as the KG dipole case, as discussed
in Sec. V. However, in the EM case the dipole field
decays like 1/r2 and there is no contribution to de-
coherence from null infinity. This may be seen ex-
plicitly from the general expression (A57) derived in
App. A.
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Appendix A: Symplectic product on the Kerr
exterior and contributions from null infinity

In this appendix, we consider the exterior part
of the Kerr spacetime, foliated by Cauchy surfaces
of constant Boyer-Lindquist t, denoted Σt. As t →
−∞, the symplectic product splits into separate con-
tributions from the past horizon H−

E and from past
null infinity I−, with contributions from past time-
like infinity assumed to vanish due to falloff. The
horizon contributions were estimated at large T in
the main body; here we estimate the large-T contri-
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butions from null infinity. We consider the KG and
EM cases separately. We find that there is a log-
arithmic contribution in the KG case, whereas the
EM case is finite as T → ∞.

1. Klein-Gordon product

As already presented in the main text as Eq. (6),
the KG product of two source-free solutions ϕ1 and
ϕ2 on a timeslice Σt is defined as

(ϕ1, ϕ2)t = i

∫
Σt

d3x
√
hnµ

(
ϕ1∇µϕ2 − ϕ2∇µϕ1

)
,

(A1)

where nµ is the future-directed unit normal to Σt,
and h is the determinant of the induced metric. It
follows directly from the source-free Klein-Gordon
equation that the inner product is independent of
the surface Σt.

We may approach the past horizon by letting r →
r+ at fixed {u, θ, ϕ̄}, where these coordinates were
defined in Sec. V. Since t → −∞ in this limit, it
represents a portion of the limiting Σt. In this limit,
a direct computation gives

d3x
√
hnµ → dSdu

(
∂

∂u

)µ

, (A2)

where dS is given in Eq. (104) and
(

∂
∂u

)µ
is the

coordinate basis vector in the horizon-adapted coor-
dinate system {u, r, θ, ϕ̄} (also equal to the horizon-
generating Killing field). The contribution to the
KG product in this limit is thus

(ϕ1, ϕ2)H−
E
= i

∫ ∞

−∞
du

∫
dS
(
ϕ1∂uϕ2 − ϕ2∂uϕ1

)
H−

E

,

(A3)

where the partial derivative refers to horizon-
adapted coordinates.

We may approach past null infinity by letting r →
∞ at fixed (v, θ, ϕ), where v is the advanced time
v = t + r∗. Since t → −∞ in this limit, it also
represents a portion of the limiting Σt. In this limit,
a direct computation gives

d3x
√
hnµ → r2dΩdv

(
∂

∂v

)µ

, (A4)

where dΩ = sin θdθdϕ is the 2-sphere element and(
∂
∂v

)µ
is the coordinate basis vector in the advanced

coordinate system {v, r, θ, ϕ}. The volume element
diverges, but this will be canceled in the inner prod-

uct by falloff of the fields,10

ϕ(v, r, yA) = ϕ|I−(v, yA)r−1 + o(r−1). (A5)

(We adopt the notation that evaluation of a scalar
field at I− represents the 1/r part.) The contribu-
tion to the KG product in this limit is thus

(ϕ1, ϕ2)I− = i

∫ ∞

−∞
dv

∫
dΩ
(
ϕ1∂vϕ2 − ϕ2∂vϕ1

)
I− .

(A6)

where the partial derivative refers to advanced coor-
dinates. The fields in the integrand are understood
as the r−1 parts defined in Eq. (A5).

Finally we consider the pieces of the limiting Σt

that are not captured by the horizon or null infin-
ity. Colloquially, these are the “contributions from
past timelike infinity”. Although we do not formal-
ize a proof, it is clear that these pieces do not con-
tribute to the limiting KG product. Extensive nu-
merical evidence (beginning with [30]) shows that
solutions with compact sources decay polynomially
in time at fixed spatial coordinate. Rigorous decay
results have also been obtained in hyperboloidal slic-
ings (Ref. [31], Corollary 3.1). The time-reverse of
these results applies to decay of the advanced field at
early times, such that the retarded-minus-advanced
field we consider should decay as t → −∞ away
from H−

E and I−. We therefore assert that there is
no contribution from timelike infinity,

lim
t→−∞

(ϕ1, ϕ2)t = (ϕ1, ϕ2)H−
E
+ (ϕ1, ϕ2)I− . (A7)

2. Decoherence from Null Infinity

We now consider the superposition experiment
setup of the main body. In Secs. IV and V we eval-
uated the contribution to decoherence from the past
horizon, first in a general setup and then for an ob-
server on the symmetry axis of the Kerr spacetime.
We now repeat this analysis for the contribution
from null infinity. The steps are highly analogous.

For the Unruh state, the non-vanishing mode
functions are positive frequency with respect to v,

ϕinωL

∣∣
I− =

e−iωv

√
4πω

YL(y
A), (A8)

10 This falloff is clear in the mode solutions to the KG equation
[29].
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where yA = {θ, ϕ} and we remind the reader that
evaluation at I− is understood as taking the 1/r
part, as in Eq. (A5).

The functions YL(y
A) are assumed to be orthonor-

mal on the (celestial) sphere,∫
Y L(y

A)YL′(yA)dΩ = δLL′ . (A9)

In practice, the most useful angular mode functions
depend on ω as well,11 but our results are insensitive
to the specific choice. According to the falloff (A5),
a field on I− may be decomposed as

ϕ|I− (v, xA) =

∫ ∞

−∞
dω
∑
L

cωL ϕ
in
ωL

∣∣
I− (v, xA)

(A11)

for some mode coefficients cωL. Using the same
method as in Sec. IVA, we find that

(Kϕ,Kϕ)I− =

∫ ∞

0

dω
∑
L

|cωL|2 (A12)

= 2

∫
dΩ

∫ ∞

0

ωdω

2π
|Φ̃(ω, xA)|2 (A13)

=
−1

π

∫
dΩdv1dv2

ϕ(v1, x
A)ϕ(v2, x

A)

(v1 − v2 − iϵ)2
, (A14)

where Φ̃(ω, xA) is now the Fourier transform of Φ on
past null infinity I−,

Φ̃ =

∫ ∞

−∞
ϕ|I−e−iωvdv. (A15)

In the superposition experiment, the contribution
to the entangling particles from null infinity is

⟨Ne⟩I− = (K∆ϕ,K∆ϕ)I− , (A16)

where ∆ϕ is the left-right difference of the retarded-
minus-advanced solution, Eq. (44). The retarded
solutions cancel at early times, so we have

∆ϕ|I− = −
(
ϕadvR − ϕadvL

)∣∣
I− . (A17)

11 The scalar wave equation is separable in the Kerr back-
ground, with θ eigenfunctions equal to oblate spheroidal
harmonics Sm

ℓ(−a2ω2, cos θ) (See Eq. (8) in Ref. [29]).
Thus we have

Yωℓm(θ, ϕ) =
e−imϕ

√
4π

Sm
ℓ(−a2ω2, cos θ). (A10)

Assuming that Alice is a static observer,12 we
may estimate (K∆ϕ,K∆ϕ) using the method of
Sec. IVC applied to Eq. (A13). Since the advanced
time v agrees with Killing time, there is no factor
of coth

(
πω
κ

)
[as in Eq. (69)] appearing in Eq. (A13).

Therefore, the method of estimation in Sec. IVC ap-
plies with κ = 0 [See Eq. (91)]. We obtain

⟨Ne⟩I− = 2C∞ log T (A18)

with

C∞ =
1

π

∫
|∆̂ϕ∞|2dΩ, (A19)

where ∆̂ϕ∞ is the difference of the stationary
Coulomb solutions,

∆̂ϕ∞(xA) = −
(
ϕstatR − ϕstatL

)
|r→∞. (A20)

We refer to C∞ as the decohering flux on null infin-
ity.

3. Electromagnetic decoherence at null infinity

We now consider electromagnetic decoherence in
the Kerr spacetime. The main differences in the EM
case will be related to the choice of gauge. As al-
ready given in the main text as Eq. (133), the EM
symplectic product is

(A1, A2) = − i

4π

∫
Σt

d3x
√
hnµ

(
F 1µνA

ν
2 − F2µνA

ν

1

)
.

(A21)

Since the product is gauge-invariant (up to boundary
terms—see footnote 9), we are free to use different
gauges on different portions of Σt. For the portion
that limits to the past horizon as t → −∞, we use
the horizon-adapted gauge of the main text. For the
portion that limits to null infinity we will use an
analogous gauge, as follows.

We again work in advanced coordinates (v, r, yA)
in the Kerr spacetime, letting r → ∞ to reach I−.
(However, our analysis does not use details of the
Kerr metric in an essential way and extends nat-
urally to more general asymptotically flat space-
times.) We denote the spherical metric by γAB ,

12 In a more general asymptotically flat setting (beyond the
Kerr metric), we would require that she is on a Killing orbit
of ∂v , the Killing field generating I−.
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where in {θ, ϕ} coordinates,

γAB = (dθ)A(dθ)B + sin2 θ(dϕ)A(dϕ)B . (A22)

The covariant derivative with respect to the 2-sphere
is denoted as DA and the 2-dimensional area element
is ϵAB . We use orientation ϵvrθϕ =

√
−g and ϵθϕ =√

γ = sin θ.

We assume that the electromagnetic field is
smooth at null infinity in the sense of Eq. (27) in
Ref. [32],13

Av = O(r0) (A23)

Ar = O(r−2) (A24)

AA = O(r0). (A25)

In analogy with the horizon adapted gauge where
Au = 0 on H−

E , we want Av to vanish near I−.
We use the notation that a superscript (n) indi-
cates the r−n part of a quantity expanded at large

r. If Av is expressed as A
(0)
v +A

(1)
v r−1 +O(r−2), we

make a gauge transformation Aµ → Aµ + ∂µΛ with

Λ =
∫
dvA

(0)
v +

∫
dvA

(1)
v r−1 + O(r−2). This trans-

formation makes Av order r−2, while preserving the
falloff conditions (A24) and (A25) of Ar and AA,

Av = O(r−2), (A26)

Ar = O(r−2), (A27)

AA = A
(0)
A +O(r−1). (A28)

The field strength has falloff

Fvr = F (2)
vr r

−2 +O(r−3) (A29)

FvA = F
(0)
vA +O(r−1) (A30)

FrA = O(r−2) (A31)

FAB = F
(0)
AB +O(r−1) (A32)

with

F
(0)
vA = ∂vA

(0)
A , (A33)

F
(0)
AB = ∂AA

(0)
B − ∂BA

(0)
A . (A34)

It is convenient to introduce radial electric and mag-
netic fields on I− as

E(2)
r ≡ lim

r→∞

1

2
ϵAB∗FAB = −F (2)

vr , (A35)

B(2)
r ≡ lim

r→∞

1

2
ϵABFAB = −∗F (2)

vr , (A36)

13 We can convert formulas at future null infinity in [32] to
past null infinity by sending u → −v.

where we remind the reader that ∗Fµν = 1
2ϵµνρσF

ρσ

is the Hodge dual of Fµν .

Assuming sufficient falloff towards timelike infin-
ity, the symplectic product again splits into contri-
butions from the past horizon and from past null
infinity,

lim
t→−∞

(A1, A2)t = (A1, A2)H−
E
+ (A1, A2)I− . (A37)

The horizon contribution was studied in the main
body, and we now study the contribution from in-
finity. A direct calculation shows that as r → ∞ at
fixed v, in our gauge we have

√
hnµF1µνA

ν
2 → −√

γγABA
(0)
2A∂vA

(0)
1B , (A38)

where γ = detγAB . The limiting symplectic product
is thus

(A1, A2)I− =

i

4π

∫ ∞

−∞
dv

∫
dΩγAB

(
A

(0)
1A∂vA

(0)
2B −A

(0)
2A∂vA

(0)
1B

)
,

(A39)

where dΩ is the volume element on the celestial
sphere dΩ =

√
γd2xA. It is convenient to work in

this gauge because the symplectic product (A39) is
analogous to KG case (A6).

We now repeat the analysis in Sec. VIA for I− in-
stead of H−

E . The leading [O(r−2)] part of Maxwell’s

equations
(

∂
∂v

)ν ∇µF
µ
ν = 0 gives

∂

∂v
F (2)
vr +DAF

(0)
vA = 0. (A40)

Using Eq. (A33) this becomes a total v-derivative,
and we find

DAA
(0)
A = −F (2)

vr + f(xA) (A41)

in terms of an integration constant f(xA), analogous
to Eq. (119). We can change f by the Laplacian of
a scalar g(xA), i.e. f → f +D2g, using the residual

gauge freedom A
(0)
A → A

(0)
A + DAg.

14 We can use
this freedom to set f equal to a constant −e,

DAA
(0)
A = −F (2)

vr − e. (A42)

Integrating over the sphere shows that e is the total

14 These gauge transformations are sometimes called ‘large
gauge transformations’ [33].
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electric charge,

e = lim
r→∞

1

4π

∫
S2

∗F, (A43)

When treating the horizon case we assumed for sim-
plicity that the enclosed charge vanished, since a
non-zero charge would cancel out when the right-left
difference field is considered anyway. Here we can-
not take the charge to vanish, and we will see the
right-left cancellation explicitly in Eq. (A57) below.

From Eqs. (A42) and (A34) in the notation of
Eqs. (A35) and (A36), we have

γABDAA
(0)
B = E(2)

r − e (A44)

ϵABDAA
(0)
B = B(2)

r , (A45)

Noting the definitions (A35) and (A36) of E
(2)
r and

B
(2)
r , these equations are analogous to Eqs. (125)

and (126). A term analogous to e does not appear
in the horizon version because the charge enclosed
in the horizon was assumed to vanish.

Eqs. (A44) and (A45) show that A
(0)
A can be deter-

mined from the gauge-invariant field strength locally
in time (at each v) along I−. To see this explicitly,
we introduce the decomposition

A
(0)
A = qABDBE + ϵABDBB, (A46)

so that Eqs. (A44) and (A45) become

D2E = E(2)
r − e, (A47)

D2B = B(2)
r . (A48)

Defining the inverse Laplacian D−2 so that the in-
tegral D−2f vanishes for any f in the domain, we
have the explicit solution

E = D−2
(
E(2)

r − e
)

(A49)

B = D−2B(2)
r , (A50)

from which the vector potential A
(0)
A in the correct

gauge can be constructed via Eq. (A46). Notice that

the ℓ = 0 part of E
(2)
r (i.e., the charge e) is natu-

rally removed so that the resulting function is in the
domain of D−2.

With these results established, we may now repeat
the steps of Sec. A 2 above. The analog of Eq. (A13)

is found to be

(KA,KA)I− =
1

4π2

∫
dΩ

∫ ∞

0

ωdω

2π
γABÃ

(0)
A Ã

(0)
B ,

(A51)

where again tilde denotes Fourier transform,

ÃA =

∫ ∞

−∞
A

(0)
A e−iωvdv. (A52)

The expected number of entangling particles is given
by plugging in the left-right difference of retarded
minus advanced fields ∆A (136),

⟨Ne⟩I− = (K∆A,K∆A)I− . (A53)

Estimating at large T then gives

⟨Ne⟩I− = 2C∞ log T, (A54)

with

C∞ =
1

4π2

∫
γAB∆̂A∞A∆̂A∞BdΩ, (A55)

where as usual ∆̂AA is the difference of the station-
ary “Coulomb fields” associated with the stationary
portions of the left and right branches of the super-
position,

∆̂A∞(xA) = −
(
Astat

R −Astat
L

)
|r→∞, (A56)

with tensor index A suppressed.

If we introduce the difference radial fields ∆̂Er

and ∆̂Br constructed from ∆A∞ via Eqs. (A35) and
(A36) (dropping the subscript ∞ and superscript
(2) for conciseness), noting Eqs. (A46), (A49), and
(A50) we can write the decohering flux in a mani-
festly gauge-invariant manner as

C∞ =
1

4π2

∫ [
(∇AD−2∆̂Er)

2 + (∇AD−2∆̂Br)
2
]
dS,

(A57)

where a total derivative cross-term vanishes, anal-
ogously to the horizon calculation discussed in the
last paragraph of Sec. VIB. Eq. (A57) is precisely
analogous to the formula (4) for horizon decoher-
ence presented in the introduction. Notice that the
charge e has canceled out of the final expression,

since ∆̂Er has no net charge.
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Appendix B: Maxwell’s equations on a Killing
horizon

In this appendix we study Maxwell’s equations on
a bifurcate Killing horizon and show that the horizon
component becomes a total derivative, Eq. (B33).

1. Killing horizon

Following [10], we assume there exists a one-
parameter isometry whose fixed points form an
orientable, spacelike, co-dimension 2 (hence 2-
dimensional) surface B. Let ℓµ and nµ be two (con-
tinuously chosen, future directed) null normals B
satisfying ℓ · n = −1. (For brevity we denote inner
products by vµw

µ = v ·w.) We extend nµ off of B via
the affinely-parameterized null geodesic equation,

nµ∇µn
ν = 0. (B1)

The null surface generated by nµ is called the past
horizon H−. The portion of H− in the causal past of
B is the “exterior” past horizon H−

E , while the part

in the future is the “interior” H−
I . An analogous

construction can be made for the future horizon H+,
but we will not use it in this appendix. In what
follows, all equations are understood to be evaluated
on H−

E .

Let ξµ denote the generator (Killing field) of the
isometry. As explained in Sec. 2 in Ref. [10], ξµ is
tangent to H±. On H−

E it is related by a positive
function f ,

nµ = fξµ. (B2)

We introduce time coordinates u and U on H−
E by

nµ∇µU = 1 “affine time” (B3)

ξµ∇µu = 1 “Killing time”. (B4)

We choose U such that the bifurcation surface B is
at U = 0, while U = −1 coincides with u = 0. It is
shown in Sec. 2 in Ref. [10] that

U = − exp(−κu), (B5)

where κ is the “surface gravity”. The constancy of κ
on horizon can be seen using the same proof in Sec.
12.5 of Ref. [34]. It follows immediately that

f =
1

κ|U |
=

1

κ
exp(−κu). (B6)

The null geodesic congruence nµ is also normal to

the horizon. It follows that the geodesic congruence
is expansion-less, shear free, and twist-less, i.e.,

vµ1 v
ν
2∇µnν = 0 (B7)

for all vµ1 , v
µ
2 tangent to the horizon H−

E . This re-
sult again can be directly seen from an analogous
argument leading to Eq. (12.5.20) in Ref. [34].

If xA is a coordinate system on the bifurcation
surface B, we obtain a coordinate system {U, xA}
(hence {u, xA}) on H−

E by letting xA be constant on
the null geodesic generators. If we adjoin a fourth
coordinate r that is constant on H−

E , then on H−
E we

have

nµ =

(
∂

∂U

)µ

, ξµ =

(
∂

∂u

)µ

. (B8)

Since ξµ is a Killing field, we have ∂ugAB = 0 and
hence

∂UgAB = 0. (B9)

2. Null tetrad on H−
E

We may obtain a null tetrad on B by selecting a
normalized complex-null vector m (m ·m = m ·m =
0,m · m = 1) that is orthogonal to ℓ and n. We
extend mµ to all of H−

E by Lie transport along the
null generators,

Lnm
µ = [n,m]

µ
= 0. (B10)

This is equivalent to the statement that in the pre-
ferred coordinates (U, r, xA), the componentsmµ are
constant on horizon generators,

∂

∂U
mµ = 0. (B11)

In particular, m is tangent to horizon cross-sections;
its only non-zero components are mA.

The inner products m · n, m · m and m · m are
preserved by the Lie transport. For example,

Ln (m
µnνgµν) = mµnνLngµν

= mµnν
(
∇µf

f
nν +

∇νf

f
nµ

)
= 0. (B12)

The second equality follows from Killing’s equations



23

∇µξν + ∇νξµ = 0 together with Eq. (B2).15 The
third equality holds becausemµnµ = 0 andmµmµ =
0 on H−

E .

Thus the conditions m ·n = 1, m ·m = 0, and m ·
m = 1 hold everywhere on H−

E . To form a complete
tetrad basis on the horizon, we choose ℓµ to be the
future-directed null vector that is uniquely specified
by ℓ · n = −1 and m · ℓ = 0. This defines a complex
null tetrad on the entire H−

E .

For future use we list the standard relations
obeyed by a null tetrad. As shown above, the vectors
are orthonormal,

ℓ · n = −1 m ·m = 1 (B13)

ℓ · ℓ = 0 n · n = 0 (B14)

ℓ ·m = 0 n ·m = 0 m ·m = 0. (B15)

Since the dot products of tetrad members are
constant, for any two tetrad members X,Y ∈
{ℓ, n,m,m}, we have

Xµ∇νYµ = −Y µ∇νXµ. (B16)

This is equivalent to the anti-symmetry of the Ricci
rotation coefficients. In particular, Xµ∇νX

µ = 0.
The metric is given by

gµν = −ℓµnν − ℓνnµ +mµmν +mνmµ. (B17)

The volume elements for the 4-space ϵ and the cross-
section ϵ(2) are given by

ϵµνρσ = 24iℓ[µnνmρmσ] (B18)

ϵ(2)µν = 2im[µmν]. (B19)

We label the tetrad components of tensors with
a lowered index; for example, ℓµnνTµ

ν = Tℓn. All
tetrad components are seen as lower indices; no rais-
ing and lowering of tetrad indices appears in this
work. Derivatives are written similarly; for exam-
ple, ∇ℓ = ℓµ∇µ. When a derivative acts on a tensor
with tetrad indices, the tetrad contraction is taken
first. For example, for a tensor Tµ1µ2

ν1ν2
, we might

write

∇mT
µ1µ2

ℓn = mλ∇λ (T
µ1µ2

ν1ν2
ℓν1nν2) . (B20)

15 Eq. (B2) holds only on the horizon, but in Eq. (B12) the
indices are contracted with vectors m and n which are tan-
gent to the horizon.

3. Cross-sections C

The spatial two-surfaces obtained by Lie transport
of the bifurcation surface will be called cross-sections
C. The induced metric on a cross-section may be
written

qµν = mµmν +mµmν (B21)

and satisfies

qµλq
λ
ν = qµν . (B22)

Since qAB = gAB , by (B9) the components are con-
stant on horizon generators,

∂

∂U
qAB = 0. (B23)

It follows from orthonormality of m that qAB =
mAmB + mAmB is equal to the matrix inverse of
qAB . The derivative compatible with qAB is denoted

∇(2)
A . For any one-form vµ, the components vA sat-

isfy

∇(2)
A vB = qA

µqB
ν∇µvν . (B24)

4. Maxwell’s equation on H−
E

We now consider the component of Maxwell’s
equations tangent to the horizon generators,

nν∇µF
µν = 0. (B25)

Using the Leibniz rule we have

∇µF
µ
n − Fµν∇µnν = 0 (B26)

in the notation of (B20). The two terms in Eq. (B26)
can be simplified as follows:

∇µF
µ
n = Fmn∇µm

µ +∇mFmn + c.c.

−∇nFℓn (B27)

Fµν∇µnν = Fmn

(
nµ∇mℓµ +mµ∇ℓnµ

)
+ c.c.,

(B28)

where c.c. denotes the complex conjugate of the pre-
ceding terms on that line. We have used the anti-
symmetry of Fµν , the vanishing of the projection of
∇µnν onto the cross-section C [Eq. (B7)] (in particu-
lar, mµmν∇µnν = mµmν∇µnν = 0), antisymmetry
of the Ricci rotation coefficients [Eq. (B16)], and the
geodesic equation [Eq. (B1)].
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We will use two identities. The first identity reads

∇µm
µ − (nµ∇mℓµ +mµ∇ℓnµ) = mµ∇mmµ,

(B29)

where we have used Eq. (B10), Eq. (B16), and
Eq. (B17). The second identity is

∇(2)AFnA = qµν∇µFnν (B30)

= ∇mFnm + Fnmm
µ∇mmµ + c.c.,

where we used Eqs. (B10), (B16), (B21) and
Eq. (B24).

Substituting Eqs. (B27) and (B28) into (B26), us-
ing (B29) and (B30) we find

−∇nFℓn +∇(2)AFnA = 0. (B31)

We now work in coordinates (U, r, xA) using the
horizon-adapted gauge AU = 0. Noting n = ∂U

(B8), we have

FnA = ∂UAA. (B32)

Since the spatial metric qAB is independent of U
(B23), the partial derivative ∂U commutes with the
spatial covariant derivative ∇(2) in (B31). We there-
fore find

∂

∂U

(
Fℓn −∇(2)AAA

)
= 0. (B33)

Using Eqs. (B18) and (B19), it is easy to check that
the tetrad component Fℓn can be expressed as

Fℓn =
1

2
ϵ(2)µν ∗Fµν =

1

2
ϵ(2)AB ∗FAB , (B34)

using ∗Fµν = 1
2ϵµνρσF

ρσ.[HW: Indexing error cor-
rected] Integrating Eq. (B33) and using (B34) gives
us (119) in the main body.
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