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Abstract—Caregiving for spouses with Alzheimer’s disease
or related dementias (ADRD) is one of the most stressful
experiences. Evidence-based treatments for caregivers who have
a high risk of mental health issues are needed. In this study, we
designed models for predicting changes in perceived stress scale
(PSS) (increase/not increase) in one week and generated some
examples of counterfactual (’what-if”) explanations to change the
stress state for helping manage stress. Using self-report (positive
and negative affect and sleep quality) and sensor data (heart rate,
sleep, and steps) collected in 132 week-long study sessions from
57 participants, we compared explainable PSS change prediction
models (Random Forest, XGBoost, Light GBM, EBM, and Neural
Network) along with *what-if” explanations. First, we developed
machine learning models for classifying the change in PSS scores
before and after the session period. Second, we identified feature
importance using our explainable models. Our results showed
that XGBoost performed the best with an accuracy of 0.79 and
an F1 score of 0.78 for predicting changes in perceived stress.
Our results also showed that minimum heart rate, mean steps
per day, and negative affect are the most predictive features.
Our preliminary counterfactual examples about sleep parameters
would be able to provide suggestions for improving one’s health.
We discussed our ideas to provide better suggestions using DiCE.

Index Terms—caregiver, healthcare, XAI, DiCE, PSS

I. INTRODUCTION

The number of people with Alzheimer’s disease (AD)
and AD-related dementias (ADRD) in the United States is
projected to grow from 5.7 million to 13.8 million by 2050
[1]. Caregiving for ADRD patients is challenging and burden-
some, especially for those lacking financial resources, time, or
knowledge to provide sufficient care while looking after their
own health. Developing evidence-based treatments for high-
risk caregivers is crucial.

Affect and stress inference using machine learning (ML)
models and wearable devices have been well documented
in literature. Gedam et al. reviewed over 55 papers related
to stress detection from wearables [2] and showed dozens
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of combinations of sensors, devices, models, and stress con-
structs. Stress detection can be split into two groups those
predicting distal outcomes (end-of-study stress scales) [3]
and proximal outcomes (momentary stress) [4]. Most stress
detection studies focus on stress levels at time points. Few
researchers have looked at change (increase) in stress as the
construct for detection, determing when and why stress is
increasing more useful to give proactive care. While many
of these studies have prioritized predicted accuracy using
black-box models, healthcare is one of the sectors, which
is increasingly recognizing the significance of explainability.
According to a review of explainable Al (XAI) [5], this has
led to a growing trend of using a combination of black-box
and explainable approaches or interpretable/white-box models.
Previous studies utilized XAI models (e.g., SHAP [6], LIME
[7]) to detect/predict stress, revealing how strong features
contribute to the outcomes. But it was difficult to decide
which actions should be taken to change the outcomes. A new
algorithm called diverse counterfactual explanation (DiCE) [8]
has been developed to provide suggestions. DiCE provides
what-if” explanations, indicating which features need to be
changed and how much for better outcomes.

Our ultimate goal is to design a technology that can support
people to take action to manage their health conditions. We
focus on ADRD elderly caregivers in this study. Understanding
the causes of poor health and what should do next for improve-
ment is important. To provide explanations and suggestions
to people who have a high risk of stress, we collected data
from 57 ADRD caregivers. Then we developed perceived
stress change prediction models for classifying changes in
stress using binary labels, identified feature importance using
explainable ML models, and generated explainable counter-
factual examples using DiCE.

Among the models we developed, XGBoost model per-
formed the best with an accuracy of 0.79 and an F1 score
of 0.78 for predicting changes in perceived stress. Minimum
heart rate, means of steps, and negative affect were the most
predictive features. We also showed a preliminary example of
providing suggestions on what users should do to improve their
perceived stress using DiCE’s counterfactual explanations.

II. MATERIALS AND METHODS
A. Dataset

The experiment was conducted to collect data remotely
from caregivers of AD/ADRD patients from March 2021 to



May 2023 (IRB-FY2021-65). Participants joined the study for
seven days each for three sessions one month apart over three
months where they received online questionnaires and wore
the Fitbit (Figurel). Inclusion criteria: AD/ADRD spousal
caregivers were self-identified as the principal person taking
care of the spouse with a physician-based diagnosis of AD,
and devoting at least 4 hours daily to the care of the spouse
for at least the last three months. The AD/ADRD spousal
caregiver & AD/ADRD patient must have been married or (or
self-defined as a long-term committed partner) for at least 3
years. AD/ADRD patients met clinical dementia rating criteria
for mild or moderate dementia at the screening. AD/ADRD
spousal caregivers were preliminarily screened for eligibility
over the telephone. Exclusion criteria: Psychiatric disorders
were evaluated by the Mini-International Neuropsychiatric
Structured Clinical Interview (MINI SCID) [9] at screening.
We excluded those who exhibit psychotic symptoms; or a
history of suicide attempts within the last year, acute or
uncontrolled medical illnesses (e.g., major surgery, metastatic
cancer, class III heart failure, and inflammatory disorders),
those with a BMI over 40, those using hormone-containing
medications, including steroids or immune-modifying drugs,
those on daily analgesics such as opioids.
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Fig. 1. A Structure of the dataset.

The modeling and analysis presented in this paper are from
the data of 57 caregivers. The reported gender percentage was
female 82.5% and the average age was 61.5 (SD=12.5) years
old. The number of participants who joined 1-time session was
49, 2-time sessions was 43, and 3-time sessions was 40. We
obtained 132 sets from three sessions.

1) Ground truth: Labels for our stress change prediction
models are derived from the pre and post session scores of the
Perceived Stress Scale (PSS) [10]. PSS includes 10 items rated
on a Likert scale from O (never) to 4 (very often), in which the
higher scores indicate higher levels of chronic stress. Binary
ground truth was created based on the difference between pre-
session PSS (the beginning of the session) and post-session
PSS (the end of the session) scores (Figure 1). Depending on
the change in PSS from pre to post, we labeled each session
of each participant as “Increase” (Pre-PSS < Post-PSS, n=56)
or "Non-Increase” (Pre-PSS > Post-PSS, n=76). Identifying
even a l-point change is crucial in preventing stress-related
diseases, especially among high risk caregivers.

2) Measurements: To measure affect, the Positive and Neg-
ative Affect Schedule (PANAS) [11] was used. Participants
were asked to answer the PANAS on pre-session and the

TABLE I
A LIST OF FEATURES FOR PSS CHANGE CLASSIFICATION
| Method| Freq.| Modality| Features |
Self Pre Affect Posi. and Nega. (mean)
report | Daily| Sleep Sleep quality (mean, std)
Sensor Daily| HR Mean, std, min, max, min
Daily| Sleep Sleep duration (mean, std),
Sleep onset (mean, std),
Sleep offset (mean, std),
Sleep Regularity Index
Daily| Steps Mean, std, max, all

question "How would you rate your sleep quality last night?’
(0 to 100) to measure subjective sleep quality every morning.
Participants were asked to wear the Fitbit during each session.
Intraday data on a minute-by-minute frequency were down-
loaded using a Fitbit developer account. The features extracted
from the Fitbit are based on heart rate (average heart rate),
sleep (sleep onset, offset, sleep/wake states), and step count
(total number of steps) at each minute.

B. Methods

1) Feature Extraction: We extracted 5 different modalities
of features from the data described in section II-A2. Table
I shows a list of the features extracted from the Fitbit and
self-report data. From Fitbit, we calculated 16 daily features.
We calculated the average heart rate in a day for heart rate
and obtained the total number of steps for steps. For sleep,
4 features were calculated for each day: sleep duration, sleep
onset and offset (time of day the participant fell asleep and
woke up, elapsed minutes from midnight), and sleep regularity
index (SRI) which measures the consistency of the partici-
pants’ sleep within previous two days [12]. Then we computed
weekly statistical 20 features (mean, standard deviation, min,
and max) from the daily features for our models.

2) Models: The following five algorithms were compared
for the stress change classification task based on the prior work
about XAI [5], (1) Random Forest (RF), (2) XGBoost [13],
(3) Light Gradient Boosting Machine (LightGBM) [14], (4)
Explainable Boosting Machine (EBM) [15], and (5) Neural
Networks (NN) (2 layers, activation function is sigmoid). We
used 10 folds cross-validation to train models with 80% of
the data and to test it with the remaining. In addition, we
used SMOTE [16] for over-sampling training data because
the number of each ground truth group was unbalanced,
and used grid search to optimize hyperparameters. (For RF,
number of estimators: 10-100, max features: ’sqrt’, ’log2’,
None, max depth: None-30). The performances of the models
were evaluated using accuracy and F1 scores (Table IV).

3) Counterfactual Explanations: After evaluating and com-
paring classification models, we generated counterfactual ex-
planations (CFs) using Diverse Counterfactual Explanation
for ML (DiCE) [8]. DiCE provides CFs as an optimization
problem by using the critical differences between features of
the example and features of opposite examples. To provide



TABLE 11
STATISTICS OF PSS AND FEATURES

[ Feature [ Group [ Min | Mean [ Max [ Sd |
[Tne. | 300 [ 1441 [ 3000 | 760 |

’ PrePSS [ Nonne. [ 500 | 2079 | 3600 [ 671 |
[dnc. | 400 | 1779 [ 3700 | 788 |

‘ PostPSS I Nonne. [ 300 | 1759 | 3300 | 633 |
[Inc. [ 100 [ 338 [ 1200 | 271 |

‘ Change in PSS G fne. | 11,00 | -320 | 000 | 296 |
Sleep duration | Inc. [ 25367 [ 41590 [ 562.00 [ 70.65 |
[mins] [ Non-nc. | 180.75 | 40626 | 54733 | 7895 |

Time in bed | Inc. [ 27433 [ 451.02 | 577.83 [ 7138 |
[mins] [ Non-Inc. | 229.17 | 44435 | 58583 | 7785 |

Sleep onset [ Inc. | 120371 | 173550 | 143129 | 9053 |
[mins from 0:00] | Non-Inc. | 1070.33 | 1410.96 | 1727.50 | 12836 |
SRI [Inc. [ 4378 [ 7305 [ 9211 | 1420 |
[Nondnc. | 2852 | 6992 | 9438 | 1455 |

Steen quality | 1% | 1900 | 7024 | 0814 | 1642 |
CPQuAMY  "NonInc. | 1424 | 6366 | 9214 | I815 |
Steps [mean per | Inc. [ 2255.67 [ 7301.45 | 21633.17 [ 4387.17 |
day] [ Non-Tnc. | T611.17 | 6762.36 | 14506.00 | 286831 |

what users should do next [8]" to decrease PSS or to keep
the same PSS, we selected one participant in the ’Increase’
group and generated CFs as preliminary results. We selected
six features (SRI, sleep duration, time in bed, sleep onset, sleep
quality, and steps) that are relatively modifiable and set these
as ’features to vary’ in DiICE. For example, changing sleep
onset is relatively easier than changing heart rate. All features
were used to generate CFs but only the features selected ’to
vary’ were allowed to change the values to obtain ’(PSS) Not-
increase’ outcome. See statistics of these variables (Table II).
We also set the range of three features to avoid unrealistic CFs
based on the original outcome as follows: 5 to 8 hours for sleep
duration, 8pm to 2am for sleep onset, and sleep quality was
set over the original outcome. We generated 10 CFs and show
some examples as preliminary results.

ITI. RESULTS
A. Stress and Feature Profiles

Table II shows statistics of PSS and modifiable features set
’to vary’ in each group ('Inc.’ vs 'Non-Inc.”). We conducted
ANOVA tests after F-test. Homoscedasticity or heteroscedas-
ticity was used on ANOVA based on results of F-test As a
result, pre-PSS score was lower in ’Inc.’ than in ’Non-Inc.’
(F=(1, 74), p<.01), changes in PSS score were higher in "Inc.’
than in ’Non-Inc.” (F(1, 74)=192.8, p<.01). The participants
were moderately stressed on average. About modifiable fea-
tures, sleep quality was higher in ’Inc.’ than in ’Non-Inc.
(F(1, 74)=16.4, p<.01). Table III shows Pre-Post stress level
changes. We categorized stress levels as low (0-13), moderate
(14-26) and high (27-40) according to PSS scale score [17].
Among ’Inc.’ group, high Post-PSS level was 14.2%, moderate
was 50.0%, and low was 35.7%.

B. Model Evaluations

Table IV shows the model performance in classifying the
’(PSS) Increase’ or ’(PSS) Not-increase.” As a baseline score,

TABLE III
THE NUMBER OF PARTICIPANTS IN EACH PSS LEVELS
Pre \Post Low (< 13) Mode | High (> 24)
Low (< 13) 31 (20) 10 0
Mode 9 59 (18) 2
High (> 24) 0 10 11 (6)

Numbers inside the parentheses indicate how many participants ’Increase’
PSS score while staying at the same PSS level.

TABLE IV

EVALUATION SCORES OF MODELS
Models ACC F1
Baseline 0.57 -
Random Forest | 0.78 (0.07) | 0.77 (0.07)
XGBoost 0.79 (0.00) | 0.78 (0.00)
LightGBM 0.75 (0.00) | 0.75 (0.00)
EBM 0.63 (0.00) | 0.69 (0.00)
NN 0.60 (0.00) | 0.55 (0.37)

0.58 accuracy was computed by using the zero rule algo-
rithm. XGBoost performed the best (ACC=0.79, F1=0.78),
random forest performed second (ACC=0.78, F1=0.77), and
LightGBM performed third (ACC=0.75, F1=0.75). Decision
tree group performed well in this classifying task. Table V
shows the top five feature importance of each model we
evaluated. We found that features about sleep were important
in each model: time in bed (XGBoost), sleep onset and sleep
quality (randam forest), and sleep offset and sleep quality
(LightGBM).

C. Counterfactual Explanations (CFs) for Stress Reduction

We generated CFs using the random forest model because
XGBoost has not worked on DiCE yet. Table VI shows the
explanation of the original model for one participant in the
PSS ’Increase’ group and CFs to change the participant from
"Increase’ to "Not-increase’ group. The features for the original
outcome ’Increase’ showed that this participant slept for 393
mins (sleep duration), stayed for 445 mins in bed (time in
bed), went to sleep at 00:28 am (sleep onset), felt 61.5 pt of
quality sleep (sleep quality: O - 100 scale), and walked 3697
steps per day (steps) on average.

Based on the results of CFs, we would be able to provide
potential suggestions about *what users should do next [8]. For
example, if you increase sleep efficiency by reducing the time
staying in bed while maintaining sleep duration and walking
more, then your stress levels might be lower or might not
be higher (Table VI, Counterfactual 1). If you sleep longer
for about 7 hours starting at 1:30 am and walk more for one
week, then your stress levels might be lower or not be higher
(Table VI, Counterfactual 2).

IV. DISCUSSION

Our results suggested that XAls for predicting changes in
perceived stress. We also showed some examples of ’what-if’
explanations about sleep habits to help lower stress. Generat-
ing these ’what-if’ explanations suggested the possibility of



TABLE V
TOP FIVE CONTRIBUTION FEATURES OF EACH MODEL

Models - - Feature Img(r)(ritance (Rank) - -
Random Forest Sleep onset_std Sleep quality_std Steps Positive affect Steps_mean
XGBoost Heat rate_min Steps_mean Negative affect Steps_std Time in bed
LightGBM Sleep offset_mean | Sleep quality_mean Sleep onset_std Heart rate_mean Negative affect
EBM Negative affect Sleep onset_std Heart rate_mean Steps_std Sleep quality_mean
NN Sleep onset_std Heart rate_max Negative affect Sleep quality_mean Positive affect

TABLE VI
EXAMPLES OF DIVERSE COUNTERFACTUAL SET.
Original CF1 CF2
SRI 84.4 84.4 (100%) 84.4 (100%)
Sleep duration [mins] 393 393 (100%) 424 (114%)
Time in bed [mins] 445 412 (86%) 445 (100%)
Sleep onset 00:28am | 00:28am (100%) 1:30am (115%)
Sleep quality 61.5 61.5 (100%) 61.5 (100%)
Steps 3697 12504 (521%) 16885 (700%)

Original indicates *Original outcome: Increase PSS

CF1 indicates "New outcome: Not-increase (Counterfactual 1)’
CF2 indicates "New outcome: Not-increase (Counterfactual 2)’
Numbers inside the parentheses indicate ’change rate’

a technology that can provide actionable information to help
people change their health outcomes.

Regarding limitations and future work in this paper, first, we
generated 'what-if” explanations just only for one participant
as preliminary results. We need to generate more explana-
tions and then analyze them to provide general and better
suggestions. Second, we set ranges of features selected as ’to
vary’ based on the original outcome scores. Setting ranges
based on the opinions of experts (e.g., medical doctors, clinical
psychologists, etc.) will be more helpful and meaningful for
users. Third, we need to test how real users use this kind of
model and CFs and whether users can trust them and make
confident decisions based on the explanations in user studies.
We believe that providing ’what-if” explanations in healthcare
would be very useful and these findings could contribute to
developing better technologies.

ETHICAL IMPACT STATEMENT

Our study ultimately aims to contribute to helping people
who have a risk of high stress manage their stress by providing
actionable data-driven insights. The stress change model and
counterfactual explanations presented in this paper are still
preliminary and require future careful evaluations including
the assessments of model output errors (when models make
errors and why and whether models work equally for broader
populations including different demographic groups) as well
as safety and effectiveness in using stress change classification
models and suggested counterfactual explanations for helping
manage stress.
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