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ABSTRACT
Self-supervised learning with masked autoencoders has recently

gained popularity for its ability to produce effective image or tex-

tual representations, which can be applied to various downstream

tasks without retraining. However, we observe that the current

masked autoencoder models lack good generalization ability on

graph data. To tackle this issue, we propose a novel graph masked

autoencoder framework called GiGaMAE. Different from existing

masked autoencoders that learn node presentations by explicitly

reconstructing the original graph components (e.g., features or

edges), in this paper, we propose to collaboratively reconstruct

informative and integrated latent embeddings. By considering em-

beddings encompassing graph topology and attribute information

as reconstruction targets, our model could capture more general-

ized and comprehensive knowledge. Furthermore, we introduce

a mutual information based reconstruction loss that enables the

effective reconstruction of multiple targets. This learning objec-

tive allows us to differentiate between the exclusive knowledge

learned from a single target and common knowledge shared by

multiple targets. We evaluate our method on three downstream

tasks with seven datasets as benchmarks. Extensive experiments

demonstrate the superiority of GiGaMAE against state-of-the-art

baselines. We hope our results will shed light on the design of foun-

dation models on graph-structured data. Our code is available at:

https://github.com/sycny/GiGaMAE.
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1 INTRODUCTION
Self-supervised generative models, exemplified by MAE [14] and

BERT [7], have demonstrated remarkable performance in acquiring

generalizable representations in various domains such as computer

vision [22, 54] and natural language processing [58]. Such repre-

sentations offer the advantage of being easily adaptable to diverse

downstream tasks. In graph domains, generalizable representa-

tions also hold significant value in real applications, such as social

network platforms where we may want to conduct recommenda-

tion [8, 39, 40, 59] (link prediction), community detection [17, 37]

(node clustering) and malicious account detection [3, 12, 60] (node

classification) simultaneously. Thus, generalizable node representa-

tions are desirable.

However, we have observed that it is challenging for existing

self-supervised generative models on graphs to meet the above

expectation. To assess the generalization capacity, we conduct a

pilot study on two representative models (VGAE [21] and Graph-

MAE [16]) in Figure 1. We observe that the recently proposed

GraphMAE shows good performance in node classification, but

it lags behind traditional VGAE in link prediction. Moreover, nei-

ther model consistently achieves satisfactory results on both tasks.

We have similar observations on other graph generative models

as well (e.g., GAE [21], Marginalized GAE [52], GATE [31], and

S2GAE [38]), and in other tasks (e.g., node clustering). Based on

these observations, we argue that the well-established graph gener-

ative methods usually fail to exhibit desirable generalization capa-

bilities across tasks. The limited generalization ability of the model

necessitates additional efforts for training on different downstream

tasks, which can be time-consuming in practice [43].

To understand the generalization issue above, we analyze the

state-of-the-art graph generative models and identify the key ob-

stacles. These models typically follow the design of auto-encoding

frameworks [14] consisting of an encoder that learns to map the

input graph [16, 21] into latent representations, and a decoder
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Figure 1: Preliminary experiments on two downstream tasks
(node classification and link prediction) with GraphMAE [16]
and VGAE [21] on Cora and Computers datasets.

that reconstructs either the observed edges [21] or raw node fea-

tures [16, 52] from the latent space. Despite their simplicity and

popularity, we argue that such a naive reconstruction task is sub-

optimal for graph representation learning. This is mainly because

graphs are heterogeneous data, containing multiple modalities of

information (node features and graph topology). Simply reconstruct-

ing a single modality only captures limited aspects of information in

the learned representations [19]. Therefore, a model achieves good

performance in a specific downstream task if the corresponding

graph information is encoded in embeddings. For example, preserv-

ing local information such as node features (e.g., GraphMAE) could

benefit node classification, while learning graph structural infor-

mation results in embeddings that are effective for link prediction

or clustering. This motivates us to design a more comprehen-
sive self-supervised reconstruction objective to enhance the
generalization ability of representations.

However, this is nontrivial due to the following challenges. (i)
Graph reconstruction incompatibility. Graph topology and

attributes possess distinct characteristics. Graph edges are discrete

and sparse, while node features are continuous and often high-

dimensional. This fundamental incompatibility makes it difficult to

reconstruct both edges and features simultaneously. Furthermore,

previous research has shown that directly reconstructing both edges

and features can adversely impact model performance [16]. (ii)
Limitations of existing learning objectives. Current learning
objectives are predominantly designed for reconstructing a single

modality and do not account for the joint reconstruction of both

topology and attribute information. For example, Mean Square

Error (MSE) is employed for feature reconstruction tasks, while

Binary Cross Entropy (BCE) is used for link prediction tasks. A

straightforward approach would be to combine these objectives.

However, such optimization goals impose conflicting requirements

on the reconstruction model, leading to gradient conflicts [24, 57]

and resulting in sub-optimal performance.

In this paper, we propose a novel self-supervised generative

model on graphs, called GiGaMAE (Generalizable Graph Masked

AutoEncoder), to tackle the above challenges. For challenge (i),

instead of directly recovering edges and node features, we map

information into a homogeneous latent space for reconstruction.

To be more concrete, we use embeddings from multiple external

models (e.g., node2vec [11] and PCA [1]) as the reconstruction

targets. These targets encompass diverse information and can be

reconstructed in a unified way, which facilitates the learning of

generalizable representation. For challenge (ii), we leverage the In-

fomax principle [48] and design a mutual information based recon-

struction loss. This loss explicitly captures the shared information

between graph topology and node attributes, and distinguishes the

distinctive information from different sources. In our framework,

we prioritize learning from the shared information since it contains

more underlying knowledge, thus enhancing generalization capa-

bilities. We evaluate our framework on various tasks, including

node classification, node clustering, and link prediction. The main

contributions of this paper are summarized below:

• We investigate how to enhance the generalization capability

of self-supervised graph generative models, and propose a

novel approach called GiGaMAE by reconstructing graph

information in the latent space.

• We propose a novel self-supervised reconstruction loss. This

loss effectively characterizes, balances, and integrates both

shared and distinct information across multiple collaborative

reconstruction targets.

• We conduct extensive experiments on seven benchmark

datasets to evaluate the generalization ability of GiGaMAE.

Empirical results demonstrate the superiority of our pro-

posed method across three critical graph analysis tasks com-

pared to state-of-the-art baselines.

2 PRELIMINARIES
2.1 Mutual Information (MI)
We resort to mutual information (MI) [33, 36] for the learning

objective design in our paper since it can measure the dependency

relationship between variables [10, 47].

Mutual Information. The mutual information between two vari-

ables 𝑋1, 𝑋2 is defined as:

𝐼 (𝑋1;𝑋2) = 𝐾𝐿(𝑃 (𝑋1,𝑋2 ) | |𝑃𝑋1
𝑃𝑋2

)

=
∑︁

𝑥1∈𝑋1

∑︁
𝑥2∈𝑋2

𝑃 (𝑋1,𝑋2 ) (𝑥1, 𝑥2) log
(
𝑃 (𝑋1,𝑋2 ) (𝑥1, 𝑥2)
𝑃𝑋1

(𝑥1)𝑃𝑋2
(𝑥2)

)
,

(1)

where 𝑃𝑋1
and 𝑃𝑋2

denote the marginal distributions of 𝑋1 and 𝑋2,

𝑃 (𝑋1,𝑋2 ) means the joint distribution.𝐾𝐿(·| |·) is the Kullback–Leibler
divergence [6]. Multivariate mutual information is a more general

definition of dependency measurement if there are more than two

variables. The multivariate mutual information between 𝑛 ≥ 3

variables 𝑋1, 𝑋2, ..., 𝑋𝑛 is defined as below:

𝐼 (𝑋1; ...;𝑋𝑛) = 𝐼 (𝑋1; ...;𝑋𝑛−1) − 𝐼 (𝑋1; ...;𝑋𝑛−1 |𝑋𝑛), (2)

where 𝐼 (𝑋1; ...;𝑋𝑛−1 |𝑋𝑛) is the conditional mutual information

given the variable 𝑋𝑛 .

Chain Rules for Mutual Information. Specifically, given three

random variables 𝑋1, 𝑋2, and 𝑋3, two chain rules for mutual infor-

mation are listed below:

𝐼 (𝑋1;𝑋2, 𝑋3) = 𝐼 (𝑋1;𝑋3) + 𝐼 (𝑋1;𝑋2 |𝑋3), (3)

𝐼 (𝑋1;𝑋2;𝑋3) = 𝐼 (𝑋1;𝑋2) + 𝐼 (𝑋1;𝑋3) − 𝐼 (𝑋1;𝑋2, 𝑋3) . (4)

The proof for Equation (3)∼(4) is provided in the Appendix.
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Figure 2: The framework of GiGaMAE. Top: The training pipeline. Bottom: We learn different information for nodes with
different types of masking. The red shadow region in the Venn Diagram highlights the information to be learned by S[𝑖].

2.2 Mutual Information Estimation
It is difficult to directly computeMI, because the input distribution is

usually unknown. Various methods have been proposed to estimate

MI [30]. In this paper, we select InfoNCE [26] as the estimator, which

has been empirically proven to be effective in various scenarios [5,

48]. Given a pair of node representations (𝑝𝑖 , 𝑞𝑖 ) as input, the

InfoNCE loss ℓD (𝑝𝑖 , 𝑞𝑖 ) can be defined as:

ℓD (𝑝𝑖 , 𝑞𝑖 ) = log

D (𝑝𝑖 , 𝑞𝑖 )∑𝑁
𝑖′=1 D(𝑝𝑖 , 𝑞𝑖′ ) +

∑𝑁
𝑖′=1 D(𝑝𝑖 , 𝑝𝑖′ ) − D(𝑝𝑖 , 𝑝𝑖 )

,

(5)

where 𝑁 denotes the number of negative examples, and D(·, ·)
denotes the discriminator function. Intuitively, D(·, ·) assigns high
values to positive pairs and low values to all other pairs [48, 50]. In

this paper, we define positive pairs as distinct latent representations

of the same node in a graph, whereas negative examples are all

the representations of other nodes within the same graph. Then,

the overall objective for set P and Q (they both contain 𝑁 ′
node

representations) is defined as:

LD (P,Q) = 1

2𝑁 ′

𝑁 ′∑︁
𝑖=1

[ℓD (𝑝𝑖 , 𝑞𝑖 ) + ℓD (𝑞𝑖 , 𝑝𝑖 )], (6)

where 𝑝𝑖 ∈ P, 𝑞𝑖 ∈ Q. The loss LD (P,Q) is a lower bound of

mutual information 𝐼 (P,Q) [30]. Specifically, we can maximize the

mutual information by maximizing its corresponding InfoNCE loss.

2.3 Problem Definition
We define a graph as G = {V,A,X}, whereV denotes the node set,

A ∈ {0, 1} |V |× |V |
is the adjacency matrix, and X ∈ R |V |×𝐷

is the

feature matrix with 𝐷-dimensional features for each node. Given

a graph G as input, our framework aims to obtain generalizable

node representations Z ∈ R |V |×𝑑
, where 𝑑 is the latent dimension.

z𝑖 = Z[𝑖, :] denotes the representation of node 𝑣𝑖 ∈ V .

Problem 1. Learning Generalizable Graph Representations.
Given an input graph G, our goal is to pre-train a generative model to
learn node representationsZ that demonstrate consistently competitive
performance across commonly studied downstream tasks, including
node classification, node clustering, and link prediction.

3 METHODOLOGY
We now present GiGaMAE framework. In Section 3.1, we provide

an overview of our model as a graph masked autoencoder. In Sec-

tion 3.2, we introduce the details of the loss function design for

training the model. Finally, in Section 3.3, we discuss different can-

didates as reconstruction targets in the masked autoencoder.

3.1 Framework Design
Our GiGaMAE framework is based on a graph masked autoencoder,

as depicted in Figure 2. Unlike previous works that directly recon-

struct the original graph information (e.g., node features and graph

topology), we employ the output of other graph representation

models as the reconstruction targets. The details are given below.

3.1.1 Graph Masked Autoencoder. A typical graph masked autoen-

coder consists of three components: a graph augmenter 𝑓 𝑎𝑢𝑔 (·), an
encoder 𝑓 𝑒𝑛𝑐 (·), and a decoder 𝑓 𝑑𝑒𝑐 (·). The original graph G serves

as the input and undergoes masking to become G′ = 𝑓 𝑎𝑢𝑔 (G)
through edge masking [38] or feature masking [52]. The encoder

𝑓 𝑒𝑛𝑐 (·) takes G′
as input and encodes the nodes into representa-

tions Z. Commonly used GNN architectures, such as GAT [49] and

GCN [20, 35], can be applied for the encoder. Finally, the decoder

𝑓 𝑑𝑒𝑐 (·) reconstructs graph components, such as edges or features,

from the latent representations Z. The learning objective is typically
set as maximizing the accuracy of reconstructing the masked graph

components. Graph masked autoencoders have attracted increasing

attention recently, but it is challenging for them to produce gener-

alizable representations, due to the limitation in data augmentation

and reconstruction objective design. To tackle these issues, we pro-

pose a more comprehensive graph augmenter in Section 3.1.2 and

an enhanced reconstruction strategy in Section 3.1.3.

3.1.2 Edge and Feature Masking. Existing graph generative models

commonly employ masking over either edges or features of the

input graph, while keeping the other modality intact [16, 27, 31].

Masking bothmodalities together will negatively affect model learn-

ing since it may lack sufficient information for graph reconstruction.

However, solely masking and reconstructing one modality limits

the model’s ability to learn from the other modality, which hinders

the learning of comprehensive representations. In this work, we

mask both edges and features of the original graph during training.
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This results in an augmented graph G′ = 𝑓 𝑎𝑢𝑔 (G) = {V,A′,X′},
whereA′

and X′
denote the masked feature matrix and the masked

adjacent matrix, respectively. Formally, we design the augmenter as

𝑓 𝑎𝑢𝑔 ({V,A,X}) = {V,A⊙ME, diag(MF) ·X}, where ⊙ stands for

the Hadamard product. The edge-mask matrixME ∈ {0, 1} |V |× |V |

and the feature-mask matrixMF ∈ {0, 1} |V |
are randomly gener-

ated binary matrices. The perturbation can be controlled by the

sparsity of ME
and MF

. After data augmentation, we divide the

nodes V into four types: 1) nodes without any masks V𝑁
; 2)

nodes with masked edges V𝐸
; 3) nodes with masked features V𝐹

;

and 4) nodes with both masked features and edges V𝐵
, where

V = V𝑁 ∪ V𝐸 ∪ V𝐹 ∪ V𝐵
. The masked graph is fed into the

encoder to obtain the latent representations Z = 𝑓 𝑒𝑛𝑐 (A′,X′).

3.1.3 Reconstruction Targets. Different from conventional meth-

ods that reconstruct edges or features, we propose to reconstruct

the embeddings of other graph models as targets. Here we con-

sider multiple graph models, and Z𝑛 ∈ R |V |×𝑑𝑛
denotes the 𝑛-th

reconstruction target. Different graph models focus on learning

different graph information. For example, node2vec [11] prioritizes

the learning of graph structure information, while PCA [4] trained

on feature matrix X mainly encodes node attribute information.

The information from various modalities is preserved in continuous

embedding spaces {Z𝑛} that are homogeneous. By reconstructing

these embeddings, we could learn representations that contain both

graph topology and attribute information.

Before reconstruction, we further apply re-masking [16] on Z to

obtain more compressed representations S ∈ R |V |×𝑑
. Formally, let

s𝑖 = S[𝑖, :] denote the representation of node 𝑣𝑖 :

s𝑖 =

{
𝑓 𝑒𝑛𝑐 (A′,X′) [𝑖, :] if 𝑣𝑖 ∈ V𝐸 ∪V𝐹 ∪V𝐵

0 if 𝑣𝑖 ∈ V𝑁
, (7)

where 0 is a 𝑑-dimension all-zero vector. Meanwhile, we also apply

re-masking on Z𝑛 to obtain T𝑛 . Let t𝑛𝑖 = T𝑛 [𝑖, :], then t𝑛
𝑖
= Z𝑛 [𝑖, :]

if 𝑣𝑖 ∉ V𝑁
, and t𝑛

𝑖
= 0 if 𝑣𝑖 ∈ V𝑁

. We implement the decoder

with a set of projectors {𝑓 𝑝𝑟𝑜 𝑗𝑛 (·)}, which map S to the target em-

bedding space {T𝑛}. The projected representation is defined as

S𝑛 = 𝑓
𝑝𝑟𝑜 𝑗
𝑛 (S) ∈ R |V |×𝑑𝑛

. Each projector is implemented as a

multi-layer perceptron (MLP).

3.1.4 The Training Objective. Given the compressed representa-

tions S and target embeddings T1,T2, ...,T𝑛 , the learning objective

of our proposed framework is defined as follows:

min

𝜃
−L(S, {T1,T2, ...,T𝑛}), (8)

where 𝜃 denotes the trainable parameters in our model, including

the parameters in 𝑓 𝑒𝑛𝑐 and {𝑓 𝑝𝑟𝑜 𝑗𝑛 }. The objective encourages S to
preserve the knowledge across different targets, which requires an

effective and flexible loss function. Previous research has explored

various loss functions, such as the 𝑙2-norm loss [27, 31] and the

cross-entropy loss [21]. However, the 𝑙2-norm loss considers each

feature channel independently and neglects their dependencies,

leading to sub-optimal results [45]. On the other hand, the cross-

entropy loss is only applicable to discrete labels. Hence, none of

them is suitable for our problem. In the next section, we design a

new loss to tackle the challenge.

3.2 Reconstruction Loss Design
We propose a mutual information (MI) based reconstruction loss to

effectively learn knowledge from multiple collaborative targets. To

facilitate illustration, we first consider the case of a single target

and then extend it to handle multiple targets.

3.2.1 Single-Target Reconstruction. We start by discussing the sce-

nario where we have a single reconstruction target T. Our goal is
to optimize the generative model’s representations to capture as

much useful information as possible from the target. To achieve this,

we define our learning objective as maximizing the MI between S
and T, denoted as L

Single
= 𝐼 (S;T). According to Equation (6), the

objective can be optimized by maximizing the InfoNCE loss [26]:

ˆL
Single

= LD (S,T), (9)

where
ˆL
Single

is a lower bound of 𝐼 (S;T). Specifically, the discrimi-

nator D used in LD is formulated following [46, 50] as:

D(s, t) = exp

(
𝑓 𝑝𝑟𝑜 𝑗 (s) · t

𝑓 𝑝𝑟𝑜 𝑗 (s)

 · ∥t∥ · 1

𝜏

)
, (10)

where 𝑓 𝑝𝑟𝑜 𝑗 is the projector function, and 𝜏 denotes the temperature

hyper-parameter. Intuitively, the information in t is reconstructed
from s via maximizing the similarity between t and 𝑓 𝑝𝑟𝑜 𝑗 (s).

3.2.2 Dual-Target Reconstruction. We then discuss how to extend

the single-target scenario to deal with dual targets that could cover

heterogeneous modalities. A naive design is to maximize the simi-

larity between the projected representation S𝑛 and the target rep-

resentation T𝑛 . However, this approach learns from each target in-

dividually, failing to capture the information shared between them,

which could contain crucial common knowledge that the model

should emphasize. To overcome this issue, we propose to quantify

this shared knowledge using MI. Specifically, we use 𝐼 (S;T1;T2)
to define the common knowledge shared between T1 and T2
learned by S. Meanwhile, we use 𝐼 (S;T1 |T2) and 𝐼 (S;T2 |T1) to de-

fine the unique knowledge solely from T1 and T2, respectively, that
is learned by S. As the two targets could preserve different knowl-

edge, their weights may differ. Hence, we propose to treat each

part of knowledge separately by presenting a more general form of

Equation (9) as below:

L
Dual

= 𝜆1𝐼 (S;T1 |T2) + 𝜆2𝐼 (S;T2 |T1) + 𝜆3𝐼 (S;T1;T2). (11)

The parameters 𝜆1, 𝜆2, and 𝜆3 control the influence of each part

of knowledge in model training. A larger value of 𝜆 indicates a

greater importance assigned to the corresponding knowledge. In

Equation (11), it is challenging to directly estimate the conditional

mutual information or the multivariate mutual information involv-

ing three variables with existing methods [30]. To address this, we

employ chain rules to transform the loss function as:

L
Dual

= 𝜆1 [𝐼 (S;T1,T2) − 𝐼 (S;T2)] + 𝜆2 [𝐼 (S;T1,T2) − 𝐼 (S;T1)]
+ 𝜆3 [𝐼 (S;T1) + 𝐼 (S;T2) − 𝐼 (S;T1,T2)]

= (𝜆3 − 𝜆2) · 𝐼 (S;T1) + (𝜆3 − 𝜆1) · 𝐼 (S;T2)
+ (𝜆1 + 𝜆2 − 𝜆3) · 𝐼 (S;T1,T2), (12)

where the transformed mutual information can be estimated by the

InfoNCE loss. Thus, the dual-target reconstruction loss used for
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model training is defined as:

ˆL
Dual

= ˜𝜆1LD1
(S,T1) + ˜𝜆2LD2

(S,T2) + ˜𝜆3LD3
(S, {T1,T2}),

(13)

where
˜𝜆1 = (𝜆3 − 𝜆2), ˜𝜆2 = (𝜆3 − 𝜆1), ˜𝜆3 = (𝜆1 + 𝜆2 − 𝜆3) are the

reorganized weight hyper-parameters. And we set
˜𝜆1, ˜𝜆2, ˜𝜆3 ≥ 0.

LD1
and LD2

applyD1 andD2 as their discriminator, which have

the same formula as Equation (10) with 𝑓
𝑝𝑟𝑜 𝑗

1
: R |V |×𝑑 → R |V |×𝑑1

and 𝑓
𝑝𝑟𝑜 𝑗

2
: R |V |×𝑑 → R |V |×𝑑2

as projectors, respectively. LD3

applies D3 as the discriminator which is applicable given three

input variables. We define D3 as:

D3 (s, {t1, t2}) = exp

©­­«
𝑓
𝑝𝑟𝑜 𝑗

3
(s) · [t1; t2]


𝑓 𝑝𝑟𝑜 𝑗

3
(s)




 · ∥ [t1; t2] ∥ · 1
𝜏

ª®®¬ , (14)

where 𝑓
𝑝𝑟𝑜 𝑗

3
: R |V |×𝑑 → R |V |×(𝑑1+𝑑2 )

will map the compressed

representations to the concatenated dimension, and [; ] denotes
concatenation. In particular, when 𝜆1 = 𝜆2 and 𝜆3 = 𝜆1 + 𝜆2, the
knowledge learned from different sources is treated equally.

3.2.3 Multiple-Target Reconstruction. A general version of loss that

handles 𝑛 ≥ 3 targets can be derived from the dual-target loss as:

ˆL
Multi

=
∑︁

𝑖∈2𝑛−1

˜𝜆𝑖L𝐷𝑖
(S, {T ′}𝑖 ), (15)

where T = {T1,T2, ...,T𝑛} is the set of target embeddings, and

the T ′ = {T1, T2, T3, ..., {T1, T2}, {T1, T3}, ..., {T1, T2, ..., T𝑛}} is the
collective set formed by every subset of T . According to Equa-

tion (15), as the number of targets increases, the computational

cost will increase rapidly. However, in practice, many graph models

produce highly similar embeddings containing overlapping infor-

mation, so we can remove the overlapping targets without affecting

the performance. Our experiment results show that state-of-the-art

downstream task performance can be achieved with nomore than
three targets. This observation is also consistent with current

research findings on multi-view learning [13, 46], where too many

targets are not necessarily needed for desirable results.

3.3 Reconstruction Target Candidates
In this subsection, we discuss how to choose reconstruction targets

and how to choose their weights.

3.3.1 Reconstruction Target. A wide range of graph embedding

models are potential candidates. We categorize the candidates into

three groups based on their input and inductive bias.

Target embeddings with structural knowledge. This group of tar-

get embeddings captures the original graph’s topological or struc-

tural information. Examples include Grarep [2], Deepwalk [29], and

node2vec [11]. In this paper, we use the output of node2vec as our
structural target embedding. Given a graph G = {V,A} as input,
node2vec generates target embedding that preserves path-aware

topological information by employing two traversing strategies:

breadth-first sampling (BFS) and depth-first sampling (DFS). The

combination of the two strategies enables node2vec to learn com-

prehensive structural information. Compared with the recent self-

supervised learning models (e.g., contrastive learning), node2vec is

more efficient due to its lower time and space complexity.

Target embeddings with attribute knowledge. This group of target
embeddings encodes attribute information from an input graph.

Examples include principal component analysis (PCA) [4] and au-

toencoder [53]. In this paper, we choose the output of PCA as our

attribute target embedding. Given a graph G = {V,X} as input,
PCA maps the feature matrix into a lower-dimensional embedding

space, which preserves most of the useful information and elimi-

nates the noise [32]. Here PCA is also efficient due to its relatively

low time and space complexity. In the rest of the paper, we choose
node2vec and PCA as default models to provide embeddings as

the reconstruction targets, since they are efficient and can encode

distinct information modalities.

Target embeddings with hybrid knowledge. This group leverages

GNNs as encoders to capture both topological and feature informa-

tion. Examples include graph contrastive learning models [44, 56,

61] and graph generative models [21, 31]. In this paper, we select

the Graph Autoencoder (GAE) as the hybrid knowledge extrac-

tor [21]. Given a graph G = {V,A,X} as input, the GAE learns

target embeddings by reconstructing edges of the original graph.

However, GAE comes with a higher computational cost, thus we

only include it for performance comparison in the ablation study.

3.3.2 Weight Setting Strategy. In this paper, we decide the weight

value of {𝜆1, 𝜆2, ...} based on the masking results of 𝑓 𝑎𝑢𝑔 . The key

idea is to prioritize the learning of information that is masked by

𝑓 𝑎𝑢𝑔 , as shown in Figure 2. For example, suppose we use node2vec

as 𝑡𝑎𝑟𝑔𝑒𝑡1 and PCA as 𝑡𝑎𝑟𝑔𝑒𝑡2. For nodes in V𝐸
whose edges are

masked, since 𝑡𝑎𝑟𝑔𝑒𝑡1 contains the topological information, we

prioritize the learning of this information, meaning that 𝜆1 > 𝜆2. In

contrast, for nodes inV𝐹
, a reasonable setting would be 𝜆2 > 𝜆1.

In self-supervised learning, this would make the pre-training task

more challenging and valuable, encouraging the encoder to learn

more generalizable patterns from the input [14, 16].

Furthermore, V𝐵
consists of nodes with masked edges and fea-

tures, which results in the absence of both structural and attribute

information, making their reconstruction particularly challenging

and unstable. To address this, we prioritize the reconstruction of

the most fundamental information for nodes in V𝐵
. Intuitively,

this information refers to the shared knowledge among all target

models, which we refer to as common knowledge in Section 3.2.2

and 3.2.3. For example, in the dual-target scenario, a reasonable

weight setting for nodes in V𝐵
would be 𝜆3 > 𝜆1 and 𝜆3 > 𝜆2. We

validate the effectiveness of our weight setting strategy through an

ablation study in our experiments.

4 EXPERIMENTS
We conduct experiments to answer the following questions. Q1:
Does the proposed method generalize well to the common down-

stream tasks?Q2: How does our framework perform given different

targets with different settings? Q3: Is our reconstruction loss effec-

tive with the proposed masking and weight setting strategy?

4.1 Experiments Setup
4.1.1 Datasets and Baselines. We demonstrate the effectiveness of

our framework on various node-level tasks. We select seven repre-

sentative benchmark datasets [25, 34, 55], including Cora, CiteSeer,
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Table 1: Node classification performance comparison (Accuracy). A.R. means the average rank.
Model Type Dataset Cora Citeseer WikiCS Computers Photo CS Physics A.R.

Randwalk Deepwalk 73.32±0.61 48.24±1.35 76.37±0.19 86.59±0.10 90.08±0.29 85.40±0.13 92.37±0.08 8.86

Contrastive

MVGRL 84.39±0.34 71.71±0.24 80.15±0.27 88.28±0.13 92.29±0.19 92.91 ±0.07 95.36±0.06 4.71

GCA 83.86±0.45 71.83±0.68 78.86±0.26 88.06±0.12 92.44±0.29 92.66±0.09 95.50±0.18 5.71

BGRL 82.35±0.26 71.29±0.59 79.47±0.26 89.80±0.17 92.77±0.15 92.60±0.05 95.60±0.04 4.86

Generative

VGAE 80.62±0.32 71.85±1.19 78.21±0.43 81.60±0.28 90.77±0.44 92.41±0.13 95.24±0.03 7.43

GraphMAE 84.23±0.42 72.74±0.29 80.57±0.17 89.39±0.84 92.83±0.43 92.68±0.30 95.52±0.15 3.29

GraphMAE2 84.41±0.30 72.11±0.42 81.01±0.34 89.50±0.76 92.87±0.14 92.74±0.14 95.38±0.08 3.00

S2GAE 84.14±0.65 72.21±0.47 79.14±0.23 89.64±0.12 92.09±0.28 89.92±0.17 94.37±0.14 5.71

Generative GiGaMAE 84.72±0.47 72.31±0.50 81.14±0.16 90.45±0.16 93.01±0.41 92.72±0.32 95.66±0.14 1.43

Table 2: Node clustering performance comparison (NMI/ARI).
Dataset Cora Citeseer WikiCS Computers Photo CS Physics A.R.

Deepwalk 0.4161/0.3416 0.1376/0.1452 0.4660/0.3587 0.4202/0.2637 0.6482/0.5129 0.6445/0.4863 0.6995/0.7985 5.21

MVGRL 0.5481/0.5167 0.4073/0.4115 0.2135/0.1101 0.2657/0.1806 0.1776/0.1127 0.6436/0.4737 0.4948/0.4799 6.79

GCA 0.4645/0.3268 0.2681/0.2178 0.1463/0.0176 0.4062/0.1512 0.4480/0.2518 0.6975/0.5578 0.6638/0.7468 6.93

BGRL 0.2851/0.0920 0.2156/0.1759 0.2767/0.0937 0.4396/0.2096 0.6189/0.4754 0.7740/0.6422 0.7249/0.8130 5.50

VGAE 0.4930/0.4392 0.4104/0.4247 0.3453/0.1478 0.3073/0.2054 0.4847/0.3539 0.7736/0.6646 0.4925/0.2628 5.50

GraphMAE 0.5781/0.5082 0.4330/0.4423 0.4038/0.2951 0.5015/0.3298 0.6676/0.5703 0.7297/0.5691 0.6348/0.6734 3.14

GraphMAE2 0.5821/0.5310 0.4283/0.4268 0.3674/0.2541 0.5053/0.3418 0.6496/0.5613 0.4423/0.2449 0.2820/0.1564 4.50

S2GAE 0.5127/0.4481 0.3346/0.2830 0.3143/0.1110 0.4397/0.2297 0.5624/0.3427 0.6251/0.4289 0.6152/0.7059 5.93

GiGaMAE 0.5836/0.5453 0.4224/0.4283 0.4910/0.4239 0.5228/0.3579 0.7066/0.5859 0.7622/0.6417 0.7373/0.8271 1.50

Table 3: Link prediction performance comparison.
Dataset Metrics Cora Citeseer WikiCS Computers Photo CS Physics A.R.

Deepwalk

AUC 76.33±0.48 64.67±0.61 91.06±0.06 87.36±0.06 91.74±0.09 91.01±0.12 91.94±0.07

AP 81.77±0.29 72.77±0.49 91.76±0.08 87.34±0.04 91.55±0.08 92.28±0.10 91.93±0.07

6.14

MVGRL

AUC 74.57±0.38 68.33±0.59 93.09±0.14 85.32±0.25 84.89±0.08 77.13±0.33 77.26±0.53

AP 77.16±0.28 72.79±0.32 93.37±0.15 86.45±0.21 85.54±0.10 78.77±0.35 79.84±0.42

7.64

GCA

AUC 89.88±1.21 87.25±0.87 93.83±0.23 90.95±0.44 91.47±0.47 87.72±0.21 90.45±0.34

AP 89.39±1.76 87.59±0.65 93.90±0.35 89.80±0.13 91.26±0.46 86.08±0.34 88.12±0.37

5.71

BGRL

AUC 91.70±0.59 92.90±0.57 89.67±0.58 93.69±0.43 94.21±0.64 92.60±0.15 92.29±0.56

AP 92.18±0.43 93.91±0.44 89.67±0.59 92.86±0.53 93.44±0.65 91.29±0.19 90.79±0.88

4.36

VGAE

AUC 94.18±0.80 93.79±0.21 96.99±0.11 94.09±0.10 95.28±0.14 95.94±0.14 95.88±0.17

AP 95.12±0.11 93.80±0.23 97.75±0.46 93.84±0.11 94.59±0.16 95.41±0.17 95.24±0.10

2.36

GraphMAE

AUC 88.78±0.87 90.32±1.26 71.40±4.19 74.04±3.08 74.58±3.90 85.37±1.37 81.29±5.13

AP 88.32±0.91 91.54±0.87 68.60±3.96 70.08±2.80 72.30±3.01 83.93±1.08 79.71±4.40

7.86

GraphMAE2

AUC 89.54±0.30 90.48±0.98 72.71±3.33 73.99±3.04 83.77±1.32 89.22±0.35 83.20±1.43

AP 88.91±0.31 91.53±0.71 69.66±3.31 70.05±2.76 80.71±1.08 87.13±0.32 82.24±1.05

7.07

S2GAE

AUC 93.12±0.58 93.81±0.23 98.74±0.02 94.59±1.16 93.84±2.22 96.13±0.48 95.21±0.75

AP 93.96±0.58 94.21±0.24 98.76±0.02 94.01±1.11 92.07±3.12 95.73±0.62 94.56±0.83

2.29

GiGaMAE

AUC 95.13±0.15 94.18±0.36 95.30±0.09 95.17±0.38 96.24±0.11 96.34±0.07 96.32±0.08
AP 95.20±0.17 94.40±0.12 95.59±0.09 92.91±0.51 94.62±0.11 95.28±0.09 95.27±0.04 1.57

WikiCS, Amazon-Computers (Computers), Amazon-Photo (Photo),

Coauthor-CS (CS), and Coauthor-Phy (Phy), as benchmarks. Our

proposed framework is compared with various types of state-of-

the-art models. The first type is contrastive learning models, which

include GCA [62], MVGRL [13], and BGRL [44]. Among them, GCA

uses node centrality to generate high-quality contrastive views;

MVGRL utilizes multiple views of graphs for contrastive learning;

BGRL gets rid of negative examples by leveraging the idea of self-

distillation. The second type is generative models, which include

VGAE [21], GraphMAE [16], GraphMAE2 [15], and S2GAE [38].

The VGAE and S2GAE aim to predict the existence of edges, and

GraphMAE and GraphMAE2 seek to reconstruct the node feature.

The last type is a random-walk based model, i.e., Deepwalk [29].

4.1.2 Experimental Settings. Our proposed framework is imple-

mented in PyTorch [28] and PyG (PyTorch Geometric) [9]. The

implementation details for baselines and GiGaMAE can be found

in the Appendix. Unless otherwise specified, we obtain our target

embeddings T1 and T2 using node2vec and PCA, respectively.

4.2 Quantitative Evaluation
To answer Q1, we benchmark the performance of GiGaMAE on

three crucial graph learning tasks: node classification, node clus-

tering, and link prediction. For a clear comparison, we report the

average rank (A.R.) along with the corresponding metric scores. We

also provide the average value of A.R. on these tasks in Figure 3.
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Figure 3: The average of A.R. on three tasks (A lower value
indicates better performance and generalization ability).

We can observe that GiGaMAE is the only method that consis-
tently performs well over the three tasks, which validates its

generalization ability. Detailed analysis is as follows.

4.2.1 Node Classification. For the node classification task, we fol-

low the same linear evaluation protocol in [61]. First, we use the

pre-trained model to generate node representations given the whole

graph. Then we evaluate the node representation quality under a

logistic-regression classifier using grid-search, where the train/test

split follows [61, 62]. It is important to point out that the applied

split setting is different from the ones used in [13, 15, 16, 38, 44],

resulting in slight variations in the reported results. Finally, we re-

port the mean accuracy results with standard deviation on the test

nodes for ten runs. The results are listed in Table 1. Our proposed

model achieves the best performance in most datasets and ranks

top-1 over eight state-of-the-art baselines.

4.2.2 Node Clustering. For the node clustering task, we follow the

evaluation protocol in [27, 52]. The whole data is used in the pre-

training process to obtain representations, which are then clustered

using the K-Means algorithm with cluster numbers set to label class

numbers. We report the mean value of normalized mutual infor-

mation (NMI) and average rand index (ARI) for ten runs. Table 2

reports the clustering results. Our approach has the best overall

clustering performance ranking top-1 against the baselines. We also

find that the models (e.g., MVGRL) with good classification perfor-

mance do not always have good clustering performance, suggesting

these two tasks require different kinds of knowledge.

4.2.3 Link Prediction. For the link prediction task, we use the same

evaluation protocol as in [38, 41, 42]. The whole dataset is split into

three parts: the training set (85%), the validation set (5%), and the test

set (10%). We only use the training set to train the GiGaMAE model

and the validation set to tune the hyperparameters. The reported

AUC and Average Precision (AP) scores are calculated on the test

set. The link prediction results are shown in Table 3. We make three

observations: (1) Among baseline methods, S2GAE and VGAE show

the best results, which makes sense since their pre-training task

is to infer node connections. (2) The contrastive learning methods

(GCA, MVGRL, BGRL) have the second-best performance. The edge

data augmentation in contrastive learning enables these models

to pick up structural information. (3) GraphMAE and GraphMAE2

show the worst performance on the link prediction task, where a

possible reason is that they focus on learning attribute information

since they mainly reconstruct features of graphs.

4.3 Ablation Studies on Embedding Models
We answer Q2 in this section. The experiments show that even

with just one target, our obtained representations can still achieve

better performance than the target embeddings, demonstrating the

effectiveness of our self-supervised learning design. Meanwhile,

the performance and generalization ability of our framework could

be further improved with multiple targets. The computational cost

analysis is provided in the Appendix.

4.3.1 Evaluation with Different Targets. Table 4 presents the per-
formance of target embeddings and their corresponding GiGaMAE

performance. The metric ACC denotes the accuracy of node classi-

fication. The metrics used to evaluate node clustering are NMI and

ARI, which indicate the mean value of normalized mutual informa-

tion and average rand index, respectively. Themetric AUC evaluates

link prediction performances. We report the average values (with

standard deviation) after running experiments five times.

The results verify that our GiGaMAE trained on a single target

outperforms the target embeddings. This finding shows that the

mask-and-reconstruction paradigm empowers the learned repre-

sentations with informative knowledge that is beyond the original

reconstruction target. For the node classification task, our proposed

GiGaMAE model can improve the accuracy by 14.43%. However,

learning from a sole target cannot ensure the GiGaMAEmodel maps

the original node into generalizable representations. Therefore, we

need to introduce multiple targets. We report the performance of

GiGaMAE (with node2vec and PCA as embedding models) and

GiGaMAE𝐿𝑎𝑟𝑔𝑒 (with node2vec, PCA, and GAE as embedding mod-

els). Both of them demonstrate satisfying performance.

4.3.2 Evaluation on Embedding Models Settings. Figure 4 demon-

strates the influence of embedding models’ hyper-parameter set-

tings on the proposed framework. Specifically, we choose the com-

pression ratio of PCA and the walk length of node2vec for analy-

sis. The experiments are conducted on the Cora dataset. We can

observe that a too-small or too-large PCA ratio could impair the

downstream task performance. On the one hand, reconstructing the

heavily compressed embedding (ratio=0.2) will lead to the degra-

dation of link prediction and node classification/clustering task

performance, possibly due to the reconstructed targets lacking suf-

ficient information. On the other hand, reconstructing the full-size

feature matrix (ratio=1.0) will also impair downstream task perfor-

mance, possibly due to information redundancy. A similar trend

can also be observed in the walk length setting. A moderate value

(length =5) leads to a decent performance, while a too-small (length

=2) or too-large (length =20) value will hurt the performance.

4.4 Ablation Studies on Autoencoder Models
We answerQ3 in this section, where we validate the effectiveness of
our proposed learning and mask strategies along with our proposed

reconstruction loss design and weight setting strategy.

4.4.1 Evaluation on Learning Strategies. Our GiGaMAE effectively

integrates knowledge from multiple targets. For comparison, we

design three naive knowledge integration methods, with results in

Table 5. In the naive methods, the obtained target embeddings are

directly used in downstream tasks after a simple aggregation oper-

ation. The aggregation operations include maxpooling, avgpooling,
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Table 4: Target embeddings performance vs. GiGaMAE performance.
Dataset Cora WikiCS Computers

Metrics ACC NMI/ARI AUC ACC NMI/ARI AUC ACC NMI/ARI AUC

Node2vec 71.76±0.75 0.3944/0.2460 85.85±1.13 71.57±0.36 0.4081/0.3452 91.70±0.26 83.98±0.28 0.5248/0.3882 84.83±0.21

PCA 42.22±0.57 0.0212/0.0068 68.93±0.05 68.52±0.25 0.3181/0.2211 79.03±0.02 66.40±0.25 0.0305/0.0236 59.86±0.02

GAE 81.29±0.61 0.4907/0.4136 90.04±0.15 70.33±0.86 0.1091/0.0603 94.65±0.16 77.01±1.08 0.3204/0.1749 91.58±0.13

GiGaMAE𝑁𝑜𝑑𝑒2𝑣𝑒𝑐 84.00±0.51 0.5376/0.4706 93.67±0.19 80.56±0.51 0.4687/0.3592 94.60±0.44 89.98±0.21 0.5089/0.3207 87.71±0.64

GiGaMAE𝑃𝐶𝐴 83.17±0.59 0.5343/0.4861 93.44±0.60 80.96±0.33 0.4810/0.3397 94.59±0.21 90.07±0.16 0.5139/0.3123 89.60±1.97

GiGaMAE𝐺𝐴𝐸 84.14±0.63 0.5802/0.5257 92.78±0.31 80.74±0.30 0.4664/0.3433 94.16±0.13 89.46±0.06 0.5288/0.3843 87.58±0.08

GiGaMAE 84.72±0.47 0.5836/0.5453 95.13±0.15 81.14±0.16 0.4908/0.4211 95.30±0.09 90.45±0.16 0.5228/0.3579 95.17±0.38

GiGaMAE𝐿𝑎𝑟𝑔𝑒 84.69±0.46 0.5808/0.5394 95.12±0.09 81.14±0.20 0.4777/0.3748 95.34±0.04 90.44±0.20 0.5375/0.3901 93.61±0.29

Table 5: Models performance with naive learning objectives and mask strategies.
Dataset Cora WikiCS Computers

Metrics ACC NMI/ARI AUC ACC NMI/ARI AUC ACC NMI/ARI AUC

Naive Integration

MaxPooling 47.24±0.56 0.0621/0.0308 64.05±0.02 57.67±0.38 0.1070/0.0536 60.27±0.02 65.36±0.27 0.0569/0.0067 44.44±0.03

AvgPooling 58.16±0.88 0.3117/0.2537 72.92±0.03 68.88±0.27 0.1462/0.0661 86.15±0.01 74.20±0.30 0.3414/0.2133 74.87±0.02

Concatenate 70.94±0.48 0.4119/0.3641 77.59±0.01 74.51±0.30 0.1625/0.0767 89.84±0.01 82.71±0.19 0.3715/0.2218 81.90±0.02

Naive Loss

MSE 83.83±0.70 0.5862/0.5425 56.68±0.13 80.43±0.39 0.4623/0.3639 89.32±0.02 89.85±0.76 0.5182/0.3469 72.75±0.68

Scaled Cosine 84.10±1.18 0.5489/0.4722 94.22±0.35 80.95±0.20 0.4586/0.3456 91.04±0.02 89.82±0.23 0.5128/0.3254 89.36±1.01

Contrastive Loss 84.17±0.46 0.5792/0.5363 94.61±0.10 80.76±0.25 0.4870/0.4163 92.58±0.60 90.03±0.30 0.5080/0.3045 90.63±1.75

Naive Mask

w/o Mask Edge 84.22±0.30 0.5706/0.5329 94.01±0.10 80.91±0.15 0.4912/0.4194 91.90±0.08 90.25±0.13 0.5056/0.3005 93.97±0.26

w/o Mask Feature 83.58±0.34 0.5683/0.5235 94.94±0.27 80.24±0.15 0.4846/0.4087 94.10±0.25 90.03±0.14 0.5279/0.3613 94.29±0.52

GiGaMAE 84.72±0.47 0.5836/0.5453 95.13±0.15 81.14±0.16 0.4908/0.4211 95.30±0.09 90.45±0.16 0.5228/0.3579 95.17±0.38
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Figure 4: Downstream task performance with different PCA ratios and node2vec walk length on Cora.
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Figure 6: Downstream task performance with different
weight settings on WikiCS and Computers.

and concatenate. We can observe that these naive methods have

poor performance indicating that they are not valid knowledge

integration methods compared with the graph masked autoencoder

approaches. The impact of different learning objectives is also ana-

lyzed in Table 5. For comparison, we replace our proposed MI-based

reconstruction loss with MSE, scaled cosine [16] and multi-view

contrastive loss [46], and leave everything else unchanged. The re-

sult shows that the scaled cosine and contrastive loss perform better

than theMSE. However, neither of them canmatch the effectiveness

of our proposed MI-based learning objective.

4.4.2 Evaluation on Mask Strategies. We report the performance of

our proposed framework with only one kind of data augmentation,

i.e., w/o edge masking and w/o feature masking. The results in

Table 5 show that the sole edge or feature mask strategy degrades

the downstream performance and generalization ability, which

proves the necessity of combining two kinds of mask augmentation

together in the generative models. Then we apply different mask

ratios on the Cora dataset to see how the downstream performance

will change. The result is shown in Figure 5, which shows that

a larger mask ratio benefits the node classification task while a

smaller mask ratio is preferred for the link prediction task.

4.4.3 Evaluation on Weight Setting. Figure 6 demonstrates the ef-

fectiveness of our proposed weight setting strategy. In the WikiCS

dataset, the weight 𝜆3 for the shared knowledge introduced by both

node2vec and PCA embeddings is gradually increased for nodes

V𝐵
(mask both edges and features). In the Computers dataset, the
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weight 𝜆2 for the knowledge solely introduced by the PCA embed-

ding is gradually increased from 1 to 5 for nodes V𝐹
(only mask

features). To eliminate interference from other types of nodes, we

only useV𝐵
andV𝐹

to calculate the loss in the above cases, respec-

tively. In the left figure, we observe that the model performance

improves as we increase 𝜆3, indicating that the shared knowledge

between two targets benefits the learning of V𝐵
nodes, which

is consistent with our hypothesis in loss function design. In the

right figure, the model performance onV𝐹
nodes improves as 𝜆2

increases, indicating PCA embedding is more important for self-

supervised learning when attributes (of its input graph) are masked.

5 RELATED WORK: GRAPH AUTOENCODER
Graph autoencoders typically reconstruct graph components such

as edges or features. A traditional way to achieve such reconstruc-

tion is to enforce the model to recover the original input graph data.

Examples of early research include GAE and VGAE [21], which

predict link existence, GALA [27], which reconstructs features, and

GATE [31], which reconstructs both edges and features. However,

these models suffer from overfitting issues and do not produce ro-

bust representations [51]. To address these challenges, recent works

have adopted self-supervised learning strategies, leveraging data

augmentation techniques to encourage the model to learn more

informative underlying patterns. For example, S2GAE [38] masks

edges in the graph and predicts missing links, while MaskGAE [23]

corrupts both edge and path and reconstructs the original edge and

degree information. GraphMAE [16] utilizes GNN models as the

encoder and decoder to reconstruct masked node features, while

GraphMAE2 [15] introduces latent representation prediction with

random re-masking for node attribute reconstruction. Although

these models have shown superior performance, they focus on re-

constructing specific modality information, limiting their ability

to capture more comprehensive knowledge. GPT-GNN [18] tries

to overcome this by incorporating both edge masking and feature

masking in the training process, aiming to reconstruct joint proba-

bility distributions of the graph. However, it assumes a sequential

dependency among the generated features/edges that may not exist

in real graphs, which generally limits the model applicability. As

a result, an effective generative model that seamlessly combines

structural and attribute reconstruction is still lacking. To address

this issue, we propose the GiGaMAE framework.

6 CONCLUSION
In this paper, we present a novel framework for Generalizable Graph

Masked Autoencoder (GiGaMAE). Our GiGaMAE learns generaliz-

able node representations by reconstructing target embeddings that

contain diverse information. We also design a new reconstruction

loss based on mutual information, which is flexible to handle knowl-

edge learned by targets individually and shared between multiple

targets. We evaluate GiGaMAE via extensive experiments using

two efficient target models (node2vec and PCA), where GiGaMAE

consistently shows good performance on seven benchmark datasets

and three graph learning tasks.
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A APPENDIX
A.1 Theoretical Proof

Lemma A.1. Chain Rule (1). Given three random variables 𝑋1,
𝑋2, and 𝑋3, we have

𝐼 (𝑋1;𝑋2, 𝑋3) = 𝐼 (𝑋1;𝑋3) + 𝐼 (𝑋1;𝑋2 |𝑋3) .

Proof. Using the chain rule for entropy, we first can have:

𝐼 (𝑋1;𝑋2 | 𝑋3) = 𝐻 (𝑋1, 𝑋3) + 𝐻 (𝑋2, 𝑋3) − 𝐻 (𝑋1, 𝑋2, 𝑋3) − 𝐻 (𝑋3)
= 𝐻 (𝑋1 | 𝑋3) + 𝐻 (𝑋2 | 𝑋3) − 𝐻 (𝑋1, 𝑋2 | 𝑋3).

Then the above can be re-written to

𝐼 (𝑋1;𝑋2 |𝑋3) = 𝐼 (𝑋1;𝑋2, 𝑋3) − 𝐼 (𝑋1;𝑋3) .
Rearrange the above equation, we can have

𝐼 (𝑋1;𝑋2, 𝑋3) = 𝐼 (𝑋1;𝑋3) + 𝐼 (𝑋1;𝑋2 |𝑋3) .
□

Lemma A.2. Chain Rule (2). Given three random variables 𝑋1,
𝑋2, and 𝑋3, we have:

𝐼 (𝑋1;𝑋2;𝑋3) = 𝐼 (𝑋1;𝑋2) + 𝐼 (𝑋1;𝑋3) − 𝐼 (𝑋1;𝑋2, 𝑋3) .

Proof. By definition, the multivariate mutual information is:

𝐼 (𝑋1;𝑋2;𝑋3) = 𝐼 (𝑋1;𝑋2) − 𝐼 (𝑋1;𝑋2 | 𝑋3).
So according to Equation (3), we can get:

𝐼 (𝑋1;𝑋2;𝑋3) = 𝐼 (𝑋1;𝑋2) − (𝐼 (𝑋1;𝑋2, 𝑋3) − 𝐼 (𝑋1;𝑋3))
= 𝐼 (𝑋1;𝑋2) + 𝐼 (𝑋1;𝑋3) − 𝐼 (𝑋1;𝑋2, 𝑋3) .

□

A.2 Implementation Details
All experiments are conducted on a workstation with a GPU of

NVIDIA A6000. For baselines, we report the baseline model re-

sults based on their provided codes with official settings. If their

settings are not available, we conduct a hyper-parameter search.

The baselines are elevated under the same settings as our model

on three downstream tasks. We choose GAT [49] as our encoder

model and two-layer MLPs as our projector models. The GiGaMAE

and embedding model hyper-parameters setting is provided on our

code page: https://github.com/sycny/GiGaMAE.

A.3 Computational Cost Comparison
Our approach requires training the embedding model before recon-

struction, resulting in additional computation costs. In this section,

we compare the training time of GiGaMAE with other baseline

models and list the results on the code page. Our model requires

more computation time than GraphMAE due to the extra train-

ing time for the embedding models and more advanced learning

objective. However, our framework is faster than the contrastive

model GCA as we only use a partial graph (masked nodes) for each

epoch’s loss calculation, reducing the computation cost.
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