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Abstract

Domain generalization (DG) aims to train a model to perform
well in unseen domains under different distributions. This pa-
per considers a more realistic yet more challenging scenario,
namely Single Domain Generalization (Single-DG), where
only a single source domain is available for training. To tackle
this challenge, we first try to understand when neural net-
works fail to generalize? We empirically ascertain a property
of a model that correlates strongly with its generalization that
we coin as “model sensitivity”. Based on our analysis, we
propose a novel strategy of Spectral Adversarial Data Aug-
mentation (SADA) to generate augmented images targeted at
the highly sensitive frequencies. Models trained with these
hard-to-learn samples can effectively suppress the sensitiv-
ity in the frequency space, which leads to improved gen-
eralization performance. Extensive experiments on multiple
public datasets demonstrate the superiority of our approach,
which surpasses the state-of-the-art single-DG methods by up
to 2.55%. The source code is available at https://github.com/
DIAL-RPI/Spectral- Adversarial-Data- Augmentation.

1 Introduction

Deep learning models may perform poorly when tested on
samples drawn from out-of-distribution (OoD) data. Appli-
cations encountering OoD problems commonly involve nat-
ural domain shift (Ben-David et al. 2010; Pan and Yang
2009) or image corruptions (Hendrycks and Gimpel 2016;
Hendrycks and Dietterich 2019). To tackle the problem of
performance degradation in unseen domains, extensive re-
search has been carried out on domain generalization (DG),
which attempts to extend a model to unseen target domains
by regularizing the model and exposing it to more data.
Based on how the source domain knowledge gets trans-
ferred to an unseen target domain, the existing DG tech-
niques can be divided into three categories (Wang et al.
2022), representation learning, constrained learning, and
data manipulation. The former two categories explicitly reg-
ularize a model to improve its generalizability. These ap-
proaches aim to learn domain invariant predictors by en-
hancing the correlations between the domain invariant rep-
resentations and the labels. We would like to point out that
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the data augmentation based methods are actually also reg-
ularizing models, but implicitly. One of the contributions of
our work is to visualize and quantify the effect of implicit
regularization of data augmentation strategies.

Most of the existing DG methods learn the representa-
tions from multiple source domains (Volpi et al. 2018; Dou
et al. 2019; Muandet, Balduzzi, and Schélkopf 2013). How-
ever, in many applications, there is only one single source
domain available for training (Volpi et al. 2018; Qiao, Zhao,
and Peng 2020; Wang et al. 2021b). Despite the extensive
literature on domain generalization, limited work deals with
single source domain. In fact, many of the explicit regular-
ization methods need multiple source domains to begin with
and thus is inapplicable to this setting. Data augmentation, as
an effective strategy in deep learning, has shown promising
performance in single domain generalization (single-DG)
problems (Volpi et al. 2018; Xu et al. 2020; Wang et al.
2021b). Such methods typically apply various operations
to the source domain images to generate pseudo-novel do-
mains (Wang et al. 2021b). Models will be trained using
both the source domain images and the augmented images
with designed constraints to learn invariant representations.

Despite the popularity of data augmentation in single-DG,
the existing methods bear two major drawbacks. They are
either model agnostic or provide very limited OoD augmen-
tation. Recent study (Tan, Li, and Huang 2021) on measur-
ing cross-domain transferability demonstrated that the char-
acteristics of both model and training data are important
factors when quantifying the model’s generalizability. How-
ever, the majority of data augmentation methods are model
independent, which apply random generic image transfor-
mations to generate pseudo-domain images. Although they
are helpful, those augmented images may not necessarily ad-
dress the weaknesses of the models. In contrast, recent meth-
ods exploiting adversarial samples for domain generaliza-
tion (Volpi et al. 2018; Qiao, Zhao, and Peng 2020; Zhang,
Chao, and Yan 2020, 2023) learn to generate such augmen-
tations by targeting the models’ weakness. However, the re-
sulted minor perturbations to the samples in the image space
only trivially enhance the appearance diversity. Therefore,
these adversarial samples based augmentation methods lead
to limited generalization performance improvement.

To tackle the above-mentioned challenges in data aug-
mentation, we first ask a more fundamental question: when
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Figure 1: Introduction: we observed a clear correlation be-
tween the model generalization performance on an unseen
target domain with the corresponding model sensitivity map.

do neural networks fail in domain generalization? In other
words, we look into the model characteristics to quantify
what aspects of the neural networks can reflect their gen-
eralizability. Inspired by the previous work on Fourier do-
main heatmap analysis (Yin et al. 2019), we first propose a
model sensitivity analysis approach to compute sensitivity
maps as surrogates to help quantify the spectral weaknesses
of the model. Fig. 1 presents two example sensitivity maps
of two models sharing the same architecture but were trained
using different strategies. The corresponding prediction ac-
curacy of the two models on an unseen target domain shows
that Model B with less spectral sensitivity generalizes better
than Model A, which has much higher sensitivity. More de-
tailed analysis and results on the sensitivity maps and their
association with model generalizability are included in the
experiment part of this article.

The correlation between the generalization performance
and model sensitivity map inspired us to design a novel data
augmentation strategy to suppress the model sensitivity for
improved single-DG. We thus propose spectral adversarial
data augmentation (SADA), which curbs model sensitivity
with targeted perturbation to the source domain data sam-
ples in the frequency space. Fig. 2 shows an overview of
our framework. More specifically, we first train a model us-
ing the original source domain data through empirical risk
minimization (ERM) and then compute the model sensitiv-
ity map. Since randomly augmenting images like in (Sun
et al. 2021; Xu et al. 2020; Hendrycks et al. 2019) may
need generating a large number of images, the cost of data
augmentation can be high and the following model training
will be slow. To efficiently suppress the model sensitivity,
instead of applying random operations, we target at each
sensitive frequency point on the map and employ the ad-
versarial techniques (Zhang et al. 2022b,a) to generate hard-
to-learn samples. Such adversarial operation of the image
amplitude spectrum allows us to largely augment samples
with more appearance variation. The generated samples are
then mixed with the original samples to finetune the orig-
inal model. Compared with other methods, SADA trained
models present less sensitivity to domain shift across the fre-
quency space, thus guarantee the better generalization per-
formance. Based on such observation, we further develop a
quantitative measure, which helps predict model generaliz-
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Figure 2: The overview of our proposed Spectral adversar-
ial data augmentation (SADA). The proposed model sensi-
tivity map presents as a spectral indicator to quantify the
model generalizability. Augmented pseudo-domain images
are generated by SADA to boost the model performance by
suppressing the source model sensitivity map.

ability.

The major contributions of this work are as follows. /) We
introduce spectral sensitivity map as an indicator to quan-
tify the model generalizability, which also visualizes the ef-
fect of implicit regularization such as data augmentation.
2) We propose SADA to improve the model generalization
performance by suppressing the highly sensitive areas in
the frequency space. SADA alleviates the drawbacks of the
prior single-DG methods by targeting at model sensitivity
and generating adversarial images with style variation. 3)
We present thorough empirical analysis to compare the pro-
posed method with the baselines from multiple perspectives
on public datasets.

2 Related Work
2.1 Explicit Regularization for DG

One line of works on DG aims to train domain invariant
classifier with explicit regularization (Koyama and Yam-
aguchi 2020). A strategy that received significant attention
in the last few years is invariant risk minimization (IRM)
(Arjovsky et al. 2019). Given multiple environments, which
correspond to different interventional distributions (viz. data
from different sources) of a given data generating process,
IRM promises to find invariant predictors that correspond to
causal parents of a target variable. Efficient algorithms were
designed (Ahuja et al. 2020) and further analysis in support
of the principle (Ahuja et al. 2021b) have been done. How-
ever, it has been recently shown that the principle suffers
from drawbacks in certain cases (Rosenfeld, Ravikumar, and
Risteski 2021; Ahuja et al. 2021a), where it fails to uncover
such predictors. Some studies adopt other strategies such



as risk variance regularization (Krueger et al. 2021), do-
mains gradients alignments (Koyama and Yamaguchi 2020),
smoothing cross domain interpolation paths (Chuang and
Mroueh 2021), and task-oriented techniques (Zhang et al.
2021). These approaches, however, generally require the tar-
get domain information, and cannot be directly adapted to
the single-DG problem.

2.2 Implicit Regularization for DG

Data augmentation has been widely used to improve the
generalization of deep learning models, which acts by im-
plicitly regularization. Due to their effectiveness and sim-
plicity, methods from the *Mix* family are the most com-
monly used approaches for data augmentation. They aug-
ment data by mixing images with different random combi-
nations, e.g., MixUp (Zhang et al. 2017), CutMix (Yun et al.
2019), AugMix (Hendrycks et al. 2019), PixMix (Hendrycks
et al. 2022). In the single-DG settings, RandConv (Xu et al.
2020) augments images with a random convolutional layer.
L2D (Wang et al. 2021b) diversifies the image styles via mu-
tual information maximization. However, most of the meth-
ods are model independent and thus the augmented images
may not necessarily address the weaknesses of the models.

Adversarial training generates hard-to-learn samples
targeted at the model weakness. To improve the single-DG
performance, DUG (Volpi et al. 2018) adversarially aug-
ments the representations of images to a fictitious domain.
M-ADA (Qiao, Zhao, and Peng 2020) introduced a meta-
learning framework to learn multi-adversarial domains with
an autoencoder. AugMax (Wang et al. 2021a) generates ad-
versarial samples by selecting the worst-case weights of
AugMix. However, the resulting minor perturbations in the
image space only trivially enhance the appearance diversity.
Thus, adversarial-based augmentation methods usually lead
to limited generalization improvement.

Frequency spectrum augmentation methods, including
FDA (Yang and Soatto 2020), FDG (Xu et al. 2021) and
FedDG (Liu et al. 2021), generate images by either mixing
up or swapping the low-frequency components of the source
and target domain amplitude spectrum. Because of requiring
target domain data, these methods cannot be directly adapted
to the single-DG problem. To enhance the adversarial ro-
bustness under domain shift, FourierMix (Sun et al. 2021)
augments source images by adding noise to both amplitude
and phase spectra. Our method instead, aiming to suppress
the model spectral sensitivity, adversarially augments the
image amplitude spectrum. We experimentally compare to
typical baselines under a single-DG setting and demonstrate
the superior performance.

3 Methodology

The objective of single-DG is to train a model in one source
domain, that can generalize well in many unseen target do-
mains. We denote the source domain by X g = {(x,y)}.
x € R¥*" is the source image, where w and h is the width
and height. y is the corresponding label. As introduced in
Fig 2, to tackle this challenge, we propose the framework
of spectral adversarial data augmentation (SADA) to boost
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the model’s generalizability by suppressing its spectral sen-
sitivity. SADA first computes a model sensitivity map as a
surrogate of the model vulnerability in the frequency space.
Then it uses the model sensitivity map as guidance to synthe-
size spectral adversarial images, which encodes the model
sensitivity into hard-to-learn augmentation images. In this
section, the model sensitivity measurement and spectral ad-
versarial augmentation processes are discussed in detail.

3.1 Amplitude-modulated Sensitivity Map

To quantify the model’s vulnerability/weakness to the differ-
ent frequency corruptions, (Yin et al. 2019) previously pro-
posed the Fourier sensitivity analysis. Briefly, a Fourier ba-
sis A; j € R¥*" is defined as a Hermitian matrix with only
two non-zero elements at (¢, j) and (—i, —j), where the ori-
gin is at the image center. A Fourier basis image U ; is a
real-valued matrix in the pixel space. It is defined as the {2-

normalized Inverse Fast Fourier Transform (IFFT) of A; ;,

. . IFFT(Aiy) .
ie,U;;= TTFFT AT Ai,jj)\lg . Perturbed images are generated

by adding the Fourier basis noise
Ni’j:’I"'G'UiJ’ (1)

to the original image « as « + IN; ;, where € is a frequency-
independent constant value to control the ¢5-norm of the per-
turbation and r is randomly sampled to be either -1 or 1.
The Fourier basis noise IN; ; only introduces perturbations
at the frequency components (4, j) and (—i, —j) to the orig-
inal images. The constant € guarantees that images are uni-
formly perturbed across all frequency components. For RGB
images, we add IN; ; to each channel independently follow-
ing (Yin et al. 2019). The sensitivity at frequency (4, j) of
a given model F' trained on source domain is defined as the
prediction error rate over the whole dataset X g:
MOT‘Q(Za]) =1 (w’ﬁ‘)(éc)( (F(m+N’L,]7y))7

S

2

where Acc is the model prediction accuracy. By aggregating
all the model sensitivity entries M ,,4(i, j) across the fre-
quency space, a 2D model sensitivity map can be obtained
as shown by the examples in Fig. 1. The lowest frequency is
at the center of the map and higher frequencies are closer to
the edges.

Since € is a frequency-independent constant, the original
model sensitivity map defined by Eq. 2 describes model’s lo-
cal vulnerability by uniformly perturbing all frequency com-
ponents of the source images. Instead of a uniform distribu-
tion, the amplitude spectrum of natural images generally fol-
lows a power-law distribution (Tolhurst, Tadmor, and Chao
1992). Low-frequency amplitudes have much higher values
than the high-frequency ones, and can vary more signifi-
cantly across domains (Yang and Soatto 2020). Models gen-
erally would generalize poorly if such low-frequency vari-
ability is not presented in the training set (Yang and Soatto
2020; Liu et al. 2021). These observations indicate that the
low-frequency components of images with large amplitude
should be perturbed more significantly to truly reflect the
model vulnerability w.r.z. the domain shift problem.

Thus, we propose to enhance the model sensitivity map
by using the source domain amplitude spectrum as domain
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Figure 3: Enhancing model sensitivity map with source do-
main amplitude distribution. The averaged source amplitude
spectrum D is encoded into the perturbed images.

prior. As shown in Fig. 3, a mean amplitude spectrum D
is first computed by averaging the amplitude spectrum of
all images in the source domain. Then, we reformulate the
original Fourier basis noise N ; ; by

Niaj :TD(Z,j) 'Ui,j7 (3)

where the frequency-independent € in Eq. 1 is replaced with
the (¢, 7)¢, entry of D to control the noise level.

Adopted from Eq. 2, the enhanced model sensitivity at
frequency (¢, j) is computed by evaluating the prediction er-
ror rate on the perturbed source images as by

Ms(i,j) =1— Acc (F(x+r-D(i,5)-U;j)y), 4)
(m,y)EXs

where F' is a model trained with empirical risk min-
imization (ERM) by minimizing the cross entropy loss

Lerm = E {lep(F(x),y). In the experiment sec-
(z,y)€X s

tion, we quantitatively compared the enhanced model sensi-
tivity map to the original one from different perspectives.

3.2 Spectral Adversarial Data Augmentation

The model sensitivity Mg describes the model spectral
weakness w.r.t. the domain shift, which strongly correlates
with the model cross-domain generalizability. The model
sensitivity of certain frequencies can be suppressed if the
diversity of the training data increases at those frequency el-
ements. Random spectral perturbation to the source images
may help increase the overall diversity, however, generally
lacks efficiency to sufficiently cover all potential pseudo do-
mains. Following this direction, we propose a spectral ad-
versarial data augmentation (SADA) method, which curbs
model sensitivity with targeted perturbation to the source do-
main data samples in the spectral space. Instead of random
transformation, SADA employs an adversarial technique to
directly search for hard-to-learn samples by adding specially
designed perturbations to the source images.

The entire pipeline of SADA is summarized in Alg. 1.
More specifically, given a source domain image , its spec-
tral amplitude A,,, and phase P,,, are computed by the
Fast Fourier Transform (FFT) as

Aprg, Porg = FFT[x]. 5)

Then the original amplitude spectrum A,,, is initialized
with random perturbation as

Ay = Ayrg © (14 Unif(—¢,¢)), (6)

where Unif(—¢,€) € RY*! represents 2D matrix with each
entry sampled uniformly from [—e¢, €], and ® denotes the
Hadamard product.

To target at each sensitive frequency component, as in
Eq. 7, the amplitude spectrum A, is optimized iteratively
by adding the M g-weighted sign gradient of the cross-
entropy loss to the amplitude spectrum A; with § as the per-
turbation step size.

Apr = Ay {1+
agCE(F(I]:];Z[AtaPorg])vy)] ® MS’}
t
(N
Previous studies (Piotrowski and Campbell 1982; Hansen
and Hess 2007; Oppenheim and Lim 1981; Oppenheim
et al. 1979) have demonstrated that the phase spectrum
retains most of the semantic structure information of the
original signals, while the amplitude mainly contains the
style/domain-related statistics. Since the data augmentation
objective is to diversify the image styles without affect-
ing the original semantic meaning, we adversarially perturb
the amplitude spectrum while keeping the original phase
spectrum. That is, in each iteration, the augmented image
is reconstructed from the updated amplitude A;; and the
original phase spectrum P,,.,. The reconstructed image is
then clamped into the definition region [0,1] by ;1 =
Clamp(FFT[Att1, Porgl,0,1).

d - sign|

Algorithm 1: Spectral adversarial data augmentation.

Input: model F; source data {(x, ¥, ) }~_1; initial perturbation
level e; max steps T and step size J; sensitivity map M s.
Output: augmented images {Z; }Y_,
1: for k < 1to N do

2 Compute the original spectrum A4, Porq by Eq. 5
3 Randomly initialize amplitude Ay by Eq. 6

4: fort < 0to 7 do

5: @y ¢ < Clamp(ZFFT[A¢, Pogl,0,1)

6: if model prediction is changed by x;, ; then

7 break > Early stop for acceleration
8: end if

9: Update amplitude spectrum A; by Eq. 7
10: A; = Max(Ay,0) > constrain A; > 0

11: end for
12: &y, + Clamp(zy,0,1)
13: end for




3.3 Model training

To learn invariant representations, we regularize the pre-
diction consistency among the original image and all
augmented images through a Jensen-Shannon (JS) diver-
gence (Hendrycks et al. 2019). The total training loss is

L=Lgrym + X IS(xo, 21, T2, ..., Tn), (®)

where )\ is the trade-off parameter and x;, xs, ...z, are
the n augmented images from the same original image x.
The JS divergence is defined as JS(xg, x1, X2, ..., x,) =
n%rl > o KL(F(x;)||p), where KL is the Kullback-Leibler
divergence, F'(x;) is the model prediction probability of x;
and p = 33 D1 F=i).

4 Experiments

In this section, we conduct comprehensive experiments to
evaluate SADA from different perspectives. Specifically, we
aim to answer the following questions: Q1: Compared with
prior methods, can SADA effectively improve the single-DG
performance? (Sec. 4.1) Q2: Can the proposed model sen-
sitivity map suggest when neural networks may generalize
well? (Sec. 4.2) Q3: How is the data efficiency of SADA
compared with other data augmentation methods? (Sec. 4.3)

Datasets To answer those questions, we evaluated our
method and other benchmarks on three benchmark datasets.

1) DIGITS consists of 5 domains, including MNIST (Le-
Cun et al. 1998), SVHN (Netzer et al. 2011), MNIST-
M (Ganin and Lempitsky 2015), SYNTH (Ganin and Lem-
pitsky 2015) and USPS (LeCun et al. 1989). We converted
all the gray scale images to RGB images.

2) PACS (Li et al. 2017) is a more challenging domain
generalization dataset including four domains, Photo, Art
painting, Cartoon, and Sketch. We follow the official dataset
split for training validation and testing.

3) CIFAR-10-C (Hendrycks and Dietterich 2019) is the
corrupted version of CIFAR-10 (Krizhevsky and Hinton
2009) by four categories of corruption, i.e., weather, blur,
noise, and digital. Each corruption has 5 level severity.

Implementation details In all the experiments, we set the
weighting factor A = 0.25, perturbation steps 7' = 5, step
size § = 0.08 and random initialization range ¢ = 0.2.
The number of augmented images per training sample in
Eq. 8 is set to 3, based on our empirical evaluation re-
sults. We also include three SADA variants, ISADA+2Mix,
2SADA+1Mix and 3SADA+0Mix, for comparison. The ‘#’
indicates the number of SADA and AugMix images in-
cluded in the 3 augmented images per training sample.

For a fair comparison with other methods, we directly
adopted the same network architectures of the previous
works (Volpi et al. 2018; Qiao, Zhao, and Peng 2020;
Wang et al. 2021b). For DIGITS dataset, we trained a Con-
vNet (LeCun et al. 1998) with SGD optimizer (default set-
tings) for 50 epochs. The initial learning rate is 0.001, which
decays by 0.1 for every 20 epochs. The batch size is 128. For
the PACS dataset, ResNet-18 (He et al. 2016) is pretrained
on Imagenet and finetuned in the source domain by SGD for
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80 epochs. The initial learning of 0.01 is scheduled to de-
cay by 0.1 for every 20 epochs. The batch size is 256. For
CIFAR-10-C, a Wide Residual Network (Zagoruyko and
Komodakis 2016) with 16 layers and width of 4 (WRN-16-
4) was optimized with SGD for 200 epochs with batch size
256. The initial learning rate of 0.1 linearly decays by 0.1
for every 40 epochs.

4.1 Method Effectiveness

We compared SADA with ERM, CCSA (Motiian et al.
2017), JiGen (Carlucci et al. 2019), d-SNE (Xu et al. 2019),
AugMix (Hendrycks et al. 2019), GUD (Volpi et al. 2018),
M-ADA (Qiao, Zhao, and Peng 2020), RandConv (Xu et al.
2020) and L2D (Wang et al. 2021b). The same model archi-
tecture was used for all the approaches.

DIGITS Table 1 shows the 3-run average accuracy of all
the methods trained on MNIST and evaluated in each tar-
get domain. All the variants of SADA achieved better ac-
curacy than the baselines. Specifically, significant improve-
ments of 5.50% and 9.08% are observed on the two very
challenging target domains, SVHN and SYNTH, respec-
tively. This performance gain mainly contributes to the spec-
trally augmented samples with large appearance/style varia-
tion. As we pointed out earlier, adversarial-based methods,
such as GUD and M-ADA, generates only minor perturba-
tions in the image space to enhance the appearance diversity,
and thus couldn’t outperform the random data augmentation
methods, such as RandConv.

PACS We train a model in a single source domain and test
on the other three target domains. The averaged accuracy on
the three target domains are reported in Table 2. The pro-
posed SADA variants achieve the best performance in 3 out
of the 4 source domains, i.e., Photo, Aart, and Sketch. Both
2SADA+1Mix and 3SADA+0Mix achieved over 3.9% im-
provement with Sketch as the source domain, which con-
tains the largest domain shift from the other three colored
domains. In addition, 2SADA+1Mix and 3SADA+0Mix
consistently outperform 1SADA+2Mix, which indicates the
importance of SADA augmented images. These observa-

Target Domain
Method U [ MJT VIS Average
ERM 76.90 | 52.74 | 27.85 | 39.65 49.29
CCSA 83.72 | 49.29 | 25.89 | 37.31 49.05
JiGen 77.16 | 57.80 | 33.81 | 43.79 53.14
d-SNE 93.16 | 50.98 | 26.22 | 37.83 52.05
AugMix 80.24 | 75.86 | 63.85 | 69.84 72.45
GUD 77.26 | 60.41 | 35.51 | 45.32 55.67
M-ADA 78.53 | 67.94 | 42.55 | 48.95 59.49
RandConv 84.37 | 87.77 | 57.56 | 62.85 72.88
L2D 83.95 | 87.32 | 62.85 | 63.72 74.45
ISADA+2Mix || 81.92 | 80.88 | 67.66 | 70.65 75.28
2SADA+1Mix || 89.34 | 75.74 | 68.34 | 72.10 76.38
3SADA+0Mix || 89.29 | 75.61 | 68.45 | 72.90 76.56

Table 1: 3-run average accuracy of MNIST-trained mod-
els evaluated on USPS(U), MNIST-M(M), SVHN(V), and
SYNTH(Y). Best performance is in bold.



Source Domain
Method Photo \ Art \ Catoon \ Sketch || Average
ERM 33.52 | 57.86 | 67.84 25.12 46.09
CCSA 4277 | 61.89 | 67.46 26.43 51.08
JiGen 43.49 | 63.66 | 70.08 32.47 52.43
d-SNE 46.28 | 63.20 | 26.22 37.83 52.05
AugMix 4827 | 72.92 | 73.81 54.88 62.47
GUD 45.62 | 69.47 | 73.46 41.67 57.56
M-ADA 4822 | 70.46 | 75.67 43.26 59.40
RandConv 50.86 | 75.82 | 75.46 48.90 62.76
L2D 51.17 | 76.90 | 77.80 53.68 64.74
ISADA+2Mix || 51.26 | 76.98 | 76.26 55.91 65.20
2SADA+1Mix || 51.22 | 77.82 | 76.94 57.76 66.18
3SADA+0Mix || 51.18 | 77.68 | 76.35 57.61 65.71

Table 2: 3-run average accuracy of models trained in each
single domain (Photo, Art, Catoon, Sketch). Best perfor-
mance is in bold.

tions verified that model generalization performance can im-
prove, if SADA is included for suppressing the model’s sen-
sitivity.

CIFAR-10-C Besides the natural domain shift in DIGITS
and PACS, we further evaluated the method on the image
corruption dataset. Table 3 shows the average accuracy of
all the methods trained on CIFAR-10 and evaluated on four
types of corruption under the severest level 5. The averages
accuracy of 2SADA+1Mix surpasses the best baseline Aug-
Mix by 2.55%. More detailed performance of all five-level
corruptions are included in appendix, where the proposed
SADA consistently outperforms other baseline methods at
different severity levels. The results validate that SADA not
only handles the natural domain shift but is resilient to arti-
ficial corruptions.

4.2 Model Sensitivity Perspective

To verify if the enhanced model sensitivity map can indi-
cate the model’s generalizability, we further computed the
sensitivity maps of ConvNet trained with different strate-
gies on the MNIST dataset as shown by the examples in

Corruption Category
Method Weather | Blur [ Noise | Digits || Average
ERM 6721 | 56.73 | 30.26 | 62.30 || 54.08
CCSA 67.66 57.81 | 28.73 | 61.96 54.04
JiGen 67.20 58.06 | 30.37 | 62.05 54.43
d-SNE 67.90 56.59 | 33.97 | 61.83 55.07
AugMix 78.53 82.04 | 64.45 | 76.17 75.28
GUD 69.94 60.57 | 48.66 | 60.37 59.91
M-ADA 75.54 63.76 | 54.21 | 65.10 64.65
RandConv 76.87 55.36 | 75.19 | 77.51 71.23
L2D 75.98 70.21 | 73.29 | 72.02 72.88
ISADA+2Mix | 78.69 | 82.10 | 67.95 | 7732 || 75.52
2SADA+IMix | 79.14 | 8238 | 71.42 | 78.38 || 77.83
3SADA+0Mix 79.44 80.68 | 70.77 | 78.42 77.33

Table 3: 3-run average accuracy of models trained on
CIFAR-10 and evaluated on CIFAR-10-C dataset. Best per-
formance is in bold.
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Figure 4: (a) and (b): original and our proposed model sen-
sitivity maps of different single-DG methods. (c) and (d):
model performance versus the model sensitivity maps.

Fig. 4. First, different from the original sensitivity maps
(Eq. 2) in Fig. 4 (a), the enhanced sensitivity maps (Eq. 4)
in Fig. 4 (b) show that source models are more vulnerable
to the perturbations in the low frequency region. This result
matches with the observations in the previous studies (Yang
and Soatto 2020; Liu et al. 2021), that the models cannot
generalize well due to the low-frequency amplitude differ-
ence between the source and target domains is large. Second,
in Fig. 4 (b), comparing the model sensitivity map of ERM
with the sensitivity maps of other single-DG approaches,
our enhanced sensitivity computation clearly shows how
the single-DG approaches can help improve model perfor-
mance by suppressing the model sensitivity, especially in
the low-frequency space. To better visualize the observa-
tions, we present the scattering plot of the accuracy versus
the averaged /1 -norm of model sensitivity map. As shown in
Fig. 4(c), the original sensitivity computation method fails
to correlate the model performance and sensitivity. In con-
trast, Fig. 4(d) shows that the enhanced model sensitivity
computation provides strong correlation between the model
performance and sensitivity. The model prediction accuracy
degrades significantly when the ¢;-norm of model sensitivity
maps increases. These results demonstrate that the enhanced
model sensitivity map in Eq. 4 could be used for visualizing
and quantifying the effect of implicit regularization on model
generalizability.

4.3 Data Efficiency

Due to the limited availability of data, data efficiency is an
important indicator of data augmentation performance. We
evaluated the model accuracy by gradually decreasing the
amount of augmented images used in the training process.
Fig. 5 shows the analysis results of using MNIST and Photo
as source domains on DIGITS and PACS, respectively. Our
method consistently outperforms other baselines when only
a proportion of the augmented data are used for training. It is
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Figure 5: Evaluation of data efficiency of SADA.

also very impressive to see that, with only 25% augmented
data for training, our method can generalize better than the
baselines trained with the fully augmented dataset.

5 Further Analysis and Discussion
5.1 Ablation Studies

We conducted ablation studies on both DIGITS and PACS
datasets to verify the effectiveness of each component in
SADA. Table 4 reports the performance with 2SADA+1Mix
as example. We first removed the two SADA augmented im-
ages (w/o SADA) and the performance degraded more than
20% in all the target domains, which clearly shows the sig-
nificance of SADA in the whole framework. Second, with-
out the AugMix (w/o Mix), i.e., 2SADA+0Mix, the model
performance decreased by 7% in each target domain. That
is because AugMix includes several random image style
transfer operations, such as ‘solarization’ and ‘autocontrast’,
which diversify the augmented images to complement our
targeted spectral augmentation. Third, we also observed the
performance drop if the models are trained without the JS
divergence, which helps learn invariant representations for
improved generalizability.

5.2 Effectiveness of Targeted Augmentation

This section examines the effectiveness of the pro-
posed model sensitivity map and the targeted adversar-
ial perturbation. We evaluate the model performance with
3SADA+0Mix by 1) using the original model sensitivity
map; 2) replacing the adversarial spectral augmentation with
the random spectral perturbation(e = 0.2) following (Sun
et al. 2021). The results in Fig. 6 show that 3SADA+0Mix
generalizes worse to unseen domains if our proposed com-
ponents are replaced by the two alternative approaches on
different source domains. In addition, we also evaluate the
time consumption regarding the sensitivity map generation
and the spectral adversarial augmentation in the appendix.

[Component || USPS | MNIST-M | SVAN | SYNTH || Avg |
2SADA+IMix || 89.34 | 7574 | 68.34 | 72.10 || 76.38
w0 SADA 69.62 | 5357 | #47.16 | 49.02 | 60.27
w/o Mix 8279 | 6943 | 6244 | 63.18 | 69.46
wlo JS 81.68 | 7035 | 6432 | 65.11 | 7037

Table 4: Ablation of SADA(1Mix) on DIGITS dataset.
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Figure 6: 3SADA-+0OMix performance comparison on model
sensitivity map and spectral perturbation.
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Figure 7: Sensitivity analysis of different hyperparameters.

5.3 Hyperparameter Sensitivity Analysis

To validate the significance of weighting factor \, pertur-
bation steps 7" and step size J, and random initialization e,
we conduct sensitivity analysis of 2SADA+1Mix on PACS
dataset as presented in Fig. 7. In the experiments, we initially
set A\ = 0.25, T = 5,6 = 0.08 and ¢ = 0.20. When ana-
lyzing the sensitivity to one parameter, the other parameters
are fixed. When A is within [0.1,0.6], our method consis-
tently outperforms other baselines (Fig. 7a)). That is due to
the balance between the JS loss and the ERM loss. When
the perturbation gets stronger, Fig. 7b) and ¢) show that the
performance increases initially, and then stays stable. It is
because the early-stop acceleration is adopted to control the
perturbation strength. Fig. 7d) shows that the model perfor-
mance is stable if the perturbation strength ¢ < 0.30, which
decreases if the randomization gets too strong.

6 Conclusion and Discussion

In this paper, an enhanced model sensitivity map is proposed
to empirically ascertain when the neural networks may fail
in domain generalization from a new perspective of spectral
sensitivity. Our analysis shows that models with high sensi-
tivity may not generalize well. Based on our analysis, we de-
velop a novel framework of Spectral Adversarial Data Aug-
mentation (SADA) to tackle single-DG by generating adver-
sarially augmented images targeted at the highly sensitive
frequencies. By successfully suppressing the model sensitiv-
ity in the frequency space, the experimental results on three
public benchmarking datasets demonstrate that SADA can
efficiently train a high-performance model resilient to vari-
ous unseen domain shifts.
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