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ABSTRACT. Jury and Martin establish an analogue of the classical
inner-outer factorization of Hardy space functions. They show that
every function f in a Hilbert function space with a normalized
complete Pick reproducing kernel has a factorization of the type
f = @g, where g is cyclic, p is a contractive multiplier, and || f|| =
llgl]. In this paper we show that if the cyclic factor is assumed to
be what we call free outer, then the factors are essentially unique,
and we give a characterization of the factors that is intrinsic to the
space. That lets us compute examples. We also provide several
applications of this factorization.
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1. INTRODUCTION

Let H be a Hilbert function space on a non-empty set X with repro-
ducing kernel k, i.e. f(x) = (f, k) holds for every f € H and x € X.
We will always assume that Hilbert function spaces are separable. We
write

Mult(H) ={¢: X > C:pf e Hforal feH}

for the multiplier algebra of H. It is well-known that every multiplier
¢ defines a bounded linear operator M, € B(H) by M,f = ¢f. As-
suming H has no common zeros, setting ||¢||vuiz) = || M|l makes
Mult(#H) into a Banach algebra. If f € H, then we will write [f]
for the multiplier invariant subspace generated by f, i.e. the closure of
Mult(H) f in H. A function f is called cyclic, if [f] = H. Important ex-
amples of Hilbert function spaces on the open unit disc D are the Hardy
space H?(D) of analytic functions on D with square summable power
series coefficients, the Bergman space L? of square area-integrable an-
alytic functions on D, and the Dirichlet space D of analytic functions
f whose derivative f' € L2.

In [3] the classical inner-outer factorization of Hardy space functions
was generalized to the Bergman space setting.

Definition 1.1. Let H be a separable Hilbert function space on X,
let zo € X, and assume that k,, = 1. A function f € H is called
H-extremal, if (of, [) = p(20) for all ¢ € Mult(H).

It is well-known and easy to check that if h € H with h(zy) # 0,
then the solutions to

sup{[f(z0)| : f € [A], [IfI] <1}

are H-extremal. For H%(D), L2, and D we take 2o = 0. It is clear that
the H?(D)-extremal functions are the classical inner functions, which
are those ¢ € H*(D) whose radial limit functions satisfy |¢(z)| = 1
for a.e. |z| = 1. L2-extremal functions (resp. D-extremal functions)
have also been called L2-inner (resp. D-inner). The following type of
inner-outer factorization was proved for the Bergman space in [3].

Theorem. For each non-zero f € L? there is a unique pair of functions
¢, h € L? such that
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yclic in L2 and h(0) > 0,
is L2-extremal,
(iv) [f] = lgl-
Furthermore, f/p € L? and the contractive divisor property Hpé” <
lpfl| holds for all polynomials p.
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Borichev and Hedenmalm proved that conditions (i),(ii), and (iii) in
general do not determine ¢ and h uniquely, [13|. For more information
about Bergman spaces we refer the reader to the monographs [33] and
[23].

Theorems similar to the above Theorem are known to hold for certain
weighted Bergman spaces, see [63], [34], [42]. For the Dirichlet space D
extremal functions ¢ were shown to have several nice properties: their
derivatives are in the Nevanlinna class, (z¢)" has a meromorphic pseu-
docontinuation in the exterior disc, and ¢ is a contractive multiplier,
[55]. In particular, by use of the contractive multiplier property, it is
elementary to show that in the case of the Dirichlet space conditions
(i),(ii), and (iii) of the above Theorem imply condition (iv). However,
in Theorem 10.1 we will show that there are functions f in D that
are not of the form f = ph for ¢,h € D with ¢ D-extremal and h
cyclic in D. In [37] and [36] Jury and Martin observe that results of
Arias-Popescu and Davidson-Pitts ([11], [22]) lead to a factorization of
Dirichlet functions of the type as in the above Theorem (i)-(iii), except
that instead of extremal functions one has to allow a larger class of con-
tractive multipliers . Jury and Martin started by proving results for
the Drury-Arveson space H3, but then they also establish their results
for all spaces with complete Pick kernel and this includes the Dirichlet
space (definitions below).

In this paper we will work in the context of all spaces with complete
Pick kernels, and we will call the Jury-Martin contractive multipliers
subinner. Furthermore, we will show that one obtains a unique factor-
ization, if one restricts the cyclic factors to a class of functions that we
will call the free outer functions. We will also characterize the subinner
and the free outer functions in terms of the space H. This will allow
us to compute examples and give some applications.

From now on let H be a separable Hilbert function space on a set X
whose reproducing kernel k is a complete Pick kernel that is normalized
at some point zg € X. That means that k,(z) = m, where u
is a function from X into the open unit ball of an auxiliary separable
Hilbert space K with u(zp) = 0. Important examples of such spaces
on the unit disc I are the Hardy space H?(DD), where ky,(z) = —=

1—wz’
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and the Dirichlet space D with reproducing kernel k,,(z) = % log 1—1@

(|2], Corollary 7.41). The Bergman space L? has reproducing kernel
kw(z) = m, which is not a complete Pick kernel. Examples of

spaces of multivariable functions with complete Pick kernels are the

Drury-Arveson space H3? of analytic functions on the unit ball B, of

Cd ifd e N, ky(z) = m, and H2 the space of functions on the
Wi

unit ball By, of £ with reproducing kernel k,(z) = In the

following, when we refer to H? we will usually mean to refer to all cases
d € NU {o0}.

It is known that it follows from the complete Pick property that
Mult(#) has a predual with the property that point evaluations on
Mult(H) are weak*-continuous and that it has property A;(1), i.e. for
every weak*-continuous linear functional L on B(#) with norm ||L|| <
1, there are f,g € H such that ||f|||lg|]| < 1 and L(M,) = (¢f,9)
for all ¢ € Mult(#H), see [20], and also see Section 12 for a proof
phrased in terms of the concepts of this paper. We say that a weak*-
continuous linear functional on Mult(#) is a vector state, if it is of the
form Ps(¢) = (¢f, f) for some f € H.

It is clear that it may happen that Py = P, even for f # g. For
example, if # = H?*(D), then one easily checks that P; = P, if and
only if |f| = |g| a.e. on JD, i.e. if and only if f and g have the same
outer factor. We will use these vector states to partition H, i.e. for
f € H we set

1
1—(z,w),2 "

5f:{g€H2Pf:Pg}.
Note that because of the normalization at the point zy € X we have
k., =1 and hence P;(¢) = ¢(z9). Thus, we observe
E ={f eH: [is H-extremal}.

Hence if H = H?*(D), then & equals the set of the classical inner
functions.

Definition 1.2. (a) A function f € H \ {0} is called free outer, if

|/ (20)] = sup{lg(z0)| : g € Er}-
(b) A multiplier ¢ € Mult(H) is called subinner, if ||¢||vuwr) = 1 and
if there is h € H, h # 0 with ||ph|| = ||h||.
(¢) A pair (¢, ) is called a subinner/free outer pair, if ¢ is subinner,
f is free outer with f(z9) > 0, and ||of|| = || f]l-

If H = H*(D), then one easily checks that the free outer functions
are just the outer functions and the subinner functions are the classical
inner functions. In the generality of all normalized complete Pick spaces
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it is known that extremal functions f € H are multipliers of unit norm,
ie || fllmuey = || fllw = 1. If f(20) # 0, then this can be derived from
the main result of [43]. For the general case and an explicit proof see
Corollary 4.2 of [5], and it also follows from our Theorem 1.4.

It follows that every extremal function is subinner, but we will see
that in general the collection of subinner functions is strictly larger than
the collection of extremal functions. On the other hand, in Corollary
1.8 we will show that subinner functions are always extreme points of
the unit ball of Mult(#).

It is known that the extreme points of the unit ball of H>(ID) prop-
erly contain the classical inner functions. Hence in general there may be
extreme points of the unit ball of Mult(#) that are not subinner. Nev-
ertheless, for the Dirichlet space D = H (and also for certain weighted
Dirichlet spaces) we will in Section 14 present a condition which implies
that in H a function that is sufficiently regular in D is subinner, if and
only if it has multiplier norm 1 (and hence this happens if and only
if such a function is an extreme point of the unit ball of Mult(H)),
see Theorem 14.9. We note that no such theorem can hold in H3.
Indeed, the function ¢(z) = (1 4 z1)/2 is a very regular function of
H3-multiplier norm one, and it can be seen to not be subinner.

The important connection between subinner functions and the par-
tition used to define free outer functions becomes apparent by use of
an elementary Lemma, which we state explicitly, so that we can re-
fer to it later. It is a direct consequence of the equality case in the
Cauchy—-Schwarz inequality.

Lemma 1.3. Let KC, L be Hilbert spaces and T € B(KC, L) with | T|| < 1.
If v € K with ||Tx| = ||z||, then T*Tx = x.

We apply this with 7" = M,, for a subinner function ¢ € Mult(#)
and an associated h € H,h # 0 with [[ph|| = ||h|. Then M;M,h = h,
and hence for all 1) € Mult(H) we have

Pon() = (Yph, ph) = (bh, Mo Moh) = Py(9).
Thus g@h = gh-
It is not immediately clear that free outer functions exist, much less
that one is contained in each set £¢. But that will be one of our main
results.

Theorem 1.4. Let H be a Hilbert function space with normalized com-
plete Pick kernel. Then for every f € H\ {0} there is a unique subin-
ner/free outer pair (v, h) such that f = ph.

We will prove this in Section 6. In the following we will refer to h as
the free outer factor of f and ¢ as the subinner factor of f. In Theorem
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12.1 we will provide a vector version of this theorem. It will imply that
any square summable sequence of functions in H has a common free
outer factor.

As mentioned before, the factorization is the same as the one given
by Jury and Martin in [37, 36]. We will give complete details later, but
it is known that there is a natural embedding of H in the free Fock
space F2 for some d € NU{oo}, and that for functions in F7 there is a
free inner-outer factorization ([11], [22]). Tt is thus clear that this free
inner-outer factorization applies to functions in the embedded spaces
H C .7-"5. The factorization of Theorem 1.4 is just that factorization
from the free setting, and the novelty here is the uniqueness and the
observation that the factors can be described intrinsically in terms of
the space H. We will see in Theorem 6.2 that a multiplier is subinner,
if and only if it has a lift to an isometric left multiplier on F7 whose
range in F; has nontrivial intersection with the embedded version of
H. Such a lift is necessarily unique. Furthermore, a function in H is
free outer, if and only if its image under the embedding in F7 is left-
(respectively right-) outer (see Theorem 5.3 and Lemma 6.1). We also
note that the defining property of free outer functions is inspired by
Theorem 2.3 of [48] and Proposition 2.5 of [22].

By the observation before Theorem 1.4, if f = ph is a subinner /free
outer factorization, then & = &, and it follows that each equivalence
class & contains a free outer function. It turns out to be unique up to
a constant factor of modulus 1.

Theorem 1.5. Let H be a Hilbert function space with normalized com-
plete Pick kernel. If f,g € H\ {0}, then Py = P, if and only if f and

g have the same free outer factors.

This will be proved in Section 6. We will see that free outer functions
are always cyclic vectors in H (see Theorem 6.3). This easily implies
that [f] = [p], whenever ¢ is the subinner factor of f. However, we
will show by example that in the Dirichlet space D and in the Drury-
Arveson space H?, d > 2, there are cyclic functions that are not free
outer (Examples 10.3 and 11.1). This implies that in these spaces there
are cyclic, non-constant subinner functions. For the Dirichlet space
we will even exhibit non-constant functions that are simultaneously
subinner and free outer (see the remark following Theorem 14.9).

Corollary 1.6. Let h € H\ {0}. Then the following are equivalent:
(a) h is free outer,
(b) there is z € X with |h(2)| = sup{|f(2)| : f € &},
(c) for all z € X we have |h(z)| = sup{|f(2)|: [ € &}
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If H does not admit any non-constant isometric multipliers, then the
three conditions above are also equivalent to

(d) lofIl < [Jwhll for all f € & and ¢ € Mult(H),

We note that many spaces including the Dirichlet space D and the
Drury-Arveson space H> for d > 2 satisfy the hypothesis of item (d) of
this corollary. For H2, this is Proposition 8.36 in 2], and the statement
about D also follows from a computation with power series.

Proof. The previous two Theorems imply that if A is free outer, then
each f € &, has the form f = ph for a contractive multiplier ¢. This
shows the implications (a) = (c) and (a) = (d). The implication (c) =
(b) is trivial. The implication (b) = (a) follows from the existence of
the subinner/free outer factorization and the fact that a non-constant
contractive multiplier ¢ must satisfy |p(z)| < 1 for each z € X see
Lemma 2.2 of [4].

We will now prove (d) = (a). Suppose h € H satisfies that || f|| <
|h| for all f € &, and all ¢» € Mult(H). Let h = @g be the subin-
ner /free outer factorization of h, then for all ¢» € Mult(H) we have

[gll < llonll = lvegll < gl

Thus [|¢(g)]| = || for all b € Mult(#H). Now since the free outer
function g is cyclic in H it follows that M, is an isometry on #H, and
hence by hypothesis ¢ must be constant, hence h is free outer. |

Corollary 1.7. If ¢ € Mult(H) is subinner, then there is a free outer
Junction f with || f|| = [|f]| # 0.

Proof. Since ¢ is subinner, there is a non-zero g € H with ||¢g|| = | g]|-
Let g = ¢ f be the subinner/free outer factorization of g, then ||f|| =
[0F1 = e fll < llefIl < 17Nl Hence [lpf]l = [[f[l # 0 and [ is free

outer. u

Corollary 1.8. If ¢ € Mult(H) is subinner, then ¢ is an extreme point
of the unit ball of Mult(H).

Proof. Let ¢ € Mult(H) be subinner. By Corollary 1.7 there is a free
outer function f such that || f|| = || f|| # 0. Since free outer functions
are cyclic we have f(z) # 0 for all z, hence if ¢ € Mult(H) such that

h — is contractive H — H@H, then ||¢ f|| = 0 and hence ¢p = 0.

wh

)
Thus, ¢ is what has been called column extreme, and as has been noted
by Jury and Martin, column extreme multipliers are extreme points of

the unit ball of Mult(#), see the proof of Corollary 1.2 of [35]. |
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At this point we remark (although it is not necessary for our proofs)
that the second named author recently showed that for complete Pick
spaces the exreme points of the unit ball of Mult(#) consist precisely
of the column extreme multipliers, [31, Theorem 1.6].

In Sections 10 and 11 we have calculated some examples of subin-
ner/free outer factorizations in the Dirichlet and Drury-Arveson spaces.
For example, we will show that the product of two free outer functions
in H2 may not be free outer, see Example 11.2.

We now present a general observation about examples. Note that
if f = ph is a subinner/free outer factorization, then M;f = h by
Lemma 1.3, and hence the free outer factor of f is contained in the
x-invariant subspace generated by f:

h € [fl. = clos{M,,f : 1 € Mult(H)}.

So for example, if f is a finite linear combination of reproducing kernels,
then its free outer factor is a linear combination of the same reproducing
kernels and hence the subinner factor is a ratio of two such expressions.
In particular, we note that reproducing kernels must be free outer.

Example 1.9. If M is any multiplier invariant subspace of H and A
is not a common zero of M, then f = Hﬁ/};’jr” k is the free outer factor
of g = P Mk’ A-

Indeed, one verifies that Py = FP,. Hence since f is a free outer
function the statement follows from Theorem 1.5.
By a Theorem of McCullough and Trent (|43]) Py can be associated

with an inner sequence {,} so that Py =) - M, M7 , and hence

Puky = 3,50 ¢n(N)pnky. This implies that the subinner factor of
Pk, is B

ano SOn—(/\)SOn '
Vo lea VP

The sequence ¢, can also be used to give a representation of the subin-
ner factor ¢ of an arbitrary function f € M. Indeed, if f € M, then
F = Pauf = S o 0l £ where [[£]2 = 5,0 [, fIF. Then The-
orem 12.1 implies that there is a free outer function g with ||g||* =
> nso IV fII?, and there are ¢, € Mult(#H) such that - |[4h]]* <
|A]|* for all h € H and such that M} f = 4,g for each n > 0. Then
[ =2 ,50%ntng, and the uniqueness of the subinner/free outer fac-
torization implies that the subinner factor of f is ¢ =" ., ©ntn.
We will now mention some applications of our results. A classical
theorem of Caratheodory-Schur states that every function in the unit
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ball of H*(D) is a pointwise limit of a sequence of finite Blaschke prod-
ucts, see e.g. 28], Theorem 2.1. or [44], p. 36. In [64] Shimorin defined
the class of subextremal functions for the Bergman space L2, and he
showed that every such function can be approximated by a pointwise
limit of rational L2-extremal functions. Since the subextremal func-
tions contain the unit ball of H>°(ID) we may consider this to be an
analogue of the Caratheodory-Schur Theorem. On the other hand for
the Dirichlet space it was shown in [39] that there are contractive multi-
pliers of the Dirichlet space that are not a pointwise limit of a sequence
of D-extremal functions. The subinner functions turn out to be so-
lutions to extremal Pick problems (see Theorem 9.3), and hence they
form a sufficiently rich class of functions to achieve such density.

Theorem 1.10. If H is separable, infinite dimensional, and has a
normalized complete Pick kernel k, then for every function ¢ in the
unit ball of Mult(H), there is a sequence {pn} of subinner functions
such that p,(z) — @(x) for every v € X.

If'H C Hol(By) for 1 < d < oo and the monomials {2*},eng form an
orthogonal basis for H and are multipliers of H, then the approrimating
subinner functions can be chosen to be rational functions.

We will prove this in Section 8. As a second application we state the
following theorem.

Theorem 1.11. Let Hy and Hs be separable Hilbert function spaces
on a set X such that s is a complete Pick kernel, which is normalized
at zo € X, and such that k/s is positive definite.

If f € Hi\ {0}, then there is a unique pair of functions ¢ €
Mult(Hs, Hi) and g € Hs such that

(i) /=g,

(i) [ fll#, = llgllns,
(iii) g is free outer in Hs with g(z) > 0,
(iv) [lellnuter ) < 1.

The proof will use the vector version of Theorem 1.4, see Section
12. The factors in the above factorization have some special properties
as compared to general functions in Hy. In fact, functions in H, can
be written as ratios of multipliers of H,, and contractive multipliers
from Hg to Hy, e.g. satisfy the pointwise estimate |p(2)| < H’Z”, see [5],
Section 4.

Theorem 1.11 applies for example to the situation where H; is the
Hardy or Bergman space of By and H, = H3. In the case when d = 1
one can give a direct proof of this result that is based on the sweep of
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a measure (as compared to the isometric dilation) and this argument
extends to P'(u)-spaces, 1 <t < oo, see Theorem 12.5.

Another application concerns the weak product of the Hilbert func-
tion space H. It is defined by

HOH =D fugn: DI fulllgnll < o},

n>1 n>1

H © H becomes a Banach space with norm

Wllore = inf {3 I falllgall : =3 faga -

n>1 n>1
It is known that H?(0B,) © H?*(0By) = H'(0B,) and there are similar
results for Bergman spaces, see [17]. We think of H®#H as an analogue
of the space H! for the general Hilbert function space. For further
motivation and information about weak products we refer the reader
to [10] and [56]. Also, see |7] for the particular cases where H has a
complete Pick kernel.

A combination of Theorem 1.3 of [36] and of Theorem 1.2 of [31]
implies that if a Hilbert function space has a normalized complete Pick
kernel, then for every h € H ©® H, there is a pair of functions f,g € H
such that h = fg and ||h|lyex = ||f]lllgll. It turns out that subin-
ner/free outer pairs are relevant in this context as well.

Theorem 1.12. Let H be a Hilbert function space with normalized
complete Pick kernel. If h € H © H \ {0}, then there exists a subin-

ner/free outer pair (¢, f) with h = @f* and ||hlluer = [f*llnon =
£

Unfortunately, for general functions f € H we do not have a way to
explicitly determine the free outer factor. In [5] the Sarason function

(1.1) Vi(z) = 2(f, k. f) — I f]I?

was used to establish an explicit formula to write f as a ratio of two
multipliers. Note that it was shown in [29] (also see Lemma 7.2) that
for normalized complete Pick kernels for each z € X the function k£, is
a multiplier, thus the Sarason function is well-defined. If H = H? is
the Hardy space of the unit disc, then

B w+z |dw|
o= [ S rg

and hence V; determines the outer factor of f uniquely.
For the larger generality of all spaces with complete Pick kernel we
mentioned above that two functions f, g € H have the same free outer
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factor, whenever f and g define the same vector states Py = P, (The-
orem 1.5). Thus, any function f has the same Sarason function as its
free outer factor. Furthermore, in Section 3 we will define two natural
extensions of V;, the free Sarason functions Vi and V£. They are free
functions defined for functions F' in the Fock space, and they uniquely
determine the free outer factor of f, whenever F' is the image of f un-
der the Fock space embedding of H. Thus, one may wonder whether
Vy itself determines the free outer factor of f. For many spaces this is
the case, and in those cases the Sarason function provides a convenient
way to keep track of when vector states agree.

In order to state our result we recall notation regarding multinomials.
If d € N, then a multi-index o is an element in N, o = (aq, . .., aq), and
la| = Z;lzl a;. If d = 0o, then a multi-index is a sequence of the form
a = (a1,q,...) with a; € Ny for each j € Nand |a| = > 72 a; < oc.
We write 0 = (0,0,...) and I, for the collection of all such multi-
indices. If n € N, then we will also write

I, ={a€ly:a;=0forall j >n}.

Note that I, is a countably infinite set.
If d € NU{oo} and if z € B, then the expressions z* = H;.lzl 2’

al = H;.lzl a;! are well-defined for each o € I, because all products
only have finitely many factors that are # 1.

and

Theorem 1.13. Let H be a Hilbert function space with normalized
complete Pick kernel on a set X, and let f,g € H \ {0}.

If either

(a) f,9 € Mult(H) or

(b)) d € NU{oo}, X = By, ku(2) = > cp, @a2*W*, where each
o >0 and Y- ) aa|2%* < oo for each z € By,

then the following are equivalent:

(i) f and g have the same free outer factor,
(ii) Py =P,
(iii) V; = V.

In particular, the theorem applies to H?(ID), the Dirichlet space D,
and the Drury-Arveson space H3. Note further that if X is finite, then
every element of H is a finite linear combination of reproducing kernels.
Hence in that case all elements are multipliers and the theorem applies.

As far as we know, it is possible that the conclusion of the previous
theorem is true for all complete Pick spaces. That would be the case,
if the answer to the following question is positive.
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Question 1.14. If H is a Hilbert function space with normalized com-
plete Pick kernel, then are finite linear combinations of the reproducing
kernels weak*-dense in Mult(H)?

One further situation, where we know the conclusion of the previous
theorem holds is as follows.

Theorem 1.15. If X = {\, Ay, A3,...} € D is a Blaschke sequence
of distinct points with 0 € X, if H = H*(D)|X, then the linear combi-
nations of reproducing kernels are weak*-dense in Mult(H).

We will prove this in Section 7. By H?(D)|X we mean the space
{f: X —=C,3ge HD) f=glX}

with norm ||f|| = inf{||g||z2 : ¢ € H*(D) f = g|X}. Tt is clear that
this space is isomorphic to \//\eX{ﬁ} C H*(D).

We now give an overview of the set-up for the remainder of the
paper. Section 2 contains a review of the needed background about free
analytic functions, the Fock space F2, and its distinguished subspace
H2, the symmetric Fock space. In Section 3 we define the free Sarason
functions V£ and V} and establish their basic properties. For functions
F € H? there is a close connection between Vi as defined in (1.1) and
the free Sarason functions (see Lemma 3.3). Section 4 will start with a
review of the free inner-outer factorization results of Arias-Popescu and
Davidson-Pitts ([11, 22]). Then, in Sections 4 and 5 we will prove that
the free Sarason functions determine the free left and right outer factors
of F € F2, and that they provide a way to establish that for functions
F in #-invariant subspaces H of H2 C F7 their free left and right outer
factors are determined by data that are available from within H (see
Theorem 4.6). These results are put together in Section 6 to prove
Theorems 1.4 and 1.5. In Section 7 we will prove Theorems 1.13 and
1.15, which also imply that for many complete Pick spaces the Sarason
function V; uniquely determines the free Sarason functions Vi and V.
In Sections 8 and 9 we establish a generalized version of Theorem 1.10
and we prove that solutions to extremal Pick problems are subinner.
Sections 10 and 11 contain specific information and examples about the
Dirichlet and Drury-Arveson spaces. For example, we will show that
subinner functions ¢ for the Dirichlet space have the property that M,
attains its norm only on a 1-dimensional subspace (Theorem 10.2). We
will also see by example that products of free outer polynomials may
or may not be free outer. Furthermore, we will show that free outer
polynomials in D necessarily have no zeros in a disc that properly
contains the closed unit disc.
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In Section 12 we will show that sequences of functions in H whose
norms are square summable have a unique common free outer factor.
That result can be used to give quick proofs of Theorem 1.11, of the
result from [20] that the multiplier algebra of a complete Pick space
has property A;(1), and that sums of Sarason functions are Sarason
functions (Corollary 12.2). Property A;(1) implies that if ® is a weak™*-
continuous linear functional on Mult(#) and if € > 0, then there are
f,g9 € H such that

(1.2) I fllllgll < [|®@]| + ¢ and ®(u) = (uf,g) for all u € Mult(H).

In Theorem 12.3 we will show that in (1.2) one can take ¢ = 0, if
and only if one can choose f and g of the form g = ¢f for some
subinner/free outer pair (¢, f).

Theorem 1.12 will be proved in Section 13. Finally, in Section 14
we assume d < oo and we slightly generalize a result of Clouatre and
Davidson ([16]) and we show that for regular unitarily invariant com-
plete Pick spaces on B, a multiplier ¢ of norm one is subinner, whenever
llolloe < ||l|mury = 1 (Proposition 14.1) and either it is a multiplier-
norm limit of polynomials or the space satisfies the one-function Corona
theorem and M, is essentially normal. It is known that the standard
weighted Dirichlet spaces D, satisfy the one-function Corona theorem,
and we go on to provide a sufficient condition for M, to be essentially
normal on D,, Theorem 14.8. We conclude that in D,, a > 0 sufficient
regularity of a non-constant function ¢ implies [|¢]|o < ||||Mute(z) and
that such ¢ is subinner, if ||¢||vuwi) = 1, see Lemma 14.5 and Theorem
14.9. This theorem does not apply to H3.

Acknowledgement: The authors are grateful to Georgios Tsikalas
for sharing an observation related to Section 14.

2. FREE HOLOMORPHIC FUNCTIONS AND THE FREE FOCK SPACE

In the following we summarize the needed basic definitions and facts
about free holomorphic functions and the free Fock space F2. For
proofs and further details we refer to [47] [48], [50], [37], and [59]. Some
care is required since different authors have used different definitions
and some papers do not specifically include the case d = oco. We
mention that we will consider free holomorphic functions functions on
the noncommutative ball (nc ball). That is the common approach now,
but Popescu in the papers referenced above, considers the functions
to be defined on the larger “operatorial unit ball”. For the results
that are needed in this paper that never creates a problem, and the
needed results follow by the same proofs as suggested in the referenced
papers. Nevertheless, in the paragraphs below we occasionally offer
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some additional comments. Furthermore, we refer to Section 3 of [59]
for proofs that many of the relevant concepts can indeed be identified,
and that includes the case when d = oco.

Let d € N or d = oo, and let F denote the free semi-group on d
generators. Thus, F consists of the empty word @) and all words of
finite length with letters from the alphabet Ay = {1,2,...d} with d
letters. If w = wyws - - w, with w; € Ay, then the flip of w is defined
by w = w, - - - wow;. The length of the empty word is defined to be 0,
while if w = wywy - - - w, with w; € Ay, then we define the length of w
by |w| =n. If w € F, then a(w) € N¢ is the multi-index associated
with w and it is defined by a(w) = (o, ..., aq), where a; equals the
number of times the letter j € A; occurs in w.

Now let x = (z1,...,x4) be a freely non-commuting indeterminate
with d components. We will use it in formal computations with free
polynomials and free power series. If w € Ff, then the free monomials
are defined by 2% = 1, if w = 0, and 2% = @y, . . . Tuy,, if W = w1 -+ - Wy
If n € Nand if X = [Xy,...,X,] is a d-tuple of n x n matrices,
then we can evaluate the monomial z* at X by forming the matrix
X" = Xy, -+ Xy, A formal power power series in x is an expression
of the type F(x) = ZweFj a,x, where a,, € C for each w € F.
Formal power series may converge, when evaluated at certain d-tuples
of matrices. For n € N and 0 < R < oo we write B];*"(R) for d-tuples
X = [Xi1,...,X4] of n x n matrices whose row operator norm || X as
linear transformation X € B(C"® C? C") (resp. X € B(C"®{,,C") if
d=o00)is < R. Here X : (uy,...,uq)" — Zle X,u; for uy, ...,uqg € C™,
and ||.X|| = [|[X1, ..., X4]|| is defined by

d d
10 = sup { IS Kwllen = D fleall? <1},
i=1 i=1
The nc-ball of radius R is defined to be
By (R) = J By (R)
n=1

and we with write B¢ for the (open) nc-unit ball Bj¢(1).

Lemma 2.1. Let d € NU{oo}, and let F(z) = ZweF; a,x" be a free
power series such that

1/2

(2.1) My(F) = Z || < oo foreach k € NU{0}.

|lw|=k
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Then for any k > 0, n € N and any d-tuple X = [X1,..., X4 of n xn
matrices that defines a bounded row operator the sum Z‘w‘:k Gy X ™
converges absolutely in B(C") and

(2.2) | > awx| < ammnx-
|lw|=k
Define R € [0, 00] by
3"

1 ,
}—%:hmsup Z|aw|

k—o0 |w|=k

Then for X € By™"(R) we have 3 ;7 [| 3, =k @ X || < 00 and hence
D h0 2=k G X" converges in B(C").

For d < oo this follows from Theorem 1.1 of [49].

Proof. We may and will assume R > 0. Let n € Nand X = [X;,...,X,] €
B *"(R). We first show that for each ¥ € NU {0} and for u € C"

(2.3) D awl[|X ]| < oo

|lw|=k
Note that || X|| = ||X*||, hence for u € C" we have Y0 || XFul]> <
| X[|?]Ju||?. Tt follows that an induction argument shows that for & > 0

D X P < X .

|w|=k

Thus, condition (2.3) follows easily from the summability assumption
(2.1) on the coefficients of F', since

1/2 1/2

Do laull Xl < | Y Jauf? D X ul?

|lw|=k |w|=k |lw|=k

< Mip(F)[| X ||l

We note that this estimate also implies inequality (2.2). Moreover,
(2.3) implies that the sum Zm‘:k Up X" converges unconditionally in
the strong operator topology. Since X consists of operators on a finite
dimensional space, the sum Z‘w‘:k a, X" converges unconditionally in
the norm of B(C"). Finite dimensionality of B(C") then yields absolute
convergence.



16 A. ALEMAN, M. HARTZ, J. MCCARTHY, AND S. RICHTER

The remainder of this proof is routine. Let r € R with || X|| < r < R.
Then there is kg € N such that whenever k > ko, then (My(F))?* =
>l @] < 772k Thus, by (2.2) we have

ko—1

PIEYENRIGIETES W= .

k=0 |w|=k k=ko

The number R is called the radius of convergence of the free power
series. If R > 0, then it follows that for each n € N and X € B*"(R)
the series Y o, <Z|w|:k anw> converges in B(C").

If R > 0, then a function F' : B}*(R) — C" :=J 7, M, (C) is called
a free holomorphic function if there are complex coefficients {@w} e p+
such that the free power series i G has radius of convergence
> R and F(X) = ZweFj a, X" for each X € BJ°(R). An important
fact about free holomorphic functions F' on Bj°(R) is that the coeffi-
cients a,, are determined uniquely by the values F'(X) for X € BJ¢(R).
This follows for example as in [49], page 277, with the help of the left
creation operators L = (Ly,...,Lg) on the free Fock space, by con-
sidering for 0 < r < R the operators X,, = P,(rL)|H, € BI(R),
where H,, is the space of free polynomials of degree < n in the first
m = min{n, d} variables, and P, is the orthogonal projection of the
free Fock space onto H,,.

If F(z) = ZweF; F(w)z® and G(z) = ZweF: G(w)z® are free holo-
morphic functions in B°(R) and if a,b € C, then (aF + bG)(z) =
ZweFJ(aF(w) + bG(w))z” and FG(z) = ZweF; cwx™, where ¢, =
D e F o—up F(u)G(v) are free holomorphic functions on B2¢(R) with
(aF +bG)(X) = aF(X) + bG(X) and (FG)(X) = F(X)G(X) for all
X € Bi(R).

The free Fock space F2 is the space of formal power series in x =
(z1,...,24) with square summable coefficients i.e. F' € F37 if and only
it F(2) = Y epr F(w)z® and | F||? = Ywer} |F(w)|? < oo. Tt follows
from Lemma 2.1 that each F' € F37 has radius of convergence > 1, hence

the free Fock space consists of free holomorphic functions on B)¢, and
(2.2) implies that

IIFH;

(2.4) 17 (0))* < e

for all F € F;, X € BJ°.
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A unitary operator W on F? which satisfies W = W* is defined
via the flip operation: If F' = ZMGF; F(w)z", then FF = WF =

ZweFJ F(w)z". We will call W the flip operator.
The non-commutative left analytic Toeplitz algebra is

Fit ={G € Fi:||Glloo = sup [|G(X)] < o0}.
XeBne

It turns out that Lg : F — GF, multiplication by G from the left,
defines a bounded operator on F2, if and only if G € J—“f" and ||G||o =
|| Lc||; see Section 3 of [59].

We will also use the notation Rg for multiplication by G from the
right, and it is a simple calculation that shows that R = W LW, and
hence ||Rg|| = ||Gllos. Thus, it is natural to define the right Toeplitz
algebra by

FEh={GeF;:GeF ).

Special cases of this are the left creation operators L; = L,, and the
right creation operators R; = R,,, which are defined by (L;F)(z) =
z;F(z) and (R;F)(z) = F(x)x;, i = 1,...,d. Finally, for w € F we
will write LY = Lw and R* = R w.

The Toeplitz algebras of operators {Lg € B(F2) : G € Fo'} and
{Rc € B(F?) : G € F>"} are closed in both the weak* topology of
B(F?) and the weak operator topology, and the two topologies coincide
on these Toeplitz algebras, see Corollary 2.12 of [22]. Furthermore,
they have property Ai; in particular, every weak®-continuous linear
functional L can be represented by a rank one operator F' ® G by
L(Ly) = (LyF,G) for all H € F;>*. Thus, these rank one operators

induce weak* topologies on the algebras F° *“ and Frr.

Lemma 2.2. (a) If F,,, F € F3, then F, converges weakly to F, if and
only if |F,|| < C and F,,(X) — F(X) for all X € Bj°.

(b) If H,, H € .7-"50’{ then H, converges to H in the weak*-topology,
if and only if ||Hylleo < C and H,(X) — H(X) for all X € B

Note that if X € B2, then F'(X) € B(C*) for some k, so the “point-
wise convergence” in (a) and (b) can be understood as either norm
convergence or convergence in the weak operator topology.

Proof. (a) If X = (Xy,...,X,) € B¢ is a tuple of k£ x k-matrices, and
if u,v € CF, then note that as in the proof of Lemma 2.1 we have

S IX o) =0 (X v, u) <> IXPE o),
" k=0

k=0 |w|=k
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Thus, the free power series Kx ,.(z) = >, (X" v, u)a" defines an
element in F3, and one checks that (H, Kxuw)rz = (H(X)u,v) for all
He F;.

Now suppose F;,, — F weakly in F3. By the uniform boundedness
principle, ||F,|| < C for some C' > 0 and all n, and by the remarks
from the previous paragraph we conclude that for each X € B}¢ we
have F,(X) — F(X) in the weak operator topology.

In order to show that converse we note first that if F' € F7 is orthog-
onal to all elements of the type Kx ., then it must be the zero function
and hence F' = (. Hence finite linear combinations of elements of the
type Kx., are dense in F7, and it is now a routine approximation
argument to finish the proof.

(b) Let H,, H € F;>" such that H, converges to H in the wealk*-
topology, then || Ly, || = ||H,||s is bounded and H,, = Ly, 1 converges
to H = Ly1 weakly in F3. Hence H,(X) — H(X) for all X € B2* by
part (a).

Conversely, if || Hy || < Cand H,(X) — H(X) for all X € B}, then
for all X € B"¢ and for all F € F? we have H,(X)F(X) — H(X)F(X).
Thus, by (a) we conclude that H,F — HF weakly in F3 for all F' € F3.
Hence (L, F,G) — (LyF,G) for all F,G € F2. Since || Ly, | < C for
all n, it follows that H, converges to H in the weak*-topology. [

We say that p is a free polynomial, if it is of the form p(zx) =
> P(w)x™, where only finitely many of the coefficients p(w) # 0.

Lemma 2.3. The free polynomials are weak*-dense in ]-"go’g and in

00, T
Fd .

Proof. We will only consider the case F;° *“ the other case will fol-
low after an application of the flip operator. Let H € F;° ,e’ then
it has a homogeneous expansion H(z) = > -, Hi(x), where Hy(z) =
D fwl=k H(w)z*. On pages 405 and 406 of [22] Davidson and Pitts prove
that the Fejér means of the partial sums of the homogeneous expansion
converge to H in the weak*-topology. That proves the lemma in the
case, when d < oo. In order to also establish the lemma for d = oo it
will suffice to show that functions that only depend on finitely many
of the variables are weak*-dense in F2.

Let H € FO' H(x) = Y et H(w)z®. Then for n € N define
Hy(z) = 3 e+ H(w)z®. Note that if X = (X1, Xa,...) € B, then
s0is Y, = (X1, Xo, ..., X,,,0,. . ) and [|[ X =Y, |1 = || 00000 XeXe™|| —
0.
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We have H,,(X) = H(Y,,), hence || Hy||oo < ||H||oo. Clearly, H,, - H
in F7, so Lemma 2.2 shows that H,(X) — H(X). |

A distinguished subspace of F3? is the symmetric Fock space H2 C
F3. An clement F(z) = Y, F(w)z® € F2 is in H2, if and only if
F(w) = F(v), whenever a(w) = a(v). For each multi-index o € N¢
(which we understand as I if d = oo) we have [|>°, - V|| =

!
D a(w)=a |z || = %, hence the set {€a}qent; €a = ,/%i! > a(w)=a T

forms an orthonormal basis for H2. For z € B, set

K= 3w = $ze 30 4w

weF, aeNg  a(w)=a
Then K, € H? and we can use K, to evaluate functions F' € F? at
A Bdi
F(z) = (FK.) =) F(w)z"".

Since F'(z) is analytic in z we note that F(z) = 0 for all z € By,
if and only if >, _, F(w) = 0 for each a € Ng; if d = oo, then
B, — C,z — F\(z), is analytic for each n € N, which gives the same

conclusion. In turn, this happens if and only if F' € ’Hfﬁ, since for all
« € NZ we have

ol A
(F,e) = Tall > Fw).
" a(w)=a

This implies that the closed linear span of K, z € B, equals H2.
One calculates that

1
K. K\) = —F—.
< V=TT (X, 2)
Now recall that k,(\) = led is the reproducing kernel for the Drury-

Arveson space H3. It follows that the linear map defined by Uk, = K,
extends to be a unitary transformation of H3 onto H2, and if f € H3,
then (Uf)(z) = f(z) for each z € B,.

Furthermore, if 2 € By, F € F3, and G € ]-";O’Z, then the identity
(LgF)(2) = G(2)F(z) naturally leads to L5K, = G(2)K,. It follows
that H7 is invariant for each L{; and (Lg|H7)U = UM, where g €
Mult(H?) is defined by g(z) = G(z) for all z € B,.

Note that if W is the flip operator, then WK, = K, for all z € B, and
thus RLK, = WLEWK, = G(2)K.. It follows that R5|H3 = Lg|H3

for each G € ]:;o’e.
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3. THE FREE SARASON FUNCTIONS

Definition 3.1. Let F € F3. We define the left free Sarason function
of F' by the formal power series

() =2 ) (F,R"F)x" — ||F|

wEF+

and the right free Sarason function of F by

(x)=2) (FL°F)* —|F|*

weﬂj

Lemma 3.2. Let F,G € F2. Then the left and right free Sarason
functions of F and G satisfy the summability hypothesis (2.1) and have
radii of convergence > 1. Furthermore,

(F12 + 161

and
1—[|X]|

IVE(X) = VEOI < VBIIF - G|

UF1* + 1G12)

IVECX) = Vel < VBIF — GI R

for all X € Bj*.

Proof. We prove the statements for V}, the others follow analogously.
We start by noting that [Li, Lo, ..., Ly| defines a row isometry from
(F2) to F2. Hence its adjoint, the column operator [L3,..., LT, is
contractive, and thus an induction argument shows

(3.1) IR < | FIP.
|lw|=k

Using the notation from Lemma 2.1 this implies

M(VE)? <4 [(F.LYF)]
Jo|=k
=4 (L F,F)]’
Jo|=k
< 4RI I FP
Jo|=k
< 4| F|I"
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Thus V7 satisfies the summability hypothesis (2.1) and by Lemma 2.1
it has radius of convergence > 1. Furthermore,

My(VE=VE)?P <8 [(F—G,L"F)’ + (G, L"(F - G))|”
|w|=k

<83 |ILY(F — G)PIFI? + L G| | F - G
|lw|=k

<8[lF = GI*(IFI* + IG]1*) by (3.1).

By (2.2) of Lemma 2.1 this implies for X € B}

IVE(X) = VA < Y Mi(Vi = VE)IX|*

k=0
VIEI?+ G2
<VB|F -aq| R |

The convergence of the series as proven in the Lemma implies that
the coefficients {(F,L“F)},c ppoare uniquely determined by the free
holomorphic function Vi (analogously for V). We note that if F' €
F;>, then since {2}, F+ 1s an orthonormal basis of F3 we see that
VEi(z) = 2(L3F)(x)—||F||?. Thus, the extra assumption that F € F3**
implies that V£ € F2. From the remarks at the end of Section 2, one
can deduce that if ' € H2 then R*F = L*"F implies that V; = V£.
More is true in this case.

Lemma 3.3. If F € H2 and f € H? with F = Uf, then Vi = Vf
and VE(z) = VE(z) = Vi(2) for all z € By, where V; is the Sarason
function as defined in equation (1.1).

Furthermore, if F,G € H2, f,g € H3 with F = Uf,G = Ug, then
Vi = V& as free holomorphic functions on B¢ if and only if V; =V
as analytic functions on By

Proof. We start by noting that for all w € F; we have (F,LYF) =
ZueF; F(wu)F(u). Thus, if wy, w, € Ff with a(w;) = a(w,), then
for all u € F we have a(wu) = a(wu), and so F' € H? implies that

(3.2) (F,L""F) = (F, L**F), whenever a(w;) = a(wy).
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In order to show that Vi = V£ we use the flip operator W. Since
a(w) = a(w) for all w € FJ we have F = F for all F' € H3 and

x) =2 (F,L"F)z" — |F|*> by (3.2) and since a (i) = o(w)
wGF+
=2 ) (F,R“F)z" - |F|*> since L” = WR"W
weFJr

=2 Y (F,R"F)z" —||F|]

weEj
= Vlﬁ(x)

The equality (3.2) also means that V7 is determined by its values
at the points z € By, and hence for F,G € H2 we have Vi = V[ as
free holomorphic functions, if and only if Vi(2) = V4(z) for all z € B,.
Thus, it remains to be shown that Vi(z) = V(z), where f € H3
satisfies F' = U f and hence F'(A\) = f()) for all A € B,.

First suppose that F € F;>* N H2. Then

Vi (2)

2(LpF K.) — | F|)?
2M; bz — |1 113
20f, k= f)ez = |1 f1l3e
= Vi(2).

Thus the required identity Vji(z) = Vj(z) holds on a dense subset of
H?2, hence by Lemma 3.2 and the more elementary fact that p, — f in
HZ implies V), (z) = V}(z) pointwise, it holds for all F' € H23. [

4. A CLOSER LOOK AT THE FREE INNER-OUTER FACTORIZATION

We start this section by stating the theorem about the free inner-
outer factorization of elements of F37, see [11], Theorem 2.1, or [22],
Corollary 2.3. These results were stated for d < oo, but they can
be extended to cover the case d = oo. In fact, in [47|, Theorem 4.2,
Popescu had already established a closely related theorem, which in-
cluded the possibility that d = cc.

An element G € F;”" is called right inner, if Rq is isometric, and
F € F2is called left outer, if {LoF : G € F;>'} is dense in F3.
By Lemma 2.3 it follows that F' is left outer, if and only if {pF :
p is a free polynomial} is dense in F2.
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Similarly, G € F;° *“ is left inner, whenever L¢ is an isometry, and
F € Fj7 is right outer, if {RgF : G € F;”"} or equivalently {Fp :
p is a free polynomial} is dense in F3.

Theorem 4.1. Every H € F3 \ {0} has a left inner/right outer and
a right inner/left outer factorization. The factorizations are unique up
to a multiplicative scalar of modulus 1.

In particular we note that F' € F2 is right outer, if and only if it
satisfies the following condition: whenever F' € ran Lg for some left
inner multiplier ® € F5>°, then ® = ¢ for some ¢ € C with |¢| = 1.

Recall that a free polynomial is of the form p(z) = > p(w)z",
where only finitely many of the coefficients p(w) # 0. If p is a free
polynomial, then it follows easily that the free Sarason functions are
free polynomials as well, and hence they will define bounded left and
right multipliers.

Lemma 4.2. [f F € F2, then
IpF||* = Re(F, V, F)
for every free polynomial p.

Proof. It p = > p(w)z", then (p,R'p) = ZweF; p(wv)p(w), and
hence

(4.1) (FVSF) =2 Y plwo)p(w)(F, LF) — ||pl*| F||*.

v,weFd+

Next note that (LVF, L*'F) = 0 unless w = w'v or w' = wv for some
v € Ff. Thus, using the fact that each L; is isometric we calculate

IpF|* = > p(w)p(w)(L"F, L' F)
w,w’GF;

=2Re ) p(w)p(wo)(F,L'F) — |p|*||F|?

weF)
= Re (F,V,F) by identity (4.1). u
Lemma 4.3. If F,G € F3, then Vi = V% if and only if
IpF|* = [lpG|?
for every free polynomial p.

Proof. If Vi = V£, then the functions have the same power series co-
efficients and hence (F, ¢F) = (G, ¢G) for each free polynomial q. The
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conclusion follows immediately from the previous lemma since V;f is a
free polynomial for each free polynomial p, so

IpFII? = Re (F,V.F) = Re (G, V/G) = [pGI]"

In order to see that the converse is true as well, we use polarization
to see that (F,qF) = (G, qG) for each free polynomial g. This implies
that Vi = V. [ |

Lemma 4.3 says that ||[pF||> = ||[pG]|* for every free polynomial p if
and only if (F,LYF) = (G,L"G) for all w € FJ. There are other,
perhaps more elementary calculations that lead to this conclusion, but
we wanted to show the connection with the Sarason functions. In fact,
Lemma 4.2 together with an elementary calculation implies that

(Vi = 1)F|? + 4llpF|* = |(V + 1)F1?,

and a related expression was the basis of the proof of Proposition 3.5
of [5].
Theorem 4.4. Let ® € F,°" with ||Re|| < 1. If there is a F € F3,

F # 0, such that ||F®|| = ||F||, then Re is isometric when restricted
to [Fly = clos{LyF : ¥ € F3o'Y.

In particular, it follows that if F' is left outer, then ® is right inner.

Proof. Assume that F € F2, F # 0, ® € F;”" with |Ry|| < 1 and
such that [|[F'®| = ||F||. Then R5ReF = F by Lemma 1.3, hence for
all w € F} we have

(F,L"F) = (R%(F®), LYF) = (F®, RyL“F) = (F&, L"(F®)).

Hence Vi = V}g, and by Lemma 4.2 this implies that ||pF| =
IpF®|| = ||Ro(pF)|| for every free polynomial p. An application of
Lemma 2.3 now finishes the proof. [ |

Lemma 4.5. Let F,G € F3 with Vi = V(.

(a) If F is left outer, then there is a right inner ® € F;°" such that
G = RoF = Fo.

(b) If both F and G are left outer, then F' = cG for some ¢ € C with
le| = 1.

Of course, an analogous lemma holds for right outer elements.

Proof. (a) Since F' is left outer, {pF : p free polynomial} is dense in
F2, 50 by Lemma 4.3, there exists an isometry V on F? satisfying

V(pF) = pG
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for all free polynomials p. If p, q are free polynomials, then ¢V (pF') =
qpG = V(gpF) and this implies that ¢V'1 = V¢ for every free polyno-
mial q.

Set ® = V1 and choose a sequence of free polynomials ¢, that con-
verge to F in F2. Then ¢,® = V¢, — VF = G in F3. Furthermore the
sequence converges pointwise in B}}°. We thus conclude that G = F'®.
Multiplying that identity by a free outer polynomial p on the left we
obtain

V(pF) = pG = pF®.

Hence multiplication by ® on the right defines an isometric operator,
i.e. ® is right inner.

(b) If we also assume that G is left outer, then the range of Rg will be
dense in F7 and hence Rg is unitary. By Corollary 1.5 of [22], or by the
uniqueness part of Theorem 4.1, this implies that Re is a constant. W

Theorem 4.6. Let F,G € F3\ {0}, then the following are equivalent

(i) Vi = Ve,

(ii) (LoF, F) = (LeG,G) for all ® € F**,

(iii) F = F,®; and G = F, Py, where ®; and ®y are right inner

multipliers and F, is left outer.

Proof. The implications (iii) = (ii) = (i) are trivial, they follow im-
mediately from the definitions. In order to show (i) = (iii) we note
that by the existence of the inner-outer factorization (Theorem 4.1) we
have F' = F,®; and G = G,P,, where Rg, and Rg, are isometric right
multipliers and F,, G, are left outer. If condition (i) is satisfied, then

Ve, =V =Vi=Vg,
and hence part (b) of the previous Lemma implies (iii). |

Of course, by symmetry the analogous Theorem holds with right and
left multiplications switched. We state the result for later reference.

Theorem 4.7. Let F,G € F3\ {0}, then the following are equivalent
(i) Vi = VG,
(ii) (ReF, F) = (RsG,G) for all ® € F™",
(iii) F = ®&1F, and G = ®oF,, where 1 and Py are left inner
multipliers and F, is right outer.

5. *-INVARIANT SUBSPACES OF H2

We say that a subspace H C H2 is x-invariant, if LyH C H for all
00,l
@ 6 Fd .
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Lemma 5.1. Let H € H3\ {0}, and suppose H = ®,F, = F,,
are its left inner/right outer and right inner/left outer factorizations,
normalized so that F.(0) > 0 and F;(0) > 0. Then

(a) F, = F, € H? and

(b) PyLa,|Hi = PyzRa |3 = M,, where g € Mult(HJ) satisfies
g(z) = ®,.(2) = Py(2) for all z € By.

It follows that H 1is right outer, if and only if it is left outer. Fur-
thermore, if H C H2 C F2 is a x-invariant subspace such that H € H,
then F, = F, € H.

Proof. First we note that for any x-invariant subspace H with H € H
we have F,. = Ly H € H and I, = Ry H € H by the discussion at
the end of Section 2. In particular, F,, F; € H2. By the implications
(iii) = (i) of Theorems 4.6 and 4.7 applied with H and F; (resp. H
and F,) we have V}; = Vi and Vj; = Vi . As noted in Lemma 3.3,
for functions in H?2 the left and right Sarason functions agree, hence
Vi = Vi, Thus, by Lemma 4.5(a) we conclude that F, = F;®; for
a right inner multiplier ®; € F;~". Analogously, F; = ®oF, for a
left inner multiplier ®, € ]-";O’e. Then F, = ®,F,®,. Thus the right
outer function F; is in the range of the left inner multiplier Lg,, hence
®, = 1 by the remark in the paragraph following Theorem 4.1 and the
normalization hypothesis. This proves (a).

Also, it implies that for each z € B; we have H(z) = Fy(2)®,.(2) =
Oy(z)Fy(z). Since Fy(z) # 0 for all z € B; we conclude that ®,.(z) =
®y(z) and hence L} |H; = Ry, |H;. Thus (b) follows as well.

Now if H is right outer, then ®;, = ¢ where |¢| = 1. Then H(z) =
cF.(z) = Fy(2)®,.(2) and the identity F, = F, implies ®, = ¢. Hence
H = F, is left outer. The converse direction follows by symmetry. W

Now we extend the definition of free outer functions to elements in
s-invariant subspaces of H3. If F' € H2, we let Pp denote the linear

functional on F;>* defined by
Pp(®) = (Lo F, F).

Definition 5.2. Let H C H? be a *-invariant subspace. If F € H\{0},
then F is called H-free outer, if

|F'(0)] =sup{|G(0)| : G € H, Pr = Pg}.

Theorem 5.3. Let H C H? be a x-invariant subspace, and let F' € H.
Then the following are equivalent:

(i) F is H-free outer,

(ii) F is right outer in F2,



FREE OUTER FUNCTIONS IN COMPLETE PICK SPACES 27
(iii) F s left outer in F3.

Proof. The equivalence of (ii) and (iii) is part of Lemma 5.1. Suppose
that F' is left outer and that G € H is any function satisfying Py =
Pp. Then by (a trivial implication in) Theorem 4.6 we have Vi = Vj
and hence Lemma 4.5(a) implies that G = F® for some right inner
multiplier ® € F;~". Then |G(0)| = |F(0)®(0)| < |F(0)| and hence F'
is H-free outer.

Conversely, suppose that F' is H-free outer, and consider its right
inner/left outer factorization ' = G®. Then Pr = P and G € H
by Lemma 5.1. Hence the fact that F' is H-free outer implies that
|©(0)] = 1. Hence 1 = |@(0)| < [[®][2 < [|®[[x = 1, and this implies
that ® is constant and hence F' is right outer. [ |

With the following Theorem we will link certain inner multipliers of
JF2 to subinner functions on spaces with complete Pick kernel. If H C
H? is a x-invariant subspace, then we will write Py for the projection
of Fj onto H and we note that the fact that Lg|Hg = Rj|H7 implies

that Py®F = Py F® for all F € # and ® € F;o".

Theorem 5.4. Let H C H? be a *-invariant subspace, and let ® €
Fr N ®lse < 1. Then the following are equivalent:

(a) ® is left inner and ran L N'H # (0),

(b) ® is right inner and ran Rg NH # (0),

(c) there is F' € H such that |Py(®F)|| = || F|| # 0,

(d) there is an H-free outer function F' € H such that | Py (®PF)| =
1E][ # 0.

Proof. Let W denote the flip operator, then the identity W LsW = Rg
implies that @ is left inner, if and only if ® is right inner. Furthermore,
if G = F® € ran Ry NH, then G = G since H C H2, and hence
G =G = ®F €ran Ly NH. Thus, (b) =(a), and the converse holds
similarly.

We will now show the implications (a) = (¢) = (d) = (b). Suppose
(a) holds. Then there is F' € F2, F # 0, such that ®F = H € H. Then
OF = Py(®F) implies || Py (PF)| = ||®F|| = || F|| and the x-invariance
of H implies that F' = L3 H € ‘H. Thus (c) holds.

Next we assume that (c) holds, i.e. there is a nonzero F' € H such
that || Py (®F)|| = || F||. Then

IF] = [[Pu(@E)|| < [[@F[ < [|F]],

which means that ||Py(®F)|| = ||[®F| and hence ®F € H. Let F =
UG be the left inner/right outer factorization of F'. Then G = Ly F €
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H as well, G # 0 is H-free outer by Theorem 5.3, and
Gl = 1F]l = | P (®¥G)]|
= || P (¥G®)| by the remark before the statement

— || Py Ly Py (G®)|| since H is co-invariant for left multipliers
= || P Ly Pu (2G|

< || P (2G|

< |G|

Thus (d) holds with the function G.

Now assume that (d) holds. Then as remarked before the statement
of the Theorem we have ||Py(F®)|| = [Py (®F)[ = ||F[|, and hence
with an argument as in (¢)=-(d) we see that F® € H and ||[F®|| = || F||.

By Theorem 5.3 F' is left-outer, hence by Theorem 4.4 ® is right inner
with F® € ran Rz NH, i.e. (b) holds. |

6. NORMALIZED COMPLETE PICK SPACES

In this Section we will prove the main Theorems that were stated
in Section 1. If k,(y) = m for some function u : X — B, for

d € NU{oo} with u(zg) = 0, then by a theorem of Agler-McCarthy [1]
we can identify H; with the x-invariant subspace

H = closed linear span of {K, : z € ran u} C H> C F;.

As in the earlier sections for z € B, we have used K, to denote the point
evaluation functional K, € H? C F2 which for z,w € By satisfies
K.(w) = ( . The identity k,(y) = Ku@)(u(y)) can be used to show

that the map Uk = Kz extends to be a linear isometry U : H;, — F3
with range equal to H. Thus, UU* = Py, the projection onto H, and
we have U* = C,,, where C, F'(z) = F(u(z)) for all z € X.

Furthermore, if ® € F5>, then the definition p(z) = ®(u(z)) de-
fines a ¢ € Mult(H;) with UM = L3U, and hence M, is unitar-
ily equivalent to PyLe|H, and |[¢||mue@y) < |||l Conversely, if
@ € Mult(H;), then there is ® € F5> such that || @], = || ol vt (7
and p(z) = ®(u(x)). We call any such ® a lift of ¢, see [26], [46].
Another relevant reference in this context is [21].

Note that for a given complete Pick kernel k, the function u is not
unique. Indeed, if V is any unitary operator on C¢ (or £2 if d = oo),
then the function v : X — By, v(z) = Vu(z) can be used to define the
same Pick kernel k. The different v will lead to a different embedding
of Hj in F3. Throughout this section we will keep the u fixed. Any
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uniqueness statement about liftings are to be understood as uniqueness
statements for this fixed embedding.

Lemma 6.1. In the setting above, let h € H; \ {0} and let H =Uh €
H2. Then h is free outer in Hy if and only if H is H-free outer.

Proof. Let hq, hy € H; and define H; = Uh; for i = 1,2. As explained
above, ¢ € Mult(Hy) if and only if ¢ = ® o u for some ® € F;>*. In
this case,

<CI)H1'7H1'> = <P7-LLCI>H1'; H¢> = <90hz‘7 hi>'

Hence P,, = Py, if and only if Py, = Py,. Moreover, H;(0) = h;(zo).
The result follows from these two observations. [ |

Proof of Theorem 1.4. The existence is just Theorem 4.1 applied to
functions in H combined with the results of the previous section. In-
deed, if f € Hy, then f = Fou for F = Uf € H. Then F = &G
for some left inner multiplier ® and a right outer function G (Theorem
4.1). Theorem 5.3 shows that G = Ly F € H is H-free outer. Let
g=U"G =Gowu. Then G = Ug and g is free outer in H; by Lemma
6.1. We also observe that ||g|| = ||G|| = ||®G|| = || F|| = || f]|, hence if
we set o = ® owu, then f = g and ¢ is subinner by definition.

Now suppose f = ¢g € Hj, where (¢, g) is any subinner/free outer
pair. We set ' = Uf,G = Ug and we use the lifting theorem to
deduce the existence of a ¢ € ]—"f’z with ||®]|oc = 1 and ® o u = ¢.
Then F' = Py ®G € H with |Py®G|| = || F|| = ||G]|. By Theorem 5.4
® is left inner and since |G|| = ||PyPG|| < ||PG|| < ||G|| we must have
OG = Py PG. Thus, F = ®G is a left inner/right outer factorization
of F', which we know to be unique up to a multiplicative unimodular
constant (see Theorem 4.1). That implies that the factorization f =
pg € H; was unique since g(xy) > 0, see Definition 1.2. [ |

Proof of Theorem 1.5. Let f, g € H; have the same free outer factor h,
then f = ph, g = 1h for subinner functions ¢, ¥ and || f|| = ||| = ||g]|-
Then the identities h = M7 f = Mjg imply that Py = P, = P, see
Lemma 1.3.

Conversely, we suppose that f, g € H;, with Py = P,;. As in the proof
of Lemma 6.1, we find that (®F, F) = (®G, G) for all ® € F;>', where
F =Uf and G = Ug. Hence by Theorem 4.6 there is a left outer
factor H and right inner factors ¥; and ¥, such that ' = HW¥; and
G = HV,. By Lemma 5.1 the left inner/right outer factorization has
the same outer factor H, hence there are left inner factors ®; and ®,
such that ' = ®;H and G = ®3H. Then as in the proof of Theorem
1.4 it follows that h = H ow is the free outer factor of both f and g. M
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The uniqueness part of the following Theorem can be understood to
be a more general version of the fact that solutions to extremal classical
Nevanlinna-Pick problems are unique and given by Blaschke products,
and of a generalization thereof by Sarason [60, Proposition 5.1]; also
see Theorem 9.3.

Theorem 6.2. (a) If p € Mult(Hy,) is subinner, then there is a unique
® € F>' such that |®||s = 1 and Pou = @. Moreover, ® is necessarily
left inner and ran L NH # (0).

(b) If & € F;>' is left-inner such that ran Ly NH # (0), then

0 =P ou is subinner.

Proof. (a) The existence of ® is a consequence of the lifting theorem,
which was mentioned in the introductory remarks of this section.

Since ¢ is subinner, we may choose 0 # h € H;, with |[ph| = ||h].
By Corollary 1.7 we may assume that h is free outer and we also assume
h(xg) > 0. Set f = ph, F =Uf, and H = Uh € H. Since h is free
outer in Hy, it follows that H must be H-free outer by Lemma 6.1.
Thus by Theorem 5.3 H is right outer in F7. Also H(0) = H(u(zo)) =

Let @ € .F;o’g be any multiplier satisfying ||®||oc = 1 and ® ou = .
The properties of ® imply that UM, = PyLeU, and hence U(ph) =
Py ®H. We have

IH|| = [IP]l = [lhll = | Px®H[| < |@H] < |[H].

Thus we must have ||Py®H| = ||H||, and we conclude from Theorem
5.4 that ® is left inner. Furthermore, the equality ||[Py®H| = ||[PH]|
implies that ®H € H and hence F' = U(ph) = PH.

Thus, ® and H are the unique left inner/right outer factors of the
function F = ®H € F3 (Theorem 4.1 and H(0) > 0). In particular,
® was determined uniquely. Furthermore, we have ®H € ran Lg N H,
ie. ran Lo NH # (0).

(b) Now suppose that ¢ € f;o’g is left-inner, ran Lo NH # (0),
and ¢ = ® ou. Then UM, = PyLsU, and by Theorem 5.4 (c) there
is 0 # H € H such that ||Py®H| = ||H|| = ||®H]||. This implies
®H € H. Weset h = U*H € Hy, then PH = Py PUh = Uph and
hence [|@h| = ||| # 0, i.e. ¢ is subinner. |

Theorem 6.3. If f € Hy is a free outer function, then f is cyclic in
Hy.

Proof. This follows from Theorem 5.3 with arguments as used in the
previous proofs. Indeed, if f € H, is free outer, then f = Fou
for F = Uf € H. Then F' must be H-free outer in H = ran U by
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Lemma 6.1. Theorem 5.3 implies that F' is right outer in F2. Hence
there are H,, € F; " such that Ry, F — 1. Set h,(z) = Hy,(u(z)),
then as explained in the beginning of this section h,, € Mult(H;) and
[hnf = U, < | R, F'— 1|72 — 0. Since Mult(Hy,) is dense in H (see

also Lemma 7.2 below), f is cyclic in H;. [ |

7. THE SARASON FUNCTION

In this section we will prove Theorems 1.13 and 1.15. We start with
some elementary facts about Pick kernels. The first two lemmas are
versions of |61, Prop. 4.4] and its proof. For completeness we record
the short proofs. Let X be a set and wy € X, IC be a Hilbert space,
u: X — K be a function with u(wp) = 0, and let

1
R ORI )
be a normalized Pick kernel that is the reproducing kernel for the
Hilbert function space H. Of course, in order for this to be well-defined
we need to assume |Ju(z)|| <1 for all z € X.

Lemma 7.1. If x € K, then p,(2) = (u(z), z) defines a multiplier on
H with || x| vy < |-

Proof. There is nothing to prove if x = 0. Hence it will suffice to prove
the Lemma for ||z|| = 1. Let P denote the projection of K onto z=,
then (u(z),u(w))x = vz(2)pz(w) + (Pu(z), u(w))x and hence

(1 = a(2)pa(w)) ku(z) = 1+ (Pu(z), u(w))cku(2).
By the Schur product theorem this is positive definite, hence ¢, must be
a contractive multiplier on H; see for example [2, Corollary 2.37|. B

Lemma 7.2. Ifw € X, then k,, € Mult(H) and |[ky||vuwe) < 2|Ew]?.

Proof. If w € X, then by the previous lemma ||@u )| vuez) < JJu(w)|| <
1. Note that k,, = ;( - Hence

1_uw

- 1
kw u < u(w N S———F—7— <2 kw ; : u
H HM It(H) = Z HQD ( )HMult(?—L) -1 ||U<U})”]C = H HH

n=0

Lemma 7.3. If 2,2, € X such that k,, — k, in H, then k, — k, in
Mult(H).

Proof. Note that k., — ky, = ©u(z)—u(w))k-kw, hence by Lemmata 7.1
and 7.2,

e = Fuwllvaecr) < 411w ll?[lu(z) — w(w)]x.
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Now suppose k., — k. in H. Then k. (z,) = || Zn||2 — ||k ||? = k.(2)
and k., (z) — k.(z). We know that k, (y) = —u(x) for all z,y €

X, thus Jlu(zn) |k = [lu(2) [k and Re(u(z), u(zn))x = llu(2)[X. Hence
|

[u(zn) — u(2) |k = llulzo) % + lu(2)]lF — 2Re(u(z), u(z,))x — 0
and the lemma follows. [ |

Proof of Theorem 1.13. The equivalence of (i) and (ii) is Theorem 1.5,
it was established in Section 6. (ii)=-(iii) is trivial. We will now show
(i) => (i)

If f,g € Mult(H), then V; = 2M;f — ||f||> € H and Ps(p) =
(¢, M3 f) for all ¢ € Mult(#H), and similarly for g. Thus, if V; =V,
then M} f = M,g and hence Py = P,.

Next assume that d € NU{oo}, X = By, and that we are given coef-
ficients {aq} such that for each a € Iy ao > 0 and Y- ) aal2%]* < 00
for each z € B;. Then an application of the Cauchy-Schwarz inequality
implies that the series

= Z Ao 2w

acly

converges absolutely for all z,w € B,. Then {f,(z) = \/aa2*: a € 1}
is an orthonormal basis for H and every f € H is of the form f =

Zaeld <f7 foz)fa, hence

f(2) = (f k)= flo)z

acly

where f(a) = (f, fa)\/@a, and the series converges absolutely for each
z € By. Furthermore, we have

=Sl =Y 'f

acly a€cly

Let £ denote the weak*-closure of the finite linear combinations of
reproducing kernels k,, in Mult(#H). If f,¢g € H such that V; =V,
then Py and P, agree on £. We will show that £ = Mult(H).

We will first show that £ contains all monomials. Let o« € I;. Then
there is n € N such that o € I,,. If n < d, then we identify B, with
{z€By:z =0forall j >n} C B, Note that if w € B, then for
all 2 € By we have k,(2) = > 5, azw’z?. A standard result about
power series shows that the last series converges uniformly on compact
subsets of B,, x B,; see, for instance, |52, Corollary 1.16]. Therefore
the function (z,w) +— ky(2) is continuous on B,, x B,,. Since

|kw — kzz||2 = ky(w) — 2Reky(2) + k.(2),
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we see that w — k,, is continuous as a function B,, — H, and hence as
a function B,, — Mult(#H) by Lemma 7.3.

Next, let 0 be the rotationally invariant Borel probability measure
on B, and let 0 < r < 1. For fixed z € By, the series k,(z) =
zﬂe I, agw’z’, regarded as a function of w, converges uniformly on
compact subsets of B,,. Hence

/ Wk (2)do(w) = aaro‘|/ lw®|* do(w)z®.
OB, OBn

On the other hand, the integral | o, Wkrwdo(w) converges in multi-
plier norm and in particular belongs to £. This shows that z¢ € L,
and so £ contains all polynomials.

If d < oo, then the proof of Lemma 4.1 of [29] applies to show that the
polynomials are weak*-dense in Mult(#), hence £ = Mult(H) in that
case. We note here that the proof of Lemma 4.1 of [29] shows that every
multiplier is a weak operator topology limit of a bounded sequence of
polynomials; moreover the weak operator and weak™ topologies agree
on bounded subsets of B(H).

We finish the proof by showing that the polynomials are also weak*
dense in case d = co. If z € B, t € R, and n € N, then let

_ it it
Zin = (21, oy Zn, € Zny1, € Znya, o).

Given ¢ € Mult(H), let ¢;,(2) = @(21n). Since ky,, (210) = kuw(2),
it follows that ¢, € Mult(H) and [|@sn||muer) = [|¢]Mu) for all
n € N and ¢t € R. Moreover, absolute convergence of the power series
expansion of ¢ and the Weierstrafs M-test show that for each z € B
and n € N, the power series of ¢, (2) converges uniformly in ¢ € R,
and that the map ¢ — ¢ ,(z) is continuous. Hence ¢ — ¢y, is weak™-
continuous as a map R — Mult(H).
Uniform convergence shows that for each z € B,

2 dt
/0' 90157“(2)%290(217---,2”,0,0,...).

Thus, if ¢,(2) = ¢(z1,...,2,,0,0,...), then ¢, = 02”%,713—;, and

the integral converges in the weak™ topology. Hence |@y||nvue) <
| ellnute(r)- Moreover, ¢, converges to ¢ in the norm of H; hence ¢,
converges to ¢ pointwise on B, and thus in the weak™ topology of
Mult(H).

It remains to show that each ,, belongs to the weak* closure of the
polynomials. Let 1) = ¢, for some n € N. Then v;,(z) = ¥(ez2),
and as observed above, the map ¢ — 1, is weak™ continuous. In this
setting, the argument in the proof of Lemma 4.1 of [29] shows that the
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Fejér means of ¢, which are polynomials, converge to 1 in the weak™
topology. [ |

Proof of Theorem 1.15. For z, A € D let ky(z) = ﬁ denote the Szegd

kernel. As before let £ denote the weak*-closure of the finite linear
combinations of reproducing kernels of H = H?*(D)|x in Mult(H). As-
sume that Ay = 0. For j € N we define ¢; : X — C to be 1 at
A;j and 0 at all the other points of X. We will first show that each
;€ L C Mult(H).

Fix j € N, and let N > j. Then since the functions k), |X are
linearly independent there is a function fy = ij:l apky, that equals
1 at A; and 0 at A, for all 1 <n < N,n # j. Then fy is a rational
function with simple poles at 1/, for n = 2,..., N and the numerator
of fy has degree at most N —1 and vanishes at A, for 1 <n < N,n # j.
Note that a,, # 0 for each n, since the numerator of fy must have N —1

zeros. Hence
N

L— |\ bn(2)
fn(z) = —=— =
1-— )\jZ nzl;!;éj bn()\])
where b, (z) = 22==. Then fy € £. (Alternatively, one could define

1-A\nz
fn by the last formula and observe that fy € L by partial fraction

decomposition.) Moreover,

2
| [l < [ fnllae < < 00,

T I [0n(2))]
and fx(\,) — &,; for each n € N. This shows that fy — 9, in the
weak*-topology of Mult(#). Hence v, € L.

If o € H*®, then p|X € Mult(H) with |¢|lmuer) < |||/ me. Con-
versely, by the commutant lifting theorem every element in Mult(#) is
of the form ¢|X for some ¢ € H> with [|¢|luiz) = [@]l e

For N € N set By(2) = [[,on % 32%0n(2). Then for every p € H* we

note that Byy — ¢ in the weak*-topology of H*. This implies that
Bne|X — | X in the weak*-topology of Mult(?). But we have

(Byy)| X = ZBN A € L for each N. [ |

8. APPROXIMATION BY SUBINNER FUNCTIONS

In every reproducing kernel Hilbert space Hy the set of finite linear
combinations of reproducing kernels is dense. If H; is separable, then
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there is a countable set Y C X such that the set of finite linear combi-
nations of {k,},cy is dense in Hj. Indeed, since subspaces of separable
metric spaces are separable, there exists a countable set Y C X so that
{k; : x € Y} is dense in {k, : x € X}, hence the set of finite linear
combinations of {k;},cy is dense in Hy. Let Y = {x,} C X be any
such countable subset of a separable complete Pick space Hy, then
n
M, = {chk:mj e € (C}

j=1
defines a nested sequence of finite dimensional *-invariant subspaces of
‘H;. whose union is dense in Hy.

Next we record a simple lemma.

Lemma 8.1. Let k be a normalized complete Pick kernel and let M C
Hyi be a finite dimensional x-invariant subspace.

If p € Mult(Hy,) with || M| M| = 1, then there is a subinner function
Y such that ¢ — 1 € M*. Moreover, there exist f,g € M with g = f
and || f]| = [lg] # 0.

Proof. Let T' = M3|M. Then T : M — M, ||T|| = 1, and TM;; =
MT for all w € Mult(Hy). Hence by the Ball-Trent-Vinnikov Com-
mutant Lifting Theorem, [12], there is a multiplier ¢» € Mult(#) with
[]Ivuer,y = 1 and T = Mj|M. The identity MjM = MM im-
plies ran M(,_y) € M*.

Furthermore, since M is finite dimensional M| M attains its norm.
Hence there is g € M with ||[Mjg| = ||g]| = 1. Then by Lemma 1.3

we have MyMjg = g. Lemma 8.1 evidently follows with f = Mjg €
M. [ |

If H, is a finite dimensional complete Pick space, then the subinner
functions are precisely the multipliers of norm 1, as operators on finite
dimensional spaces attain their norm. We will now prove that in infinite
dimensional complete Pick spaces, every function in the unit ball of the
multiplier algebra is a weak™® limit of subinner functions.

Theorem 8.2. Let k be a normalized complete Pick kernel on a set X,
and suppose H;, is separable and infinite dimensional.

Then for every ¢ € Mult(Hy) with ||¢| vz, < 1, there is a se-
quence of subinner functions ¢, such that p,(x) — @(x) for every
reX.

Moreover, if we are given a nested sequence of finite dimensional
s-invariant subspaces { My, }nen such that

(i) 1 e M,, € M,,;1 € Mult(Hy) for each n,
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(ii> Hi = \/20:1 M,

then for each n the subinner function @, can be chosen to satisfy g, =
Onfn for some functions fr, g, € M,,.

Taking M,, as at the beginning of the section, the approximating
subinner functions can be thought of as ratios of finite linear combina-
tions of reproducing kernels. If for 1 < d < oo, we have H; C Hol(By),
the monomials {z"‘}aeNg form an orthogonal basis for H; and are mul-
tipliers of Hj, then one easily checks that one can take M, to be
the span of polynomials that are homogeneous of order < n, and the
approximating subinner functions are going to be rational functions.
Thus, Theorem 1.10 follows.

Proof. We first observe that there exist sequences {M,,} of subspaces
as in the statement. Let xy € X be the normalization point of the
reproducing kernel k, i.e. k,, = 1, and choose {z,},>1 € X such
that the linear span of {k,,},>0 is dense in H,. For n > 0 set
M, = {Z?:o cjks; @ Coy...,cq € C}, then 1 € M, for each n and
the M,,’s form a nested sequence of finite dimensional *-invariant sub-
spaces such that H, = \/,—, M,,. Moreover, by Lemma 7.2, we have
M, C Mult(Hk).

Next let ¢ € Mult(Hy) with [[¢||zmuer,) < 1 and fix a sequence of
subspaces M,, satisfying the conditions (i) and (ii) of the Theorem.
Clearly, we may assume that M,_; C M,, for all n, so there is 1, €
M, & M1 with ||¢,|| = 1. Then {9, } is a sequence of multipliers
that is orthonormal in H;. Hence {1} converges to 0 weakly and so
tn(x) — 0 for each € X. Write P, for the projection of H; onto
M,,. Then I — P, — 0 in the strong operator topology.

Fix n > 1. For t > 0 set ¢,,; = ¢ + t1,,. Then if ¢ > 2 we have

1M, [ Mall = [[PaMo,, [ Mall = [[Pa(@ + thn)1]|3,

n,t

Here we used that 1 € M,,. We also have

1M, o[ Mall = [|MZIMa]| < llpllaunruy <1

n,0
Thus, by continuity there is 0 < ¢, < 2 such that ||[M} tn|/\/ln|| =1
Now we apply Lemma 8.1 to conclude that there is a subinner function

©n, satisfying g, = ¢, f, for some f,, g, € M, such that ¢, ;, — ¢, L
M,,.
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Then ¢, —p = (I — P,)(¥n — @n1,) + tath, and hence for all z € X
we have

(@) = 9(@)] < 180 — Prtns (I = Pukad] + 20t ()]
< (loall + lpnt, DI = Po)all + 20t ()|
< 4[[(1 = Pu)kall + 2l ()] — 0 .

9. SOLUTIONS TO EXTREMAL PICK PROBLEMS

For A\i,...,\, € X and wy,...,w, € Clet K = (k),(};)) be the
Gramian of the kernels, and let P = ((1 — w;w,)ky,();)) be the Pick
matrix. The Pick problem with data A{,..., A\, € X and wq,...,w, €
C is to find a ¢ € Mult(H) with [[¢||auez) < 1 and p(A;) = w; for
7 =1,...,n. It is a property of complete Pick kernels, that a Pick
problem has a solution, if and only if the Pick matrix P > 0, i.e.
(Pa,a) > 0 for all a € C", see [41], [51], [40]; see also [2].

Lemma 9.1. If P > 0, then the null space of K is contained in the
null space of P.

Proof. Let a = (ay,...,a,) € C" with Ka = 0. Set f = "7 a;k,,
and g = S0 a;wk,. Then [fI = (Ka,a)er and [I£7 = [l =
(Pa,a)cn. Thus, Ka = 0 implies that || f|| = 0, then the positivity of
P implies that ||g|| = 0 as well and hence (Pa,a)c» = 0. This implies
that Pa = 0 since P > 0. [ |

Thus, if P > 0, then the rank of P must be less than or equal to the
rank of K. Of course, K will be full rank unless the embedding u from
X into By, is not injective.

Definition 9.2. A Pick problem is called extremal, if P > 0 and
rank P <rank K.

It is known that solutions to extremal Pick problems are unique; see
for instance |2, Theorem 8.33] for the case when K has full rank.

Theorem 9.3. Solutions to extremal Pick problems are given by subin-
ner functions.

Proof. The hypothesis implies that there is a € C™ such that Pa = 0
and Ka # 0. We use the same functions f and ¢ as in the proof of
the previous lemma, then ||f|| # 0 and ||f|| = ||g]|. If ¢ is any solution
to the Pick problem, then the equalities M7k, = w;k,, imply that
g = M3f. By Lemma 1.3 with 7" = M7 we conclude that [ = ¢g.
Hence ¢ is subinner. [ |
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Note that an extremal Pick problem can be regarded as a multiplier
of ”H} Oroedn) of norm 1, which is subinner by finite dimensionality.

This observation relates this section to Theorem 6.2.

10. THE DIRICHLET SPACE
The Dirichlet space D is defined as

D = {f € Hol(D) : /D f/(2)2dA(2) < 0o}

with norm given by
dA
191 = 11 + [ 17252,
D T

where dA denotes integration with respect to planar Lebesgue mea-
sure. Then, as mentioned in the Introduction, the reproducing kernel
is %1ogrlﬁz and it is well-known that this is a complete Pick ker-
nel, see e.g. [2, Corollary 7.41|. We start this section by showing that
in D a theorem like the Bergman inner-outer factorization that was

mentioned in the Introduction does not hold.

Theorem 10.1. There is a function f € D that is not of the form
f = wh, where p,h € D and ¢ is D-extremal, and h is cyclic in D.

Proof. Recall from [53] that every invariant subspace M of the Dirichlet
space D is generated by M & 2 M, and this space is one dimensional.
Hence M is of the form M = [¢] for some extremal function ¢, and the
function ¢ is unique up to a multiplicative constant of modulus 1. In
this case, we will say that ¢ is the extremal function for M. Similarly,
we will say that ¢ is the extremal function for a function f € D, if
[f] = [¢]. If ¢, h € D where ¢ is D-extremal and h is cyclic in D, then
since ¢ is a contractive multiplier ([55]) one easily checks that ¢ is the
extremal function for ph. Thus, in order to prove the Theorem it will
suffice to show that there is an extremal function ¢ and an analytic
function h such that h ¢ D, but f = hp € D with [¢] = [f].

For z € D consider the function

e 2, 2
=1 =1 —
9(2) = log — -+Z;n

Then there is a C' > 0 such that
e

11— 2|

< |g(z)| < Clog

€ €
10.1 log — < 1
(10.1) og 5 < log 17
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and hence g has an analytic square root, h = /g. Then

, 1
W () =
4C (log T |> 11— 2|2

and hence h ¢ D, the Dirichlet space, as the function on the right is
not integrable on D.

For z € D and |w| =1 let P,(w) = ‘11 .7 be the Poisson kernel for

D, and use

Dy () = /D |90/(Z)|2Pz(w)% _ /|:1 lp(w) — ‘P(Z)P |dz|

T lw— 22 27

to denote the local Dirichlet integral of ¢ € D, see [54]. Then, if
O<r<land zeD

oo < s
= logm Pz(w)%
and hence
d
/|hrz |27<c/w 110g1_r (/y )'2::'
< O/w 1log mD (@)'Ziﬁ'

<K,

where by Proposition 4.5 of [58| the constant K is independent of 0 <
r < 1, whenever ¢ is a Dirichlet extremal function. By Fatou’s lemma
this implies that hy' € L2, the Bergman space.

Now let ¢ be the extremal function for the invariant subspace M =
D Ny H? where ¢(z) = e 1-:. Note that M # (0) since one easily
checks that (1 — 2)*) € M. Then ¢ = 1, for some ¢, € H?. By
use of Carleson’s formula for the Dirichlet integral, [15] (also see [54]
or Theorems 7.6.1 and 7.6.7 in [24]), we see that ¢; € D and

2 |dz|
lellp = | e gplen I g+ lall

Thus, ¢(2)/(1 —z) € H* C L2
For z € D and 0 < r < 1 we have from (10.1) that

1 1 1 1
[ (rz)[* < : 2 S oat 2
4log 5 |1 —rz| log £ |1 — 2|
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This implies that for all 0 <r < 1

/ 2 1 ¥ 2
Il < s I3l
where h,.(z) = h(rz).

Hence f = hp € D since (hp)' = h'¢ + hy' € L2. Furthermore, the
above estimates show that ||h.¢||p is bounded independently of r and
hence h,p — f weakly in D. Thus f € [p]. The inclusion ¢ € [f]
follows from Corollary 5.5 of [54] since |h| is bounded below on D.
Hence [¢] = [f], i.e. ¢ is the extremal function for f. |

Next we establish that subinner functions in the Dirichlet space in a
certain sense differ drastically from their H?(DD)-analogues.

Theorem 10.2. Let D be the Dirichlet space. If ¢ € Mult(D) is non-
constant with ||¢||yvwepy < 1, then dimker(/ — M;MSD) < 1.

It follows from this, that if ¢ is subinner in the Dirichlet space, and
if ¢ = Y1y for some contractive multipliers ¢; and ¢y, then one of
the two factors must be constant. Indeed, let 0 # f € D be such that

If1l' = lle /], then

1= llerefIl < Nl fII < 1]

Thus, [[¢2f]] = ||f]l, and similarly ||p1f|| = ||f||. Then if ¢y is not
a constant, then as @of, f € ker(I — M} M,,), by the Theorem we
must have that f and ¢y f are linearly dependent, hence ¢, must be
constant.

This property of Dirichlet subinner functions is even true for their
unique lifts to left inner multipliers of F2: Let u : D — ball(¢?) a

function satisfying - log == = = <u(z)1u(w)> ~. Then as in Section 6
’ 4

u induces an isometric mapping U : D — F3 with d = oo such that
U* = C,. We write Hp for the range of U.

Now, if ¢ is subinner in the Dirichlet space, then in Theorem 6.2 we
proved that there is a unique left inner multiplier ® € F;° * such that
¢ =Pou. If ® = PP, for left inner multipliers @y, Py, let ¢; = ®,0u
for j = 1,2. Then each ¢; defines a contractive multiplier of D with
¢ = p1py. By the above we conclude that one of the two factors is
a constant of modulus 1. Thus its value at 0 has modulus 1, which
implies that its lift has value of modulus 1 at the origin. Thus, one of
the left inner factors ®; or ®5 must be constant.

Proof. Let ¢ € Mult(D) be non-constant with ||¢||yump) < 1. We will
show that every nonzero function in ker(/ — MM, ) must be free outer.
Then, if ker(/ — M3M,) contained two linearly independent functions
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f and g, then some non-trivial linear combination of f and g must be
zero at the origin. Hence ker(I — M7M,) would contain a nontrivial
non-cyclic function. Then our claim will contradict Theorem 6.3.

Thus, let 0 # f € ker(I — MZM,).

Then f has a subinner/free outer factorization f = g, and as in
the proof of Corollary 1.7 we see that the free outer factor g € ker(I —
M3 M,). Note that the associated vector states satisfy Py = Py. Under
this hypothesis it is easy to see that Lemma 5.3 of [39] implies that

ldz|

Ipally = oflb= | Do)l 11D

for every polynomial p. Here D,(p) denotes the local Dirichlet integral

of p,
@@—/
|w|=1

Now let p, be a sequence of polynomials such that p,g — ¢g in
the Dirichlet norm. Then p,g — g in H? and by possibly con-
sidering a subsequence, we may assume that p,(w) — ¢(w) for a.e.
w € T. Then by Fatou’s lemma we have for a.e. z € T that D,(p) <
liminf, ,o D,(p,). Thus, substituting f = g and using Fatou’s
lemma again we obtain

p(2) — p(w) ‘2 |dw|
2r

Z—w

2 2|dZ|
0< D)1 = [¢1)lgl" 5~

j2l=1

d
<tmint [ D)1~ [0 g
m

n—oo |Z‘:1
= liminf |pugll5 — [lpaf 115
= lleglly — llefllp =0

Since ¢ is not constant it follows that D,(¢) > 0 for a.e. z € T and
since g # 0 this implies that |¢)(2)| = 1 for a.e. z € T. Thus, ¢ is an
inner function, but it is well-known that the only inner functions that
are contractive multipliers of the Dirichlet space are constant. Indeed,
this follows since ||¢|| gz = 1 > ||¢||p for such ¢. This implies that f
is free outer. |

Example 10.3. Let A € C. We will determine the subinner/free outer
factorization of g(z) =z — A in D.
If A =0, then ¢(2) = 2 is an extremal function in D, hence it is

subinner with free outer factor f(z) = v/2. If A # 0, then note that
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the Sarason function of g equals V,(2) = 2 + |A|?> — 2)\z. Furthermore,
we have

9]« ={a+bz:a,beC}.
Thus, the subinner /free outer factorization of ¢ is of the form g = ¢f,
where f(z) = a+bz with a > 0 and V; = V. We calculate that the only
possible f’s are f(z) = V2 — \%z and f(z) = —%g(z). Maximizing the
value of f(0) we conclude that g is a free outer function, if and only if
|A| > V2. If |A| < V2, then V2 — \%z is the free outer factor of g, and

o(2) =2 2Z:X/\z is the subinner factor.

Theorem 10.4. There is a sequence of real numbers R, > 1 such that
whenever p is a polynomial of degree < n that is free outer in D, then

p(z) # 0 for all |z] < R,,.

Proof. 1t is known that the reproducing kernel of the Dirichlet space
is of the form k,(z) = W for coefficients that satisfy ¢ > 0
for all k£ > 1; this can be seen using a lemma of Kaluza, see Lemma
7.38 in [2] and its proof. Since k.(z) — oo as |z| — 1 we must have

ZZO:1Ck =1. Forn > 1 set

n 1

ku(z) = 1= >0 kb
It is easy to verify that kp(z) = Y22 ax(n)w"z" where ar(n) = 5
for all 0 < k < n. k™ is a normalized complete Pick kernel of a
Hilbert function space H,,. For all polynomials of degree < n we have
IplD = el = >or_o(k + 1)|p(k)[>. This implies that the Sarason
functions V), of polynomials p of degree < n are the same, whether they
are computed with respect to D or with respect to H,,. Since free outer
polynomials p are solutions to the extremal problem sup{|g(0)| : V, =
Vyyq € [pl«} it follows that such a polynomial of degree < n is free
outer in D, if and only if it is free outer in H,,.

k™ extends to be defined in a disc of radius R,, > 1, and hence any
cyclic function in H,, cannot have any zeros in the open disc of radius
R,,. Since free outer functions must be cyclic (by Theorem 6.3), the
result follows. [ |

11. THE DRURY-ARVESON SPACE

The Dirichlet space embeds in the Drury-Arveson space HZ2 , see the
discussion at the beginning of Section 6. Under this embedding the
function f(z) = z — 1 that is cyclic in D can be seen to be sent to the
function h(z, 22, ...) = v/22; — 1, which is not cyclic in H%. Then h is
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not free outer in H2 by Theorem 6.3, and hence f cannot be free outer
in D by an argument similar to Lemma 6.1. Thus, it is of interest to
show that there are cyclic functions in H? that are not free outer.

Example 11.1. If d > 2, the functions f(z) = 1 & 22,25 are cyclic in
H?2, but not free outer. In fact, in the case of f(z) = 1+ 22,2, we have

1+ 22122

V2(1 4 2129)

where g(z) = V2(14 2 29) is free outer, and ¢(z) = % is subin-
ner.

f(z) = V2(1+ 2122)

Proof. Fix d > 2 and note that f(z) # 0 for z € B,;. Hence for
0 <r < 1 the functions g.(z) = m are analytic in a neighborhood

of By, Thus, g, € Mult(H2) and (g,f)(z) = 1+J;ézz)122 € [f] for each
0 <r < 1. Furthermore,
sl

H 14722129

22122 ‘
14+ 722129 152
H 22129

r
1+ 122129

<l

<14(1-

Hj
and by Stirling’s formula,

9 oo
_ 2n n+1 2n 1/2
= gt L o +1)
a X Gy ”Z .

< ZrQn(n +1)
_ - 1
(1 =22

H 22129
141722129

Hence g, f is bounded in H2 and so g,f — 1 weakly and f is cyclic in
H3.

Next we compute the subinner/free outer factorization of f:

(14 2z120], = {h(2) = co + 121 + Ca22 + 32122 : ¢; € C} and one
calculates

(h, kyh) =
|cs|? c3C3 c3C1

= leof? + fer | + leaf® + == + (@1 + =5 )wn + (e + = )wa + Cocswrwy.
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So (h, kyh) = (f, ky[f) for all w, if and only if

2
C
ol 4 |cu|® + |ea]® + % =3,
C3Co
CcoC1 + % = 0,
C3C1
Gy + =0,
503:2.

One further computes that ¢; = ¢; = 0 and (co,c3) = (1,2), (v2,V2)
are the only solutions with ¢y > 0. This implies that

1+ 2512 NE = {af, By |a| = |B] = 1}.

Since ¢(0) > f(0) we conclude that g must be the free outer factor of
f, hence the function ¢ as above must be the subinner factor of f. W

Thus, 1+ 2129 and 1 — 225 are free outer. We will now show that the
product f(z1,22) = 1 — 2722 is free outer as well. Since [1 — 2%223], is
9-dimensional, a proof along the lines as above would seem to involve
some lengthy calculations. The following different approach uses The-
orem 5.3 and Lemma 6.1, which states that a function is free outer if
and only if it is left or right outer in JF3.

Let S = {1122,1212,1221,2112,2121, 2211}, so the free version of f
is Flzg,m) =1—¢> ,cq™.

Let @ = ;3 _oa. Then |[Rel| < 1. If R{H = H for some
H € F3, then RgH = H by Lemma 1.3, and a look at power series
expansions yields H = 0. Hence I — R} is injective, so Rp = I — Ry
has dense range. Hence F' is left outer.

Example 11.2. The functions g;(21,22) = (1 — z;) are free outer in
H?2 for j = 1,2, but the product (1 — 2;)(1 — 2y) is not.

It is easy to see that each g; is free outer. For example, one verifies
that if a > 0 and b € C so that g(z1,22) = a + bz; € [g1]«, then g
satisfies P, = Py, only if g = g1.

In order to prove that g(z1,22) = (1 — 21)(1 — z2) is not free outer,
we consider for a > 0 the one-parameter family of functions

a Z1%9
1+2a2(zl+22) L
Note that fi = g. We will show that there is a > 1 such that V;, = V.
Then |f,(0)| > |g(0)| and hence g cannot be free outer.

fa(zb Zz) =a-—
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Set
a? n 1
(14 2a?)? 2a2°

Then one calculates that for every a > 0 we have

r(a) = [lfall* = a® + 18

Vi (2) =r(a) — 3(21 + 22) + 221 29.

Thus, we will have V;, = V,, if and only if r(a) = r(1). Since r is
continuous and r(a) — oo as a — oo, the result follows from the fact

that /(1) = —1/3 < 0.

12. COMMON FREE OUTER FACTORS

In the following the existence of a common factorization of a sequence
of functions goes back to work of Jury and Martin [36].

Theorem 12.1. Let Hy be a Hilbert function space with normalized
complete Pick kernel k and let {f,} C Hy, with 0 #£ > o |1 fall? < o0.

Then there is a free outer function g € Hy and a sequence of multi-
pliers {¢,} € Mult(H), such that

(1) fn = @ng for each n,

(i) flgl* =32, [Lfall,
(i) 3, lenhll® < |[B]I* for each h € H.

The factorization is unique if we assume that g(z9) > 0. Here zq is the
point of normalization of the reproducing kernel k.

Proof. Theorem 1.1 of [36] shows the existence of a common factoriza-
tion f,, = p,g that satisfies conditions (i),(ii), and (iii). By Theorem 1.4
g = 1bgo for some free outer function go with ||go||* = ||g]]* = >, I fall?
and a subinner function ¢. Then f, = ¢,g90 with ¢, = p,1. Thus,
this factorization satisfies (i) and (ii), and it satisfies (iii) since ¢ is a
contractive multiplier.

In order to prove the uniqueness of the factorization note that con-
ditions (i),(ii),(iii) and Lemma 1.3 imply that g = > M7 M, g and
hence

(12.1)
D (Wfns fa) =Y (Wpng,0n9) = (g, g) for every ¢ € Mult(H).

Thus by Theorem 1.5, if g(z9) > 0, then ¢ is the unique free outer
function satisfying (12.1). Since free outer functions are cyclic, we
must have g(x) # 0 for all x. This implies that the ¢,’s are uniquely
determined as well. [ |
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We will call g the common free outer factor of the functions f,. Let
Tc¢(H) denote the trace class operators in B(#H), and write ||L||,. for
the trace norm of L € T¢(H).

Corollary 12.2. Let H be a normalized complete Pick space. If L €
Tc(H), then there are f,g € H such that f is free outer, || f|||lg]] <
| L||e, and tr(LM,) = (@f,g) for all ¢ € Mult(H).

In particular, if f, € H with > ||full* < oo, then there is a free
outer function f such that Pr(p) = (¢f, f) = >, (@fn, fn) for all
¢ € Mult(H), and hence Vy =" V..

The Corollary implies that Mult(#) has what is known as property
A;(1). As mentioned in the Introduction the result is known and our
proof is in principle the same as in [20]. But the proof shows that with
the results and concepts from this paper one can give a proof in terms
of factorizations in Hilbert function spaces.

Proof. Since L is a trace class operator, there are f,,g, € H with
ILlve = 3, [ Fallllgn]l and such that tr(LM,) = 3, (¢ fu: ga) for al
© € Mult(H).

We may assume that || f, || = ||gn|| for each n, then ||L||,. = > || full* <
0o. Let f be the common free outer factor of the f,’s, then f, = @, f
for some multipliers ¢, satisfying (iii) of Theorem 12.1, i.e. the ¢,’s
define a contractive column operator. The adjoint of that column op-
erator is contractive also, hence g = ) M;ngn converges in H and

lgl* < 32, llgall®. Thus [If[[llgll < 32, [Ifallllgnll = [IL]lzc and when-
ever ¢ € Mult(H) we have

(of,9) =D (of M7 gn) =Y (0@nfrgn) = > _(9fn: gn) = tr(LM,).

n n n

If f, = gn for all n, then as in the preceding proof, f =" M} f, =
g. |

It is well known that
A={M,:p e Mult(H)}

is WOT-closed and hence weak-* closed in B(H) and that Mult(#)
is isometrically isomorphic to the dual of T7¢(H)/*A. For L € 7c¢(H)
we let [L] denote the equivalence class of L in 7¢(H)/+A, then by the
Corollary we have

(12.2) LY = L[ £ lgll (L] = [f @ g}

Here, we write f ® ¢ for the rank one operator h +— (h,g)f, and
tr(My(f ® 9)) = (o f. 9).
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Theorem 12.3. Let H be a normalized complete Pick space, and let
L € 7¢(H) such that [L] # 0. Then the infimum in (12.2) is attained,
if and only if there is a subinner/free outer pair (p, f) such that [L] =
[f ®@¢f].

Furthermore, if this happens, then the weak*-continuous functional
on Mult(H) induced by L attains its norm at the subinner function ¢.

Proof. Let L € T¢(H) and suppose that there are f,g € H such that
(L] = [f ®g] and ||[L]]| = ||f]lllg]| # 0. Note that if f is not free outer,
then f = ¢ fy for some subinner/free outer pair (¢, fo). Then for all
u € Mult(H) we have (uf, g) = (ufo, Mjg) and || foll[[ Mgl < [If1lll9]-
Thus, without loss of generality we may assume that f is free outer
with f(z9) > 0, and we will also assume that || f|| = ||gl.

Then by the Hahn-Banach Theorem there is ¢ € Mult(#H) with

[l = 1 and

A7 = 1 Mlgll = Cef.g) < lef gl < If gl = 1LA11%

Thus, we have equality in the Cauchy-Schwarz inequality, hence ¢ f =
ag for some o € C. It is easily seen that o = 1. Hence [L] = [f ® ¢f],
and the equality above implies || f|| = |l¢f]l, i.e. (v, f) is a subin-
ner/free outer pair. Furthermore, we see that the functional induced
by [L] attains its norm at (.

The proof of the converse is trivial. |

It turns out that there is a modified subinner /free outer factorization
for functions in all spaces whose reproducing kernel has a complete Pick
factor.

Corollary 12.4. Let Hj and Hs be separable Hilbert function spaces
on a set X such that s is a complete Pick kernel, which is normalized
at zo € X, and such that k/s is positive definite.

If f € Hi\ {0}, then there is a unique pair of functions ¢ €
Mult(Hs, Hi) and g € Hs such that

(1) f =g,
(1) ([ £l = llgll.

(iii) g is free outer with g(zo) > 0,
(1v) (ol Muters, 2 < 1.

Proof. The condition that k/s is positive definite implies that there is a

sequence of functions {g, } on X such that k,(2) = >, ¢ 9n(2)gn(w)su(2).

Then the operator T': H; — @nZO Hs, kw — {gn(w)s,} extends to be
isometric. Furthermore, T* : @, oo Hs = Hi, T*{hn} = D, 50 Inltn is
a contraction. - B
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Let f € Hj with f # 0. Then the functions f,, € H, defined by T'f =

{fn} will satisty [[fI[3, = >, Ifall3, and f = T"Tf = 37 -4 gnfn-
Now let g be the common free outer factor of the f,,’s, ¢, = f./g, and

© = D 50 9n¥n- Then |glly, = [|fl|l,, and by the fact that T is a
contraction and (iii) of Theorem 12.1, we have for all h € H,

lehllz, = 11> gnnbllF, <Y llnk]

n>0 n>0

2. <l

2
Hs*

Thus, ¢ is a contractive multiplier from H, to H;.

The uniqueness follows along similar lines as before. If f = pg =
ogo for free outer functions go, g € H, with |[flhe, = ol = 9ol
and contractive multipliers ¢, g, then M7 f = g. Hence for all ¢ €
Mult(#H;) we have

Similarly for ¢y and go, hence (¢g, g)3, = (190, go)n., and g = go now
follows from Theorem 1.5. Hence ¢ = ¢ since free outer functions

have no zeros. [ |

For certain spaces on the disc the previous Corollary can be proved
directly and this proof extends to cover certain Banach spaces. Let
1 <t < oo and let p be a positive Borel measure that is supported in
the closed unit disc. Then P?(u) denotes the closure of the polynomials
in L*(u). For background on these spaces see [9].

Theorem 12.5. Let 1 <t < oo, suppose that every A € D is a bounded
point evaluation for P'(u), and that P'(u) is irreducible, meaning that
P' (i) contains no non-trivial characteristic functions.
Then every g € P*(u) \ {0} has a factorization g = fp such that

(i) f € HY(T) is an outer function with ||g| pry = || fll gt (r), and

(i) Tugll o < ullzry Jor every u e HY(T).
If we also assume f(0) > 0, then the two conditions determine f and
@ uniquely.

Thus, M, is a contractive multiplier from H*(T) into P’(p) that
attains its norm at the function f, so ¢ is subinner in the previous
terminology. Let

Sg—{hth(T):/

j2=1

d
z"]h]t% = / 2"|g|'du(z) for all n > 0}.

D
It will follow from the proof that f satisfies

[£(0)] = sup{[A(0)] : h € &},

i.e. f is free outer in the previous terminology.
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Proof. We first show the existence of the factorization. Let g € P*(u),
g # 0. Note that there are really two versions of g, an analytic function
that is defined everywhere in the open unit disc, and a Lf(u)-function
that is defined a.e. [p]. It is known that the two agree a.e. [u] in D
and that u|T is absolutely continuous, see e.g. [9].

Define

i — |2
") = | Tl aue)
Then h € L'(T) with ||A||L1(r) = ||g||pt(“
For u € L'(T) write
21 1— |Z’2 . d9
P _ S o B 0\ 77
[ul(2) /0 1 _2619’271’(6 )27T

for its Poisson integral. Note that for all z € D and every polynomial
p we have |p(2)|" < P[|p|*](2). Hence for all A € D we have

Ip( |t<0/|p 2)["dp

SQAPWM@HAQWM

2w ] _db
_ 0\ |t 0\ Y
e [ e

Since g # 0 there must be A € D such that g(\) # 0. Then Szegd’s
Theorem implies that h must be log-integrable; see for instance Theo-
rem V.8.2 and the discussion in Chapter I1.3 in [27]. Therefore we can
define an outer function f € H' such that |f|" = h a.e. on T. Then

lgllpty = |Ifllmter)- The measure |f|t% is the sweep of |g(2)|'du(z)
to T.

We now define an analytic function ¢ in the open unit disc by ¢ =
g/ f and we can also define ¢ = g/f [p] a.e. on D.

The later part of the previous string of inequalities shows that

%t(u) < ||prth
1Pyl

for every polynomial p. Let u € H'. Since f is outer, there is a
sequence of polynomials such that p, f — u in H!, and we may assume
that p,(e”) f(e”) — u(e”) a.e. It is then clear that p,(A) — $(\) p
a.e. Hence Fatou’s lemma implies

[upll ey < Ml

Next we show the uniqueness. Suppose f and ¢ satisfy the two
conditions with f(0) > 0. By the second condition we have ||pg|[p:(,, <
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||pf||th(1r) for every polynomial. We take p(z) = 1 4 az" and use |1 +
az"|" =1+ tRe az" + O(|a|?) and obtain
d

/(1 +tRe az" + O(|al*))|g|'du < / (14+tRe az" + O(|a\2))]f|t¥.
D |z|=1 m
Now write a = re. Then use the first condition and subtract | g||% W=
|| f|I%¢(r) on each side, divide by 7 and let 7 — 0. After rearranging we
obtain

Re e (/ 2"|g|tdu —/ z"lf]tM) <0 for all ¢ and all n > 1.

) |2]=1 2m

Thus [52"|g|'dp = [, 2| fIMZL for all integers n. This shows that

| f|* is uniquely determined by the two conditions, hence since f is outer
it is uniquely determined. Then ¢ is also uniquely determined. [

13. WEAK PRODUCTS

Proof of Theorem 1.12. By scaling h, we may assume that ||h|lyen =
1. As mentioned in the Introduction, by the factorization result of
Jury and Martin and the fact that H has the column-row property
with constant 1 (Theorem 1.3 of [36] and Theorem 1.2 of [31]), there
exist g1,92 € H with ||g1|| = ||g2|| = 1 and

+ 2 T 2
h=gigy — (91 ) 92) n (1(912 gz)) .

Set f1 = (g1 + g2)/2 and fy =i(g1 — g2)/2. By the parallelogram law,
If1ll?+ [ fal” = 1.

By Theorem 12.1 there is a contractive column multiplier [301 g02:|T
and a free outer function f € H with ||f|| =1 and f; = ¢;h fori = 1, 2.
Thus,

h= (] +¢3)f* = [901 902] [Zj /2

Let ¢ = ©? + 2 € Mult(H), so that b = ¢f%2. The column-row
property with constant 1 implies that ||¢||yuz) < 1. Observe that

L= |[hlluon = lloflmen < lof LA < IFIP <1

so equality holds throughout. In particular, || f]| = [|f]|, so (¢, f) is a
subinner/free outer pair, and ||h|lxox = || f]|*>. Finally, note that ¢ is
in particular a contractive multiplier of H ® H, so

1Pllen < 12 lrom < I = [1hllaon,

hence ||hl|lnon = ||/ lxon. |
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14. SUBINNER FUNCTIONS IN WEIGHTED DIRICHLET SPACES

We explained in the Introduction that subinner functions in nor-
malized complete Pick spaces are extreme points of the unit ball of
Mult(#). In this Section we will prove a simple sufficient condition for
a function to be subinner. As a Corollary we will see that for example
in the Dirichlet space subinner functions are quite common.

Our approach is based on an observation of Clouatre and Davidson,
[16, Lemma 7.4]. It starts with the fact that an operator A € B(H)
attains its norm, whenever || A|l. < ||A||. Indeed, the hypothesis implies
that [|[A*All. < ||A*A|| = ||A||>. Hence o(A*A)N{r e R:r > ||[A*A|.}
consists of isolated eigenvalues of A*A, and since A*A is positive there
must be a nonzero vector x € H such that A*Az = [|A||*z. Then
|Az|| = [|A|l|l=]|. Clouatre and Davidson further observed that for the
Drury-Arveson space multipliers ¢ that are multiplier norm limits of
polynomials have the property that |||l = || My|le. We will now show
that the argument generalizes to many other spaces, and it leads to
regularity conditions on ¢ that will be sufficient for ¢ to be subinner.

Let d € N. A regular unitarily invariant space is a reproducing kernel
Hilbert space ‘H on B; whose kernel is of the form

(14.1) ky(z2) = Zan(z,w)",

where ag = 1,a, > 0 for all n and a:il — 1. It is well-known that a
lemma of Kaluza’s can be used to show that k,(z) will be a normalized

complete Pick kernel, whenever - is non-increasing, see e.g. 2,
Lemma 7.38].

If f=23"",fis the expansion of f into homogeneous polynomials
of degree n, then the norm H is given by

< ||ful2s

1P =

n=0

n

A one-parameter family of regular unitarily invariant spaces on By
is given by the reproducing kernels

oo

Eo(z) =D (n+1)(zw)", a€R

n=0

We denote the corresponding Hilbert spaces by D,,.
An application of Kaluza’s lemma shows that k is a complete Pick
kernel, whenever o > 0.
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A related one-parameter family of reproducing kernels on B, is given
by

l%f;()—(l_ ch "a <1

We will write D, for the corresponding space of analytic functions. The
binomial series shows that

[[i(k —a)

, neN.
n!

cn(a) =

Thus, another application of Kaluza’s Lemma implies that k% is a nor-
malized complete Pick kernel, whenever 0 < a < 1. Furthermore, by
Gauss’s formula for the Gamma function we have for all o < 1

0<T(1l—-a)=(—a)l'(-a)
— lim nl(n+1)~°
(14.2) i (1 — Oz)(2 — Oé) ce (n - Oé)
— fim 2D

n—oo Cn(@

Y

see e.g. [18] page 178. This implies that for all « < 1 we have D, = D,
with equivalence of norms.

It is well-known that for o < —d + 1, the norm of D, is a weighted
Bergman norm,

112 = / R - [2P) v (z).

Here V' is used to denote Lebesgue measure on B; and ¢, is a nor-
malization constant chosen so that HlH%a =1, see e.g. 66|, Theorem
2.2.

Particular examples are the Drury-Arveson space H7 = Dy = Do,
and for d = 1 we have D = D;, the Dirichlet space. We also have
Dy_q = H*(0B,) and D_y = L2(dV), the unweighted Bergman space,
all with equality of norms.

Now let ‘H be a regular unitarily invariant space. The polynomials
are multipliers of H, so we may define A(H) to be the norm closure of
the polynomials inside of Mult(#). Furthermore, we write C*(A(H))
for the C*-algebra generated in B(H) by {M, : ¢ € A(H)}, and we
use K (H) to denote the compact operators in B(H).
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For us the significance of being a regular unitarily invariant is that,
just like in the Hardy space, we have a short exact sequence of C*-
algebras

(14.3) 0— K(H) = C*(A(H)) — C(0By) — 0,

where the second map is the inclusion and the third map is the unital
s-homomorphism that takes a function in A(H) to its boundary values;
see [30, Theorem 4.6]. It particular, this implies that M., is essentially
normal and the essential norm satisfies ||M,|le = ||¢||, whenever ¢ €
A(H). Thus, by the discussion at the beginning of the section, a mul-
tiplier ¢ € A(H) will be subinner, whenever ||¢lo < ||¢|lMule) = 1.

In order to be able to consider multipliers that may not be in A(H) we
use a second condition. We say that the one-function Corona Theorem
holds for Mult(H), if whenever ¢ € Mult(H) with |p(2)| > ¢ > 0 for
all z € By, then 1/p € Mult(H). It is known that the one-function
Corona Theorem holds for Mult(D,) for all @« € R. For a < 1 —d
this is trivial since Mult(D,) = H*(By) in this case, and for a > 0
it is a consequence of the full Corona Theorem, see [19]. For a proof
of just the one-function Corona Theorem see [25] (a = 0) and [57],
Theorem 5.4 for all @« < 1. By use of Corollary 3.4 of [6] one can
extend the proof of [57] to cover all & € R. For an example of a regular
unitarily invariant Pick kernel that does not satisfy the one-function
Corona Theorem see [4].

If Mult(H) satisfies the one-function Corona Theorem, then one eas-
ily shows that o(M,) = p(B,) for every ¢ € Mult(H). Thus, if M, is
essentially normal, then its essential norm equals its essential spectral
radius which is dominated by the spectral radius. For such multipliers
we thus obtain ||M,l|le = re(M,) < r(M,) = ||¢||-

Hence we have proved the following Proposition.

Proposition 14.1. Let ‘H be a regular unitarily invariant space, let
@ € Mult(H) and suppose that ||¢]|c < [|@]|Murr) = 1
If either
o pc A(H) or
o Mult(H) satisfies the one-function Corona theorem and M, is
essentially normal,

then ¢ is subinner, i.e. M, attains its norm.

The following result is well-known; see [62, Example 1, p. 99| for
d = 1 and [45, Theorem 4.1| for d > 1. Since we do not have a
convenient reference for the proof, we sketch an argument that uses
reproducing kernels.
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Lemma 14.2. Let d € N. If a > 1, then A(D,) = Mult(D,,) = D,
with equivalence of norms.

Proof. Tt suffices to show D, = Mult(D,,). Since polynomials are dense
in D,, it then follows that A(D,) = Mult(D,).

Clearly, there is a contractive inclusion Mult(D,) C D,. To show a
continuous inclusion in the other direction, let a,, = (n 4+ 1)®. The
argument in |62, Example 1, p. 99| shows that there exists C' > 0 such
that

Z Arn—k < (C? forallneN,

ap,
k=0
from which it follows that
(14.4) C?k™ — (K*)* > 0,

meaning that this function is positive definite. Now, if f € D, with
IIf|l <1, then

ku(z) = f(2)f(w) = 0.
Multplying by k%, using the Schur product theorem and (14.4), it fol-
lows that L
ki (2)(C? = f(2) f(w)) > 0,

so f is a multiplier of multiplier norm at most C' |

We obtain the following consequence for subinner functions in D,
for a > 1.

Theorem 14.3. If a > 1, then ¢ € Mult(D,,) is subinner, if and only
if [|lamaepa) = 1.

Proof. Tt is clear that subinner functions must have multiplier norm
equal to 1. Let ¢ € Mult(D,) with |l¢|lmuep.) = 1. If ¢ is constant,
then it clearly must be subinner, thus we assume that ¢ is not constant.
Since a > 1 we note that sup|,|; [|k2| < oo, and this implies that every
function f € D, is bounded. Hence Proposition 4.7 of [61] (see also
Lemma 14.5 below) implies ||¢]|oo < [[¢||nMut(p,)- Thus, by Proposition
14.1 and Lemma 14.2 we conclude that ¢ is subinner. |

Theorem 14.4. Let H be a reproducing kernel Hilbert space with a
normalized complete Pick kernel. If H contains an unbounded function,
then there is v € Mult(H) such that ||| vuww) = 1, but ¢ is not
subinner.

Serra had already proved that if a reproducing kernel Hilbert space
with normalized complete Pick kernel contains an unbounded function,
then there are functions in Mult(#) such that ||¢||cc = [|||Mutc), [61]-
The proof of our theorem provides an alternate approach to that result.
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Proof. Let f € H, ||f|| = 1 and assume that f is unbounded. By
Theorem 1.1 of [5] there are o, ¢ € Mult(#) such that ||¢h||*+|eh||? <
|R]|? for all h € H and f = ¢/(1 — ). Since ¢ is bounded, we see
that the unboundedness of f implies that there are points z, such that
$(za) = L. Hence 1< [l < [4aroo < 1. Thus, [/l = 1
and it is not column extreme, hence by Corollary 1.7 it cannot be
subinner. |

In order to obtain a sufficient condition for being subinner we start
by proving a lemma.

Lemma 14.5. Let H; be a reproducing kernel Hilbert space of holo-
morphic functions on By with reproducing kernel k, which is normalized
at 0. If p € Mult(Hy,) is not constant, if ||¢||ec = 1, and if

o 1 —[(0)]
liminf(1 — |@(2) P ||k, ||? < — =,
minf(1 = eIk < T35

then ||¢lloo < ||@||nuery)-

Note that the lemma also implies Proposition 4.7 of [61] that was
used in the proof of Theorem 14.3.

Proof. By the hypothesis we may choose z, € By such that |z,| — 1

) 1—1x(0 . .
and lim, (1 — |¢(z,) [P k., |7 < IJJiEO;}. Note that since ¢ is not

constant, we have |¢(0)| < 1.

We know that [|¢]|ec < ||@|IMult(r,), S0 suppose that ||¢| ez, = 1.
Then for any z,w € B, the corresponding 2 x 2 Pick matrix is positive
semidefinite. For w = 0, z = z, this is easily seen to be equivalent to

(1= l@(za) )L = [@(O))[k=, 17 = [1 = 0(0)ip(20) .

This implies
11— o)z | 1= ]e(0)
1—p(0))* = 1+ |e(0)]

This contradicts the hypothesis, hence we conclude ||¢|oc < |||/ Mutt(7)-
|

(1=l (za) ) 1k=, I* =

We note that the proof of the Lemma shows that the hypothesis
implies that what has been called the “2-point multiplier norm of ¢” is
strictly larger than ||¢|l« = 1, see [8]. For the Drury-Arveson space it
turns out that the 2-point multiplier norm equals the H*°-norm, hence
the lemma cannot be used to construct examples of subinner functions
in the Drury-Arveson space, see |32, Lemma 3.3].
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We will apply the lemma to the spaces D,, 0 < a < 1, and to D,,
O<a<l

In order to apply Proposition 14.1 and Lemma 14.5 we need to know
when multiplication operators are essentially normal. For the Dirich-
let space D of the unit disc Lech provided a necessary and sufficient
condition for M, to be essentially normal, see [38]. He proved that if
¢ € Mult(D), then M, acts as an essentially normal operator on D, if
and only if M, : D — L2 is compact. Then one can for example obtain
a simple sufficient condition by calculating the Hilbert-Schmidt norm
of M/, see the paper by Brown and Shields [14], top of page 303. If
d > 1, then not even the constant function 1 yields a Hilbert-Schmidt
multiplication operator D; — D_;, but a condition analogous to the
Brown-Shields condition turns out to be sufficient for an essentially
normal multiplier.

If 0 < a < 1, then the following lemma together with equation (14.2)
will show that for f € Mult(D,) the multiplication operator M; acts
essentially normally on D,, if and only if it is essentially normal on D,,.
In the following we write (M, H) to denote multiplication by ¢ as it
acts on H.

Lemma 14.6. Let d € N and let a = {a,} and b = {b,} be sequences of
positive real numbers that determine reqular unitarily invariant spaces

Ha and Hy on By with kernels k¢ and k® defined by (14.1). If

by,
lim — =¢>0,
n—00 (y,
then H, = Hp with equivalent norms and if ¢ € Mult(H,) = Mult(H,),
then (M, H,) is essentially normal, if and only if (M, Hs) is essen-
tially normal.

Proof. 1t is clear that the hypothesis implies that the spaces coincide
and the norms are equivalent. Write 7, = (M, H,) for + = a and
r =b. Let S € B(Ha, Hp) be defined by Sf = >, Z—an, where
[ =>", fn is the homogeneous expansion of f. Then the hypothesis
implies that S is invertible and Sk2 = k¥ holds for all w € B,.

Then we have
Ty Sk® = p(w)kd = STk
for all w € By. This implies that 7S = ST). Note that Uf =

ZZOZO ‘/\/ZE fn is a Hilbert space isomorphism H, — H, and we have

(UT;U*)(US) = UST;. The lemma now follows from the fact that
US € B(H,) is of the form US = /cI + K for some compact operator
K. |
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If f € Hol(By), then we write f = Y > f, for the expansion of f
into homogeneous polynomials. We define the spaces

[e.9]

Dy = {f € Hol(Ba) : || fllpg = D _(n+1)"log(n +2)| fullfs < oo}
n=0
We will only need the cases where a € {#1}. Let R = 3¢ | i be
the radial derivative operator, Rf = > nf,.

Lemma 14.7. (a) (a = 1) There is ¢ > 0 such that

lgRf o, < cllflipgllglio,

for all g € Dy, f € DY.
(b) If o < 1, then there is ¢ > 0 such that

9B fllp.— < cllflipllgllpa
for all g € D, f € Dy.

Proof. (a) Note that D°; has reproducing kernel

o0

10,y =S P FL
kw (Z) _Zlog(n+2)<z’w> )
n=0

and, of course, for a € {£1} the space D, has reproducing kernel
K2 (2) = S o(n+ 1)~z w)".
Let f € DY with || f||pg < 1. Then ||[Rf||po, <1 and that is equiva-
lent to
kS0 (2) = Rf(2)Rf (w) > 0.
We now multiply that inequality by k! (2) and apply the Schur product
theorem to conclude that

KGO (2)kL (2) — RF(2)Rf(w)k(2) > 0.

w

Part (a) of the Lemma will follow once we show that there is ¢ > 0
such that

Pyt (2) = kM0 (2)k(2) 2 0,
since adding both inequalites gives that Rf is a multiplier from D; to
D_; of norm at most c. All three reproducing kernels are power series
in (z,w), hence the last inequality can be verified by showing that all
coeffcients in the resulting power series are > (0. Hence we have to
show that there is ¢ > 0 such that for each n € N

S| —k+1 )
< 1).
;k:-l—llog(n—k‘vLQ)_c(n—i_ )
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Thus, we calculate

_ oy ! SLES T S — k41
B . k+ 1log(n — k + 2) > nk+1log(n—k¢+2)

n+1 n

<cAn+1).

This proves (a).

(b) follows similarly noting that for & < 1 we can substitute the
spaces D, and then use that the reproducing kernels satisfy the identity
Kokt = ko2, u

We now obtain a sufficient condition for essential normality of mul-
tiplication operators.

Theorem 14.8. Let d € N, and let ¢ € H*(By).

(a) If o € DY, then v € Mult(D;) and (M, Dy) is essentially nor-
mal.

(b) If ¢ € Dy, then for each o < 1, we have p € Mult(D,) =
Mult(D,,) and (M,, D,) and (M, D,,) are essentially normal.

Proof. We start by discussing the situation when o« < 1 — d. Then
D, is a weighted Bergman space contained in L?(co(1 — |2]2)~¢*dV)
and for ¢ € H*(Bq) we have M7 M, — M, M} = H:Hg, where Hy =
(I — P,)M3|D, is the big Hankel operator with symbol @. Here we
used P, to denote the orthogonal projection of L?(c,(1— |z|?)~42dV)
onto D,. It is known that Hy is compact, if and only if ¢ is in the little
Bloch space, i.e. if limp, 1 (1 — |2|?)|Rp(2)| = 0, see [65, Corollary 24].

Next we note that for f € D; and z € By we have (1—|z|*)|Rf(2)| <
IRf|lp_, < fllp, by a standard estimate for point evaluations. Hence
if o € Dy, and if ¢,(2) = ¢(rz) for 0 < r < 1, then

limsup(1 — |2[*)| Rp(2)| = limsup(1 — |2[*)|R(¢ — ¢,)(2)]
|z| =1 |z| =1

<ll¢ —¢rllp, > 0asr—1.

Hence ¢ is in the little Bloch space, and thus the hypotheses in (a) and
(b) both imply that (M, D,) is essentially normal for all @ < 1 — d.
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Then by Lemma 14.6 the same is true for (M,,D,), « < 1 —d, and
from now on we will just consider the case of (M., D,).

Fix a < 1, and observe that for all £ € R the operator R + [ is
unitary from D; onto D;_5. Furthermore, the product rule implies
that (R+I)(M,, D;) = (My, Dy—2)(R+ I) + Mg, where My, : Dy —
D; o, f = (Ry) f. Thus, an easy induction argument implies that both
parts (a) and (b) of the lemma follow, if we show that the hypotheses
imply that Mp,, is compact for all ¢ < a.

(a) Let ¢ € D). Lemma 14.7 implies that My, € B(Dy,D_1). Note
that for r < 1 the operator Ry, is a multiplier of D; into itself. Since
d < oo the inclusion D; — D_; is compact, hence M }hpr is compact.
By Lemma 14.7 again there is ¢ > 0 such that for all 0 <r < 1 we have
My, = Mpy, ll51,01) < cllo—@rllpp. Tt is clear that || —r[lpp — 0,
hence M ,1%50 is a norm limit of compact operators and hence it is compact
as well.

In order to finish the proof of (a) and to prove (b) it suffices to
show that M}fw is compact for all ¢ < 1, whenever ¢ € D;. The proof
is similar to the one just given, except that we substitute the use of
Lemma 14.7 (b), where we had used part (a) of that same lemma. W

If 0 < 8 <1, then we write Lipf for the holomorphic functions on
B, that satisfy a Lipschitz condition of order 5, and we write lipg for
those f € Lipf that satisfy

lim sup M = 0.

|z—w|—0 |Z - w|ﬁ

We also let A(B;) denote the ball algebra, i.e. the algebra of all holo-
morphic functions on By that extend to be continuous on By.

Theorem 14.9. Let d € N.

(a) If 0 < a <1 and ¢ € lip(1 — a) N Dy, then ¢ € Mult(D,,) and ¢
is subinner if and only if ||¢||Muwrpa) = 1.

(b) (o =1) If p € A(By) N DY and such that lim,_,; log 7|p(z) —
o(rz)| =0 for all z € OBy. Then ¢ € Mult(D;) and ¢ is subinner if
and only if ||¢||muso,) = 1.

By Lemma 14.6 it is clear that a similar theorem holds for f)a, 0<
a < 1. We also note that for « = 0 (the Drury-Arveson space) no direct
analogue of this theorem can hold. Indeed, the function ¢(z) = %2 is
a polynomial of multiplier norm 1 that is not subinner in Dy = Hg.

Proof. (a) The Lipschitz condition implies that ¢ € A(By), hence The-
orem 14.8 (b) implies that ¢ € Mult(D,) and M,, is essentially normal.
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Suppose |||/ mut(p.) = 1. The assertion is trivial if ¢ is constant, so
we assume that ¢ is non-constant. Then by Proposition 14.1 and the
one function Corona theorem for D,, it suffices to show that ||¢|l. < 1.

The regularity assumption on ¢ implies that the function ¥ = ¢/||¢||
extends to be continuous on By. Suppose that |¢)| attains its maximum
1 at w € 0By, then for z = rw € B, we have

(1= ()Pl l* < 2[b(w) — ¢ (rw)]|lrw|*
 lp(w) - p(rw)
~|w = rw|te

where we used that ||k,.||> ~ 1/(1 — r)}=®. Thus, Lemma 14.5 implies

that [[¢le < [l¢llmueDa) = 1.
The proof of (b) is similar, it relies on Lemma 14.8 (a). [

—0 asr—1,

Note that in conjunction with Example 10.3 the theorem shows that
for every |A| > /2 the function (2 — A)/||z — Al|mui(p) is both subinner
and free outer in the Dirichlet space D.
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