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Abstract: In this paper, we develop quantum dynamical
methods capable of treating the dynamics of chemically
reacting systems in an optical cavity in the vibrationally
strong-coupling (VSC) limit at finite temperatures and in
the presence of a dissipative solvent in both the few and
many molecule limits. In the context of two simple models,
we demonstrate how reactivity in the collective VSC regime
does not exhibit altered rate behavior in equilibrium but
may exhibit resonant cavity modification of reactivity when
the system is explicitly out of equilibrium. Our results sug-
gest experimental protocols that may be used to modify
reactivity in the collective regime and point to features
not included in the models studied, which demand further
scrutiny.

Keywords: polaritons; vibrational strong coupling; quan-
tum light-matter interactions; collective cavity-modified
chemical dynamics

1 Introduction

Recent experiments suggest that a modification of ground
state chemical reactivity can arise via the formation
of polaritons (light-matter hybrid quasi-particles) inside
infrared (IR) optical cavities in the vibrational strong-
coupling (VSC) regime where an ensemble of molecular
vibrations is coupled to a quantized radiation field [1]-[8].
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This effect has the potential to unlock the long-sought
ability to inexpensively perform mode-selective chemistry,
wherein specific chemical bonds can be formed or cleaved
by simply tuning the frequency of the cavity photons.
However, recent theoretical efforts have only found lim-
ited success in providing a microscopic understanding of
this remarkable phenomena [9]-[23], and controversy exist
with respect to experimental reproducibility [24,25], imped-
ing further progress.

Cavity-modified chemical reactivity in the VSC regime
has two distinguishing characteristics. The first is that the
chemical rate is only strongly modified (enhanced or sup-
pressed) when the photon frequency is close to some char-
acteristic molecular vibration frequency. This is marked
by a sharp peak (or dip) in the cavity-modified chemical
rate constant as a function of the cavity photon frequency,
with the width of the rate profile matching the width of
the IR absorption profile [1]-[8]. The second is that such
cavity modifications operate in the collective regime, where
a macroscopic number of molecular vibrations are collec-
tively coupled to the cavity radiation. Consequently, the
light-matter coupling between each individual molecules
and the cavity radiation is effectively minuscule. Thus, a
crucial question arises: Can collective light—matter coupling,
which couples cavity radiation and molecules in a delocalized
fashion, lead to a modification of chemical reactivity which
operates locally?.

Our previous theoretical work [10], corroborated by
recent work [21], [23], demonstrates that a sharp resonant
modification of cavity-modified chemical rate stems from
the quantum dynamical interplay between the cavity pho-
ton mode and molecular vibrations. However, these works
operate at the single molecule level, where an individual
molecule is assumed to strongly couple to the cavity radi-
ation mode. This is achieved by artificially scaling the sin-
gle molecular coupling by \/ﬁ (where N is the number of
molecules coupled to cavity radiation in an experiment)
such that the Rabi splitting observed in the single molecule-
cavity setup is similar to that of the experiments. While
such large single molecular coupling may be achieved in
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plasmonic cavities [26], this situation is not representative
of the present experiments showing cavity-modified ground
state chemistry [1]-[8] that operate in the collective regime.

In this work, with fully quantum dynamical simula-
tions, we investigate the role of collective cavity coupling
in the cavity-modified chemical kinetics of two different
model systems under various initial conditions. Specifically,
we explore two initial conditions that correspond to two
significantly different physical scenarios. One is when the
initial condition is uncorrelated, where the N molecules
are thermalized in the absence of the cavity and at time
t = O molecule-cavity interactions are introduced. The other
is when the initial condition is correlated, where the N
molecules and the cavity mode are thermalized in the pres-
ence of a dissipative environment, which at zero tempera-
ture corresponds to the polaritonic ground state.

Our results indicate that under uncorrelated initial
conditions, the nonequilibrium decay of state population
can be significantly modified when collectively and reso-
nantly coupling molecules to the cavity mode, which corrob-
orates previous works that operate in the classical regime
[27] or those that operate at zero temperature but treat
light—matter interactions quantum mechanically [19], [28].1
We find that under such circumstances, nonequilibrium
relaxation dynamics is modified, pointing to a possible route
to achieving mode-selective chemistry inside optical cav-
ities. On the other hand, under equilibrium (correlated)
initial conditions, we find that chemical reaction rates asso-
ciated with a barrier crossing process can be substantially
modified only in the few-molecule limit, where the other
molecules provide an effective source of cavity dissipation,
leading to an enhancement of chemical reaction rate in
the energy diffusion-limited regime. This modification is
observed when the cavity mode is resonantly coupled to
molecular vibrations. However, we find that this effect is
negligible in the mean-field N — oo limit. At the same time,
we find that chemical reactions that occur via direct nuclear
tunneling can be modified resonantly where it is found
that the coherent oscillations are resonantly damped when
coupled to the cavity. Overall, these results point to the possi-
bility of modifying chemical dynamics by coupling molecu-
lar vibrations under nonequilibrium conditions while nar-
rowing down the number of factors that might govern the
behavior of cavity-modified ground state chemistry.

This paper is organized as follows: In Section 2, we
describe the model systems considered in this study and

1 While this work was ongoing, we became aware of Ref. [28]. The
methodology presented here generalizes that of Ref. [28] to finite
temperature, many-state systems relevant for modeling of chemical
reactions.
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the quantum dynamics methods that we used in this work.
In Section 3, we present and discuss our numerical results.
Finally, in Section 4, we document the conclusions of this
work and provide avenues for future investigations.

2 Theory

2.1 Model system

In this work, we consider a minimal model of a set of N
molecules collectively coupling to a single radiation mode
supported by a cavity. Figure 1(a) (see left panel) shows an
example of a setup where N molecules in a simulation cell
(red shaded area) are placed inside a cavity with width L.
There are two ways to analyze the quantum dynamics in the
thermodynamic limit: A - co and N — oo, and these two
approaches are illustrated in Figure 1(a) and (b).

p constant
@ «—L—— _ o __ _
' 4 Qe ' 4 Qe
—l——\——‘—- o N 0
e ©® e ©
o~ o~
¢ o . o
- 0
o Y 4 Y
S o] LU = el
V constant
(b) B B B
' 4 Qe
__________ _'__‘__..__
0 >
®
. o
__________ ’___‘__9_
o Q
1 | | Y L Y '_

Figure 1: A graphical representation of two possible ways for increasing
the number of molecules included in the cavity QED system. (a) We
consider a system at a fixed density p and simply increase the volume of
the simulation cell (thereby increasing the number of particles included
but also increasing the volume). (b) Treating a fixed simulation volume
but varying the number of particles present in it (i.e., changing the
density of particles in the cavity by altering N). This is the approach taken
in references [27], [29].
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The Hamiltonian describing the set of molecular vibra-
tions coupled to cavity radiation is written as

H=H, +Hy, +H, )

where H,, is the matter Hamiltonian, Hy,, is the radiation-
matter coupling Hamiltonian, and H . is the Hamiltonian for
the cavity radiation mode. In the single-mode approxima-
tion of a perfect lossless optical cavity, the cavity Hamilto-
nian becomes

A, = wblb.. @

The presence of cavity loss can be modeled with a sim-
ple Caldeira—Leggett Hamiltonian [30], where H ¢ 1s written
as

~2
fe=odbo+ Tk + 1t (0,+ &

quc > , (3)
k

@y
with ¢, = (IA)CI + 5C> /(\/2w,), and with C, and @, sampled

£y 5, —
2 &k g2 Uk
) that is taken to be of the Debye form, approximating the
result for a simple 1D model cavity [31].

In the long-wavelength and single cavity mode limit, the
light—matter interaction Hamiltonian can be written as

from a spectral density function [, (w) =

ﬁRM = "Icwc<i}2L + EC)"’ ’ Zﬁi’ @
i

where eand w, are the polarization direction and frequency
of the radiation mode, respectively,

n

2¢,Vo,’

He = ©5)
with V the quantization volume, and we take the dipole
moment operator of molecule i as

By = g, ©)

with n; a normalized vector that specifies the orientation
of molecule i. Here, #,. quantifies the light-matter interac-
tion strength and may depend on N depending on how we
choose to increase the number of molecules present in the
system. Note that the light—matter interactions described in
Eq. (5) ignores the spatial dependence of the radiation field
(long-wavelength approximation), which may break down
when considering a large number of molecules filling the
entirety of the optical cavity.

As mentioned above, Figure 1 illustrates two possible
strategies to analyze the effect of increasing the number
of molecules present in the simulations. The second strat-
egy, illustrated in Figure 1(b), is the choice that has been
employed in many recent theoretical works (e.g., [27], [29]).
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Within the context of the first approach, we consider a
simulation box with cross-sectional area (perpendicular to
the cavity direction) A that contains N molecules and use the
volume of this box as the quantization volume presentin y.
Doing so, we find that

A
2e)ALw. /A’

where we have used that 2L = A and that Aw, = 2z¢ and
have absorbed all of the constants into A. Introducing an
average particle density per unit of cross-sectional area
(which is a constant in the experimental setup) p = N/A,

we find that #,,
A\/p
="V2 ®)
VN
and so the final light—matter coupling Hamiltonian in this
case can be written

Ne = ()

Ay = 8% (bT +b ) ) Zﬂi’ ©)
VN i

where g = /1\/5. This choice gives rise to a constant Rabi
splitting as the number of molecules is increased.

In the second approach, we vary the number of par-
ticles and keep the quantization volume constant while
increasing the number of particles present in the volume.
As a result, the average particle density per unit of cross-
sectional area is constant. In this case, we write

Hpy = ’1c00c(i7;r + Bc)‘?' Zﬁi 10)
1
where 7, is independent of N, as has been done in recent
work [18], [27], [29]. This choice of Hamiltonian gives rise to
a Rabi splitting that increases as \/JT] .

In the absence of direct dipole—dipole interactions, the
total Hamiltonians in each of these two cases are provided
below. The Hamiltonian for the constant p scenario is writ-
ten as

(b +be) Te

(1

with H,, describing the bare molecular Hamiltonian. On the
other hand, the Hamiltonian for the constant V approach is
written as

A=Hy+obib, +nw C( + C)Ze i

+ nﬁchfii R
ij

(12)
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We note that the intermolecular dipole self-energy term
is known to cancel with the direct Coulomb interaction term
when considering all radiation modes in the light matter
Hamiltonian beyond the long-wavelength approximation
[32]. However, recent work [33,34] suggest that when per-
forming a radiation mode truncation, as is done here (con-
sidering a single radiation mode), this term should be explic-
itly included within the dipole gauge Hamiltonian [35,36].
We also find that this term does not contribute to resonantly
modifying the chemical reaction rate.

In this work, we investigate two model molecular sys-
tems. In the first, Model I, we consider a molecular system
described by a double-well potential energy surface with the
reaction coordinate coupled to a set of dissipative solvent
degrees of freedom. In the second, Model II, we consider a
proton transfer reaction where the reaction coordinate is
coupled only to a spectator mode. Below, we describe each
of these models.

2.1.1 Modell

This model is a multi-molecule generalization of the cav-
ity VSC system considered in our previous work [10]. Each
molecular system is described by a symmetric double well
potential with the reaction coordinate coupled to a dissi-
pative bath for which well-defined chemical rates can be
obtained. In this model, each molecule consists of a single
reaction coordinate R that is bilinearly coupled to an infinite
set of harmonic modes, representing solvent degrees of free-
dom. We consider the few-molecule case of N =1, 2, 3, and
4 molecules, as well as the thermodynamic limit of N — co.
Here, for simplicity, we will only consider the case where
all N molecules are aligned with the cavity polarization
direction, that is n; = e

The molecular Hamiltonian is given by
I:IM =I:IR+ﬁsolu’ 13)

where the reaction coordinate Hamiltonian is given by

Hy =T, + VB, 14)
with V(R) describing a simple quartic potential
R | N
VR = L .R*- ~w? R 15
®) 16E, 5@ K (15)

where w, and E, are the barrier frequency and height,
respectively. Equivalently, the reaction coordinate

2 After the calculations in this work were completed, we became
aware of Ref. [90], which considers N = 2 molecules using Model ], and
the Hamiltonian where V is held constant.
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Hamiltonian Hy can be represented using its vibrational
states,

Hy = ZEi|Ui>(Ui|
i

= E0(|UR>(UR| + |UL><UL|) + ZEi|Ui><Ui|

i>2

+ A(log)vg | + o ) (vgl), (16)

where {|v;)} are the vibrational eigenstates of the molec-
ular Hamiltonian (Hy|v;) = E;|v;)). In the second line, we
have introduced localized states |v;) = \%(luo) + |v;)) and

|og) = (1) — |vy)), with an energy Ey = ;(E, + E;) and

a coupling A = %(}51 — E). These states are the localized
ground states of the left and the right wells (blue and red
wave functions in Figure 3(a)), respectively.

The solvent Hamiltonian is given by

p 1 CR :
A _ ] 2 2 ]
Hsolv_ 2,2+ZQ]'<X]'+ QZ) s
J J

where the frequencies and coupling constants are deter-
mined by the spectral density of the bath, here taken

e
to be of the Debye form J,(Q)= gzm—’jé(g—ﬂj)=

2AQC/(Q° +T7) =, QI /(Q* +T%. We note that the
quantum dynamical approach used here can be extended
to simulate a more realistic molecular system by obtaining
the spectral densities describing the bi-linear system-bath
couplings and beyond (such as square-linear couplings) and
the vibrational levels in Eq. (16) using ab initio approaches
[371-[39]. Finally, in this model, the molecular dipole is
taken as ji = R.

an

2.1.2 Model II

This model describes a hydrogen-transfer model con-
structed for thioacetylacetone developed by Doslic et al.
[40], which was recently explored in the context of cavity-
modified chemical reactivity in a recent work [19]. Explicitly,
the molecular Hamiltonian for this two-dimensional model
with a reaction coordinate § (describing H-transfer) and a
spectator mode Q is written as

Hy=— 2 - 2 7 4 V(40), 18)

Q

where m, =1914.028 a.u. and m, = 8622.241 a.u. are the

corresponding masses. Further, V(d, Q) is the interaction

potential written as
2
) 19

A A a1 A A
V@, Q) = V@ + ;moe (0 - 44
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where @, = 0.0009728 a.u. is the spectator mode fre-
quency and Ay(J) = a,¢* + b,¢® with a, =0.794 a.u. and
b, = —0.2688 a.u. Here, V;(g) is the reaction path potential
and is written as,

Vou(@ + Vsu(@)
2

\/(VOH(@ — Veu(@)* + 4K*(q)
2 ’

V() ((:i) =

(20)

where V(@) = —m " (q q ) +A; with j € {OH,SH}
and K(§) = kcexp( G- qo)z) with k. = 0.15582 a.u. and
q, = 0.2872 a.u. The remaining parameters are tabulated in
Table 1. Following Ref. [19], we consider a restricted one-
dimensional reaction path Hamiltonian in which we restrict
dynamics to the 1D path obtained by minimizing V(d, Q)
with respect to Q at each value of 4.

Following Ref. [19], the dipole moment operator for this
one-dimensional model is taken as f(q) = uo + p(§d — qp)
with p, = 1.68 a.u. and p; = —0.129 a.u. The reaction coor-
dinate degrees of freedom are discretized using a Colbert-
Miller DVR [41], containing 120 grid points, over the range
G € [-15,2.1]a,. The cavity mode is discretized using a har-
monic oscillator number basis containing up to 5000 states
depending on the number of molecules, N, coupled to the
cavity.

2.2 Methods

2.2.1 Hierarchical Equations of Motion approach

We simulate exact quantum dynamics of the molecu-
lar subsystems, each of which are coupled to a dissi-
pative bath, using the Hierarchical Equations of Motion
(HEOM) approach. This well-established open-quantum sys-
tem dynamics method provides an exact description of the
dynamics of a quantum system that is linearly coupled to
a set of N harmonic baths [42]-[44]. The details of this
method can be found in Ref. [42]-[44]. In this work, we
use a customized version of the HEOM approach, which is
documented in the Appendix A of our recent paper [10].
We use this approach to simulate the quantum dynamics

Table 1: Parameters for Model II (a.u.).

i m; @; q? Aj
OH 1728.46 0.01487 —0.7181 0.0
SH 1781.32 0.01247 1.2094 0.003583
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in Model I when considering cases with N =1 and 2. For
N = 3 and 4, direct solutions of the HEOM is unfeasible, and
in this regime, we made use of a Multi-Layer Multiconfigura-
tion Time-Dependent Hartree (ML-MCTDH)-based solver for
HEOM [45]-[47]. Finally, for N — oo, we use the mean-field
approach described helow.

2.2.1.1 Mean-field quantum dynamics

With increase in N, it becomes impractical to perform a
direct HEOM calculation of the dynamics of all molecules
and their dissipative baths. Instead, we develop a mean-field
approach by using the fact that the coupling between each
molecule and the cavity mode tends to zero as 1/ \/N . Wefol-
low Ref. [48] in developing this approach for cavity-modified
chemical dynamicsin thelimit N — oo, where this approach
is expected to be valid [48]-[50]. Numerically, we have set
N =10, 000 for obtaining the dynamics. We have verified
that the results presented here are converged with respect
toN.

Within this mean-field treatment, we assume that the
total density operator of the system comprising N molecules
and a single cavity mode can be written in a factorized form
for all times

N
p0) = p.O] ] 5. 1)
i=1
Here, p.(t) and p;(t) are the time-dependent density
matrices for the cavity radiation mode and the ith molecule,
respectively. The resultant mean-field equations of motion

are

% 5.0 = 130,(0) B} + b, p.(0)]
- i[ﬁc, ﬁc(t)] 22)
atp,(t)—— \/ﬁcw[(bT be ) (0 [ 210
-l pl(t)]—l 5 G %
xg Tr (/10 O] [, ()]
@3)

We observe that for the models of the type considered
here, in the mean-field limit, we have a set of N + 1 coupled
equations of motion for each of the individual density oper-
ators. Next, for simplicity, we ignore any static disorder in
the molecule dipole operators and assume that we start in
theinitial thermal mean-field state. With these assumptions,
we have p;(t) = p,(t) for all values of i. We thus reduce
this set of N + 1 coupled equations to a set of two coupled
equations:
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2 50y = ~ig@,VNpuy(0)[B] + b po(0)

. i[ﬁc, ﬁc(t)] @4)
0 . .8, A A Ja A
EI’M(t) = _l‘i/ﬁfc(t) 71, Py ] — l[HM7 PM(I)]
280N -1 @)

82W, 1 ry A
i€ 2 (i (0] -

xﬂM(t) [ﬁ’ ﬁM(t)] B

N

where iy, (1) = Tr[fiypy(0)] and £.(6) = Tr[(ifc" + BC) ﬁc(t)].
We approximate the dynamics generated by these ODEs by
linearizing the functions f,(t) and p,,(t) at each time point.
Upon doings so, we see that the evolution at each time point
is solely the quantum dynamics under a time-dependent
Hamiltonian. Noting that the time-dependent terms only act
on the system degrees of freedom in the system-bath model
of the molecular Hamiltonian, we apply the HEOM approach
to obtain the equations of motion for evolving each of the
density operators.

In Appendix A, we explore the convergence of the
mean-field approximation upon increasing the number of
molecules, N, coupled to the cavity. These results allow
demonstrate the convergence of the mean-field treatment
for large but finite N.

2.2.1.2 Evaluation of the forward reaction rate

In order to evaluate the forward reaction rate, we have
assumed that the system is initially in the reactant region
with an initial density operator A(0) = p;. The time-
dependent reactant and product populations may be writ-
ten as

Po() = Tr| @ - Rp(o)],
(26)
Pp(t) =1- PR(t)»

where h is the side operator that projects onto the reactant
states and is only a function of the reaction coordinate posi-
tion operator, R, in our work. If first-order kinetics provides
a valid description of the reaction process, then in the long-
time limit the reactant and product populations will evolve
according to the kinetic equations [51]—[53]

PR(t) = —kPy(0) + k' Py(t),
. 27)
Pp(t) = kPR(0) — k' Pp(),

where x and x’ are the forward and backward rate con-
stants, respectively (and are related by x(Pp) = k’(Pp),
where (P) and (Pp) are the equilibrium reactant and
product populations, which can be obtained from the steady
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state solution of the HEOM [54]). Rearranging the expression
for the forward rate constant, we have [51], [53], [55]

x = lim_ 22

= — 2
SR 1= PO/ (Py)’ 8)

where the limit ¢ — oo indicates that the kinetic description
of the reaction process is only valid after some initial tran-
sient process.

In the evaluation of the rate constants, we have consid-
ered an initial condition in which the system of N reaction
coordinates and a cavity mode are initially uncorrelated
from their dissipative baths. Here, we have taken an initial
density operator of the form

N R N —pH
fr = ie—ﬁHs/Z(l — e Pls/2 @ eili’ 29)
Zp Tr [e‘ﬂHB]

where Z, = Tr [e‘ﬂﬁs/ 21 — hye—PHs/ 2] , which allows for the
direct application of the HEOM approach. The short-time
transient dynamics depends on the choice of the initial
reactant density operator. For the noninteracting molecule-
solvent initial condition, a short-time (~200 fs) transient
slippage in the population of the reactant state is observed.
However, we have found that the long-time plateau value
of Eq. (28) is independent of the choice of initial density
operator for the models considered in this work.

2.2.2 Multi-Layer Multiconfiguration Time-Dependent
Hartree approach

For simulating the exact quantum dynamics of Model II,
which is a closed quantum system, we use the Multi-Layer
Multiconfiguration Time-Dependent Hartree (ML-MCTDH)
approach. ML-MCTDH uses a tensor network based ansatz
for the total wavefunction and here we employ an effi-
cient projector splitting integrator [56]-[62] that avoids
many of the issues that arise in the presence direct product
state initial wavefunction conditions [62]. In all calculations,
we used a single-site with subspace expansion integration
scheme similar to those proposed in reference [63] for the
standard ML-MCTDH algorithm to allow for growth of the
bond-dimension (or number of single-particle functions)
throughout the dynamics. In all calculations, we consider
a ML-MCTDH tree consisting of a balanced binary tree for
representing the N molecule system that is connected to
the cavity mode at its root. An example of the topology of
the ML-MCTDH wavefunction for Model II with N =16 is
show in Figure 2. Here, we find converged results allowing
a maximum bhond dimension (or number of single parti-
cle functions) in the tensor network to be 32. The method
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Figure 2: Multilayer tree used for the N = 16 molecule ML-MCTDH calculations for Model II. Bond dimension (number of single particle functions) is
shown on the edges connecting circular nodes, and the primitive Hilbert space dimensions are shown for bonds connecting circular and square nodes.
Here, C denotes the cavity degree of freedom and as M, denotes the ith molecules degree of freedom.

described below can be generalized to finite temperature,
but for simplicity, we work at zero temperature.

For Model I, we have made use of an ML-MCTDH repre-
sentation of the HEOM for all simulations with N > 2. Here,
we used the same balanced binary tree structure for the
ML-MCTDH tree, with each leaf mode of the molecule repre-
senting the full space of auxillary density operators (ADOs)
for that molecule and its environment. In this case, we find
converged results allowing a maximum bond dimension in
the tensor network of 48.

2.2.21 Initial state preparation

For this model (Model II) molecular system, we explore two
types of initial conditions. The first is an uncorrelated initial
condition in which the cavity is prepared in the vacuum
state in the dipole gauge, as has been employed in recent
works on collective VSC [19],

[we)(©0) = 10) ® W) (30)
where y/ is the ground state of the molecule Hamiltonian,
ﬁM, for molecule i, and |0) corresponds to the cavity vac-
uum state. Such an initial condition is relevant to the case
in which the N molecules are thermalized in the absence
of the light—matter coupling, and at t = 0, the light-matter
coupling is introduced.

Second, we consider a correlated ground state of the
total N molecules and the cavity radiation mode, e.g., the
polaritonic ground state. This choice for initial condition
relates to the case in which interactions between the N
molecules and the cavity is introduced at t - —co and the

total system is allowed to evolve under the composite Hamil-
tonian to reach the ground state at ¢t = 0 (e.g., the thermal-
ized case).

We obtain the ground state wavefunction using a
single-site tree tensor network state optimization algorithm
presented in Ref. [64], however, with the use of subspace
expansion allowing for adaptive control of bond dimen-
sion throughout the optimization. All simulations presented
here were performed using the tree tensor network library
ttns_lib [65].

We report the single-molecule side — total side correla-
tion function

A A N
(0,(H0(0)) = (u/|e1H‘®ie‘1H‘®1 CHIA (31)
]:
where ©); is the side operator projecting onto the reactants
for molecule i, and |y ) the initial wave functions described
above. Here, we evaluate this quantity by independently
evolving two initial wavefunctions, |y;) = |y) and |y,) =

®1}’:1® jly) and evaluating the matrix elements
(B,(00(0)) = (y(0)|O;|y, D), (32)

at each point in time.

3 Results and discussion

3.1 Few molecule limit

We first discuss how a cavity modifies chemical reactivity
in the few molecule limit. Via exact quantum dynamics sim-
ulations, we find that additional molecules coupled to the
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cavity radiation mode provide additional dissipation, lead-
ing to the enhancement of chemical reactivity for solvent
interactions in the energy diffusion-limited regime.

In Figure 3, we present the frequency-dependent reac-
tion rate, normalized by the out-of-cavity rate, associ-
ated with the individual molecules for N =1,2,3, and 4
molecules in the cavity. As we demonstrated in our recent
work [10], in the single molecule limit, cavity coupling leads
to a resonant enhancement of the chemical reaction rate
(blue solid line in Figure 3(c)) due to the additional dissi-
pation originating from the bath that describes cavity loss.
This is because the overall chemical reaction rate is limited
by the rate of thermal relaxation when the molecule-solvent
coupling is of a magnitude such that the reaction falls within
the energy diffusion-limited regime. Additional sources of
dissipation, such as the dissipation from coupling to a lossy
cavity mode, naturally increase the rate of thermalization,
leading to an enhancement of the reaction rate [10]. It is

=== 1 Molecule
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worth noting that the rate increases with the increase in the
cavity loss rate (or a decrease in the cavity lifetime) achieved
by increasing the coupling between a cavity mode and its
bath in Eq. (3).

In Figure 3(c)-(f), we show that the cavity modifica-
tion of chemical reaction rate is further increased as the
number of molecules in the cavity is increased. We explore
this in Figure 3(c) by keeping the per molecule coupling
to the cavity mode a constant, which would correspond to
keeping V fixed as illustrated in Figure 1(b). In Figure 3(c),
the cavity enhances the chemical reaction rate by ~25 %
at N =1 (Rabi splitting of ~26.58 cm~!). At N = 2,3, and
4 (with the Rabi splittings of 37.541, 45.95, and 53.0 cm™1),
the cavity enhancement rises to ~55 %. This interesting
effect can be explained in terms of enhancement of the
overall dissipation. From the perspective of one reactive
molecule, additional molecules coupling to cavity can be
viewed as additional dissipative bath degrees of freedom

2 Molecules === 3 Molecules 4 Molecules
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Figure 3: Cavity-modified chemical dynamics in the few molecule limit of Model I at T =300 K. (a) Double-well potential describing a model molecular
system with the vibrational eigenstates. (b) Schematic illustration of multiple molecular systems coupled to a lossy cavity radiation mode. (c) Cavity
photon frequency-dependent normalized chemical reaction rate constant when coupling N =1, 2, 3, and 4 molecules to a radiation mode using the
constant V approach (see Figure 1(b)). (d) Cavity-modified chemical rate constant as a function cavity lifetime 7 at various N. (e)-(f) Same as (c) and (d)
but with a constant p approach (see Figure 1(a)). For N = 1 and 2 molecules, the results were obtained using HEOM calculations. For N = 3 and 4

molecules, the HEOM/ML-MCTDH approach was used.
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that are coupled to the cavity mode, thereby increasing cav-
ity loss. However, the extent of this effect quickly saturates
and as a result cavity modification of chemical reaction rate
marginally changes when going from N = 3 to N = 4. This
reveals that even though there is an N dependence of the
cavity-modified chemical rate, this effect begin to saturate
even for a small number of molecules coupled to the cavity.
Whether this enhancement could be significant for a larger
N remains an open question.

Figure 3(d) shows that the extent to which an additional
molecule coupling to cavity can enhance chemical reactiv-
ity depends on the cavity loss rate. Here, we observe that
increasing the number of molecules N reduces the sensi-
tivity of the peak rate modification to the cavity loss rate.
Intuitively, if the cavity mode coupling strength to its dissi-
pative bath is already very large (i.e., very lossy), the impact
of additional sources of dissipation would be comparatively
negligible. Similarly, for a nearly perfect lossless cavity, the
coupling to an additional molecule can lead to a significant
increase in dissipation, and hence a substantial modifica-
tion of the reaction rate for the reactive molecule. This can
be seen in the cavity-modified reaction rate as a function
of cavity lifetime, as shown in Figure 3(d). For a small cav-
ity lifetime, 7, < 400 fs, the cavity-modified reaction rate
is nearly the same for N =1,2,3, and 4. The presence of
additional molecule starts to significantly alter chemical
reactivity for =, > 400 fs.

Figure 3(e) and (f) presents the cavity-modified chem-
ical reaction rate in the presence of a small number of
molecules where the total collective coupling is kept con-
stant with a constant Rabi splitting of 26.58 cm~?. This is
achieved by rescaling the per-molecule coupling constant
to the cavity mode by a factor of 1/ \/ﬁ . Thus, the overall
cavity modification of the rate occurs via the interplay of
two competing effects: the scaling down of individual molec-
ular coupling to the cavity versus the additional dissipation
due to the coupling of other molecules to the cavity mode.
For the particular solvent couplings chosen here, the cav-
ity modification of the rate is maximized at N = 2 when
using 7. = 1000 fs (see Figure 3(e)). As before, whether an
increase in N will lead to an increase in chemical reactivity
also depends on the cavity lifetime.

Figure 3(f) presents the cavity-modified chemical reac-
tion rate as a function of the cavity lifetime with N = 1,2, 3,
and 4. We observe that while for larger cavity lifetimes (z, >
800 fs) additional molecules further enhance the chemi-
cal reaction rate, chemical reactivity is less enhanced for
smaller cavity lifetimes (z, < 500 fs). This is because the
cavity mode is already strongly connected to a dissipative
bath and adding another molecule does not change this
dissipation much. As a result, for smaller cavity lifetimes, as

L. P. Lindoy et al.: Investigating the collective nature of cavity-modified chemical kinetics == 9

the per-molecule coupling is reduced, the overall enhance-
ment decreases when increasing the number of molecules.
Interestingly, for larger cavity lifetimes (z, > 800 fs), the
additional dissipation when increasing the number of
molecules enhances the chemical reaction rate despite the
lower per-molecule light—matter coupling.

3.2 Thermodynamic limit

We explore the N — oo using the mean-field HEOM
approach explained in Section 2.2.1. As hinted at from the
trends observed in Figure 3, we expect no cavity modifi-
cation in the N — oo case. Numerically, we have set N =
10,000 (N — oo0) and have ensured that these results are
converged with respect to N.

This expectation is confirmed in Figure 4(a), which
compares the cavity-modified chemical kinetics at N =1
(blue solid line) and N = co. The coupling to the cavity
radiation field leads to a resonant modification of chemical
kinetics at N =1 and at the same time, this modification
vanishes for N = oo in the mean-field limit (red solid line).
Note that here we properly include the dipole self-energy
terms (see Eq. (11)) whose inclusion within the light—-matter
Hamiltonian has been a subject of ongoing debate [34],
[66]1-[70].

Figure 4(b) presents the cavity-modified chemical
dynamics in the absence of the dipole self-energy (DSE)
terms. In the absence of DSE terms, we do observe a large
collective cavity modification of chemical kinetics for N —
co. Specifically, we observe a suppression of the chemical
kinetics, which is also cavity frequency dependent. How-
ever, we do not observe a resonant effect, where the cavity
suppresses chemical reactivity strongly at a certain photon
frequency. This observed effect can be explained in terms
of the modification of the reaction barrier in the absence
of the DSE terms, as explained in Ref. [70]. We observe that
this effect increases with the increase in the light—matter
coupling strength #,. Note that, in comparison to Ref. [70],
here we explicitly simulate the dynamics of the solvent
degrees of freedom.

In Figure 4, the initial state of the system has been pre-
pared in thermal equilibrium with the molecules placed in
the reactant well. Next, we explore the cavity modification
of chemical dynamics, where the cavity radiation field is in
thermal equilibrium in the absence of the light—matter cou-
pling, which is introduced at ¢ = 0. Such an initial condition
is naturally nonequilibrium and shows different short time
dynamics when compared to the dynamics starting with an
equilibrated cavity field.

Figure 5 presents the time-dependent reactant popu-
lation dynamics when starting from a nonequilibrium ini-
tial condition in the thermodynamics limit. The population
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Figure 4: Cavity-modified chemical reactivity in Model I in the thermo-
dynamic limit at 7 = 300 K obtained using the constant p light-matter
coupling Hamiltonian. (a) Cavity-modified (normalized) chemical rate
constant as function of photon frequency at N = 1 (blue solid line) and at
N = 0. (b) Cavity-modified (normalized) chemical rate constant as
function of photon frequency at N = oo but in the absence of the dipole
self-energy term.

dynamics presented in Figure 5(a) show a short-time (sub-
picosecond) relaxation, which exhibits a photon frequency
dependence. When the photon frequency is close to the
molecular vibrational transition, the relaxation is faster
compared to when the photon frequency is off-resonant.
The suppression of the reactant population (or enhance-
ment of chemical reactivity) observed here is due to fact
that the cavity radiation is “hotter” than the molecular sub-
system at the initial time and this excess heat results in
enhanced reactivity at short times.

At longer times, due to the presence of the solvent
bath, the cavity radiation mode as well as the molecular
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system thermalize, and as a result this leads to chemical
dynamics that is same as when starting from a thermalized
initial condition. Consequently, the long-time chemical rate
constant (compare the slopes of the three curves ¢t > 1000 fs)
shows no cavity frequency dependence and is identical to
the results in the absence of the cavity.

Figure 5(b) presents the reactant population at t =
1 ps at various photon frequencies. The reactant population
shows a sharp cavity resonance feature, signifying a collec-
tive and resonant cavity enhancement of chemical reactiv-
ity. However, the effect is exceedingly small. The exceedingly
small magnitude of this effect reflects the closeness of the
nonequilibrium initial condition used here to the equilib-
rium, thermalized density matrix. While the effects shown
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in Figure 5(b) are very tiny, they do suggest the tantalizing
possibility of modifying chemical reactivity under nonequi-
librium scenarios, a topic we return to below and in the
conclusions.

3.3 Cavity-modified proton transfer reaction

Below we explore cavity-modified dynamics in a model
molecular system describing a proton transfer reaction
in thioacetylacetone (see details in Section 2.1.2). For the
following results presented, we define a dimensionless
light—-matter coupling strength of # = 0.05, related to the
light-matter interaction by

n
g=""1

, 33)
Hio

where p11 = (Wl ft|w;) = 0.042 a.u. [19]. In all calculations
for Model II, we make use of the constant p form for the
light-matter coupling Hamiltonian (Eq. (11)). This corre-
sponds to a Rabi splitting of ~12.59 cm~! at the resonant
photon frequency.

Here, we aim to explore the importance of appropriate
initial conditions for the N molecules and the cavity radia-
tion mode when exploring collective VSC. We consider the
dynamics of N molecules interacting with a cavity radiation
mode that is resonant with the first vibrational transition
of the molecular Hamiltonian, A y and explore the depen-
dence of the dynamics on N for uncorrelated and correlated
(here at T = 0 K) initial conditions.

In Figure 6, we compare the time dependence of the
side-side correlation function defined in Eq. (31) calculated
in the absence of a cavity to that with a cavity mode for
various values of N =1,2,4,8,16, and 32. Here, we have
prepared an uncorrelated ground state as defined in Eq. (30)
that is out of equilibrium (with the light—-matter coupling
introduced at t = 0) and consider a scenario where all the
molecules are aligned along the cavity radiation polariza-
tion direction. We observe that the presence of a strongly
coupled cavity significantly perturbs the coherent crossing
dynamics of the molecular system. Figure 6 shows a sig-
nificant enhancement of the crossing dynamics indicated
by the much more rapid decay of the correlation func-
tion through the first 100 fs, as well as a more substan-
tial transfer of population at later times. These results are
consistent with those observed in reference [19] and the
molecular dynamics simulations presented in reference
[27]. Further, we observe that upon increasing the number
of molecules, this dynamics stabilizes, with minimal devi-
ations observed between the results obtained with N = 16
and 32, even up to times 0f 1000 fs. Given the convergence of
the results with respect to N, we conclude that the observed
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Figure 6: Cavity-modified proton transfer dynamics in a model
thioacetylacetone system obtained using ML-MCTDH. The upper panel
schematically illustrates how N molecules are coupled to a radiation
mode. The bottom panel presents the time-dependent reactant
population when starting with a nonequilibrium (uncorrelated) initial
condition at various N. Light-matter introductions were included using
the constant p light-matter coupling Hamiltonian.

modification of chemical dynamics occurs in the collective
(or in the thermodynamic limit, N — co) regime when using
a nonequilibrium initial condition.

A number of previous works have shown that static
and dynamic disorder can play a crucial role in the cavity-
modified dynamics of molecules and materials [71]-[78].
Here, in Figure 6, we show that the nonequilibrium effects
observed when considering the uncorrelated initial condi-
tions decrease significantly in the presence of angular dis-
order (see gray solid lines) where molecules are randomly
oriented with respect to the cavity radiation polarization
direction. We observe that the disordered N = 32 scenario
shows negligible modification of the mean crossing dynam-
ics when coupled to the cavity radiation, even when starting
from a nonequilibrium initial condition. The reason for the
disappearance of the cavity modification can be understood
by considering the initial (expected) value (e - Y .f1;) =0,
which brings the initial nonequilibrium state close to the
correlated ground state, thereby reducing the nonequilib-
rium effect seen in the crossing dynamics.
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Similar to the dynamics in the disordered scenario,
the modification of reactivity becomes small when starting
from a correlated initial condition corresponding to equi-
librium in the reactant well. Interestingly, while the cavity
modification of the crossing dynamics is much smaller in
this scenario, we do observe a decay of the oscillation ampli-
tude that exhibits a resonant feature.

Figure 7 presents the time-dependent reactant popu-
lation at three different cavity photon frequencies when
starting from a correlated initial condition. We observe that
when the cavity photon frequency is in resonance with the
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Figure 7: Cavity-modified proton transfer dynamics in a model
thioacetylacetone system when starting from a correlated initial
condition. (a) Reactant population dynamics at three different photon
frequencies with w, = 129 cm™ as the resonant photon frequency.

(b) Reactant population dynamics at various N compared to the no
coupling scenario. (c) Reactant population decay as a function of the
photon frequency obtained for N = 8. Results were obtained using
ML-MCTDH and using the constant p light-matter coupling Hamiltonian.
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vibrational transition, the amplitude of the crossing dynam-
ics is modified. In Figure 7(a) where the amplitude of the
crossing dynamics is largely unmodified for the photon fre-
quency @, = 60 cm~! (blue dashed line) or 180 cm™ (blue
solid line). However, when the photon frequency is close
to the vibrational transition of the molecular subsystem, at
. =129 cm~!, we observe a decay of the amplitude of the
side-side correlator.

In Figure 7(b), we confirm that this decay persists in the
collective limit by comparing the N =1 and N = 32 cases.
Figure 7(b) shows that the overall dynamics are nearly iden-
tical between the two scenarios.

To analyze the resonant behavior of the cavity-modified
dynamics, we compute a decay rate, k', obtained by minimiz-
ing the function

t

max

fla,b,x;0,) = /
0

defe 1 (G,() — @) — (O(t; ) — D[,

(34)
where a, b, k are the fitting parameters, ,(t) is the normal-
ized side-side correlation function without the cavity, and
0(t; w,)1is the side-side correlation function obtained in the
presence of a cavity mode.

Figure 7(c) presents the decay rate k as a function of the
photon frequency w,. Overall, the decay rate clearly shows
a resonant peak with @, close to the vibrational transition
of the molecular system. This decay can be understood as
a decoherence process due to the presence of the cavity
radiation mode, which is acting as a bath degree of free-
dom. Note that this decay is transient, and at longer times,
the populations will eventually return since this is still a
small, closed quantum system. At the same time, we do
expect this decay to persist when considering a lossy cavity
mode.

While such cavity-modified dynamics are collective and
resonant, whether or not such effects can be substantial
when considering solvent interactions with the molecular
system remains an open question, which we briefly return
to before concluding. Further, we also note that the damp-
ing of the crossing dynamics does not necessarily indicate
a modification of chemical reactivity, since the average
product population (when averaging over the oscillations)
remains the same for the time-range presented here.

The results in Figures 6 and 7 also shed light on reports
on the presence or absence of collective cavity modification
of chemical reactivity in recent work [15], [27], [79]. Specif-
ically, a number of studies employing classical trajectory-
based simulations [27], [79], classical rate theories [15],
and quantum dynamical simulations [19] have obtained
conflicting results concerning vibrational strong coupling
in the collective coupling regime. In Ref. [19], [27], cavity
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modification of chemical dynamics is observed that persists
to large N, and in contrast, in Ref. [15], [79], no modification
of the chemical reaction rate is observed in the large N limit.
Our results illustrate that the collective effects observed in
previous works arise from the choice of the initial condition
in which the N molecules and cavity mode are initially
uncorrelated. We further demonstrate that such collective
effects vanish upon the use of an appropriate correlated ini-
tial condition consistent with the linear response definition
of rate theory. While we have demonstrated this in the zero-
temperature case, the underlying argument holds for finite
temperatures as well.

Finally, to explore the origins of these deviations with
respect to correlated and uncorrelated initial conditions, we
consider the dynamics of the cavity mode itself. In Figure 8,
we present the time-dependence of the dipole-gauge cavity
number operator fi, = IAJZIA)C (note that this does not corre-
spond to the number of photons in the cavity mode). For
the case of the correlated (or equilibrated) initial condi-
tions, (fi.) increases linearly with the number of particles,
and essentially no dynamics are observed in (fi.), over the
timescales considered. In contrast, for the uncorrelated ini-
tial conditions with the cavity initially prepared in the vac-
uum state, significant coherent oscillations are observed,
consistent with the dynamics of a displaced harmonic oscil-
lator. For all times t considered here, we observe a deviation
in the expectation value from that of the correlated initial
state case, which scales with N. As a consequence, the mean-
field value for the cavity—molecule interaction observed
for the correlated initial state and the vacuum initial states
differ by a factor of \/]V . This factor exactly cancels the \iﬁ
scaling of the cavity—molecule interaction strength and so
in the N — oo limit, the cavity modifies chemical dynamics
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Figure 8: The time-dependent dipole-gauge cavity number operator
expectation value (fi.), for the correlated (dashed) and uncorrelated
(solid lines) initial conditions for various N. Results were obtained using
ML-MCTDH and using the constant p light-matter coupling Hamiltonian.
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in the collective regime when using uncorrelated initial
conditions.

4 Summary and conclusions

In this paper, we use exact quantum dynamics methods to
look into the collective nature of cavity-modified chemical
reactivity in the vibrational strong coupling regime. In par-
ticular, we investigate how a cavity can modify chemical
reactivity when coupling a set of identical molecules to cav-
ity radiation mode in several simplified models. Specifically,
we consider two model molecular systems, which we call
Model I and Model II. Model I describes a set of molecules
embedded in a dissipative environment, which are also cou-
pled to a cavity radiation mode. Each molecule is described
by a barrier crossing dynamics that is described with a
double-well potential. Model II describes a proton transfer
reaction with a reaction coordinate coupled to a spectator
mode.

We simulate the cavity-modified chemical dynamics in
the few-molecule limit with our customized version of the
HEOM approach (for N =1,2) and through the use of a
ML-MCTDH based HEOM solver (for N > 2). From the point
of view of one reactive molecule, the other molecules can be
seen as a dissipative bath connected to a cavity mode. The
addition of several molecules renders dissipation stronger
overall, which in turn can lead to an enhancement of chem-
ical reactivity, depending on the molecule-solvent couplings
and cavity lifetime.

To simulate the quantum dynamics of this system
as N — oo, we develop a mean-field HEOM approach for
addressing the thermodynamic limit. In comparison to
recent work that allows for simulating polaritonic quantum
dynamics for zero temperatures [28], our mean-field HEOM
approach simulates dissipative dynamics at finite temper-
atures in the presence of solvent degrees of freedom. Using
this approach, we find the dissipative effect originating from
the other molecules becomes negligible when N — oo0. These
results agree with a previous work that treated all degrees
of freedom classically [15], as well as the results of Ref. [28].

In this work, we also explore the importance of the
choice of initial condition on the short to intermediate-time
dynamics of a set of N molecules interacting with a cavity
mode. We find that whether or not coupling to a cavity mod-
ifies the dynamics of an individual molecule in the limit that
N — oo depends explicitly on the initial condition. For sys-
tems prepared in uncorrelated states, deviations between
the inside cavity and out-of-cavity dynamics are observed
to persist for large N; however, for correlated initial condi-
tions, no such deviations are observed.
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Overall, these results indicate that nonequilibrium
effects can lead to both collective and resonant modifica-
tions of chemical reactivity when coupling to cavity radi-
ation. This finding should prompt the consideration of
explicitly out of equilibrium techniques such as Floquet
or pulsed laser methods, to induce nonequilibrium steady-
states where altered long-time reactivity might be observed.
The mean-field HEOM approach developed in this work is
particularly well-suited for investigations. In this regard,
we note a recent work [80], which shows that VSC can
alter chemistry via a nonequilibrium preparation of initial
state. On the other hand, in the context of interpreting
experiments demonstrating collective VSC modification of
adiabatic chemical reaction rates, our findings indicate that
terms that are not incorporated in the models studied here
might have relevance for the experimentally observed phe-
nomena. Below, we list a few approximations whose role
in cavity-modified chemistry should be investigated in the
future.

4.1 Single mode approximation

Most theoretical works investigating the VSC modification
of chemistry assumes the coupling of molecules to a single
cavity radiation mode [10], [12], [13], [22], [27], [36], [79], [81],
[82]. In reality, there are an infinite set of cavity radiation
modes that also have a characteristic dispersion. Recent
work shows that going beyond the single-mode approxima-
tion is necessary to capture various effects in light—matter
hybrid systems [83]-[85]. In the future, we will explore
setups where an ensemble of cavity modes is coupled to an
ensemble of molecules.

4.2 Long-wavelength approximation

Within this approximation, the spatial variation of the radi-
ation field is ignored. The spatial variation also plays a
crucial role in the description of cavity-modified transport
in materials and molecules [75], [84], [86], which may poten-
tially impact the modeling of chemical reactivity. In the near
future, we will explore how the spatial variation of the
radiation field impacts the chemical reactivity in the VSC
regime.

4.3 Interactions between molecules

Another approximation employed within our present sim-
ulation is that we ignore the interactions between the
molecules, and they only interact via the dipole self-energy
term. In previous work, it was found that cavities can
modify chemical reactivities in the collective regime when
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coupling the rest of the molecules to a single reactive
molecule [14]. In contrast, here we ignore the (spatially
dependent) interactions between molecules. Future work
will be devoted to exploring how intermolecular interac-
tions may play a role beyond such extreme scenarios. It
should be noted that the three aspects described above are
necessary to enable and describe polariton transport in
solids [75]. In addition, the spatial scale of interactions draws
into question the validity of the mean-field limit, which
explicitly assumes no spatial scale of interactions. One,
however, may still employ cluster mean-field techniques
[871-[89] to attempt to build in this spatial dependence.

Overall, our results point to the possibility of modifying
chemical dynamics by coupling molecular vibrations under
nonequilibrium conditions and, at the same time, indicate
the inability of simple models of collective VSC to exhibit
modified reactivity in the equilibrium limit. The physi-
cal factors missing in our simple models that might allow
for a more complete understanding of the cavity-modified
ground state chemical reactivity observed in recent experi-
ments await further investigation.
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Appendix A. Numerical validation
of the mean-field population
dynamics

In this Appendix A, we explore the convergence of the
mean-field population dynamics of Model I toward the exact
dynamics as N — oo. To do this, we consider a variant
of Model I, in which only the four lowest energy vibra-
tional states of the reaction coordinate are retained. This is
insufficient to converge the reaction rates obtained in the
main text, however, enables comparison of the population
dynamics obtained using the mean-field HEOM method with
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Figure 9: Convergence of the mean-field cavity-modified chemical
dynamics in Model I under nonequilibrium (uncorrelated) initial
conditions at 7 = 300 K. Time-dependent reactant population obtained
for various values of N using the numerically exact HEOM approach
(with a ML-MCTDH based solver) compared to the mean-field dynamics
(black solid line) obtained in the limit that N — oo for the constant p
light-matter coupling Hamiltonian. The cavity frequency is taken to be
®, = 1185 cm™".

exact HEOM calculations employing the ML-MCTDH solver
for systems sizes up to N = 128, for times of t = 2 ps. Further,
we will consider the case of a cavity lifetime of 7, = 10 ps,
which enables the use of a smaller hierarchy of auxiliary
density operators for the cavity-loss bath. This choice allows
for calculations to be performed with up to 30 cavity states,
which are required to converge the population dynamics for
large values of N.

In Figure 9, we compare the mean-field population
dynamics to the exact HEOM dynamics for this simplified
variant of Model I for various values of N. As was seen in
Figure 5, a significant deviation, from the out-of-cavity pop-
ulation dynamics, is observed in the mean-field limit. For
finite N, the exact HEOM calculations exhibit larger devia-
tions than are observed in the N — oo mean-field limit; how-
ever, these deviations are observed to decrease with increas-
ing N. These results suggest that the resonant enhancement
effect observed in the few molecule regime arises due to
beyond mean-field correlations in the dynamics that decay
in the N — oo limit.
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